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              	Type

              	Fighter-bomber
            


            
              	National origin

              	United States
            


            
              	Manufacturer

              	McDonnell Aircraft/

              McDonnell Douglas
            


            
              	Maiden flight

              	27 May 1958
            


            
              	Introduction

              	30 December 1960
            


            
              	Status

              	744 active in non-US service, and as drones, as of 2001
            


            
              	Primaryusers

              	United States Air Force

              United States Navy

              United States Marine Corps
            


            
              	Produced

              	19581981
            


            
              	Number built

              	5,195
            


            
              	Unit cost

              	US$2.4 million when new (F-4E)
            

          


          The McDonnell Douglas F-4 Phantom II is a two-seat, twin-engined, all-weather, long-range supersonic fighter-bomber originally developed for the U.S. Navy by McDonnell Aircraft. Proving highly adaptable, it became a major part of the air wings of the U.S. Navy, Marine Corps, and U.S. Air Force. It was used extensively by all three of these services during the Vietnam War, serving as the principal air superiority fighter for both the Navy and Air Force, as well as being important in the ground-attack and reconnaissance roles by the close of U.S. involvement in the war.


          First entering service in 1960, the Phantom continued to form a major part of U.S. military air power throughout the 1970s and 1980s, being gradually replaced by more modern aircraft such as the F-15 Eagle and F-16 Fighting Falcon in the U.S. Air Force and the F-14 Tomcat and F/A-18 Hornet in the U.S. Navy. It remained in service in the reconnaissance and Wild Weasel roles in the 1991 Gulf War, finally leaving service in 1996. The Phantom was also operated by the armed forces of 11 other nations. Israeli Phantoms saw extensive combat in several ArabIsraeli conflicts, while Iran used its large fleet of Phantoms in the IranIraq War. Phantoms remain in front line service with seven countries, and in use as an unmanned target in the U.S. Air Force.


          Phantom production ran from 1958 to 1981, with a total of 5,195 built. This extensive run makes it the second most-produced Western jet fighter, behind the famous F-86 Sabre at just under 10,000 examples.


          


          


          Overview
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              A formation of F-4 Phantom II fighter aircraft fly in formation during a heritage flight demonstration to commemorate the 50th Anniversary of the U.S. Air Force.
            

          


          The F-4 Phantom was designed as a fleet defense fighter for the U.S. Navy, and first entered service in 1960. By 1963, it had been adopted by the U.S. Air Force for the fighter-bomber role. When production ended in 1981, 5,195 Phantom IIs had been built, making it the most numerous American supersonic military aircraft. Until the advent of the F-15 Eagle, the F-4 also held a record for the longest continuous production for a fighter with a run of 24 years. Innovations in the F-4 included an advanced pulse-doppler radar and extensive use of titanium in its airframe.


          Despite the imposing dimensions and a maximum takeoff weight of over 60,000pounds (27,000kg), the F-4 had a top speed of Mach2.23 and an initial climb of over 41,000ft per minute (210m/s). Shortly after its introduction, the Phantom set 15 world records, including an absolute speed record of 1,606.342mph (2,585.086km/h), and an absolute altitude record of 98,557ft (30,040m). Although set in 19591962, five of the speed records were not broken until 1975 when the F-15 Eagle came into service.


          The F-4 could carry up to 18,650 pounds (8,480 kg) of weapons on nine external hardpoints, including air-to-air and air-to-ground missiles, and unguided, guided, and nuclear bombs. Since the F-8 Crusader was to be used for close combat, the F-4 was designed, like other interceptors of the day, without an internal cannon. In a dogfight, the RIO or WSO (commonly called "backseater" or "pitter") assisted in spotting opposing fighters, visually as well as on radar. It became the primary fighter-bomber of both the Navy and Air Force by the end of the Vietnam War.


          Due to its distinctive appearance and widespread service with United States military and its allies, the F-4 is one of the best-known icons of the Cold War. It served in the Vietnam War and ArabIsraeli conflicts, with American F-4 crews achieving 277 aerial victories in Southeast Asia and completing countless ground attack sorties.
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              The Blue Angels flew F-4Js from 1969 to 1974.
            

          


          The F-4 Phantom has the distinction of being the last United States fighter flown to attain ace status in the 20th century. During the Vietnam War, the USAF had one pilot and two WSOs, and the USN one pilot and one RIO, become aces in air-to-air combat. It was also a capable tactical reconnaissance and Wild Weasel ( suppression of enemy air defenses) platform, seeing action as late as 1991, during Operation Desert Storm.


          The F-4 Phantom II was also the only aircraft used by both US flight demonstration teams. The USAF Thunderbirds (F-4E) and the USN Blue Angels (F-4J) both switched to the Phantom for the 1969 season; the Thunderbirds flew it for five seasons, the Blue Angels for six.


          The baseline performance of a Mach2-class fighter with long range and a bomber-sized payload would be the template for the next generation of large and light/middle-weight fighters optimized for daylight air combat. The Phantom would be replaced by the F-15 Eagle and F-16 Fighting Falcon in the U.S. Air Force. In the U.S. Navy, it would be replaced by the F-14 Tomcat and the F/A-18 Hornet which revived the concept of a dual-role attack fighter.


          


          Design and development


          


          Origins


          In 1952, McDonnell's Chief of Aerodynamics, Dave Lewis, was appointed by CEO Jim McDonnell to be the companys Preliminary Design Manager. With no new aircraft competitions on the horizon, internal studies concluded the Navy had the greatest need for a new and different aircraft type, an attack fighter.


          In 1953, McDonnell Aircraft began work on revising its F3H Demon naval fighter, seeking expanded capabilities and better performance. The company developed several projects including a variant powered by a Wright J67 engine, and variants powered by two Wright J65 engines, or two General Electric J79 engines. The J79-powered version promised a top speed of Mach1.97. On 19 September 1953, McDonnell approached the United States Navy with a proposal for the "Super Demon". Uniquely, the aircraft was to be modularit could be fitted with one- or two-seat noses for different missions, with different nose cones to accommodate radar, photo cameras, four 20millimeter cannon, or 56 FFAR unguided rockets in addition to the nine hardpoints under the wings and the fuselage. The Navy was sufficiently interested to order a full-scale mock-up of the F3H-G/H but felt that the upcoming Grumman XF9F-9 and Vought XF8U-1 already satisfied the need for the supersonic fighter.


          The McDonnell design was therefore reworked into an all-weather fighter-bomber with 11 external hardpoints for weapons and on 18 October 1954, the company received a letter of intent for two YAH-1 prototypes. On 26 May 1955, four Navy officers arrived at the McDonnell offices and, within an hour, presented the company with an entirely new set of requirements. Because the Navy already had the A-4 Skyhawk for ground attack and F-8 Crusader for dogfighting, the project now had to fulfill the need for an all-weather fleet defense interceptor. A second crewman was added to operate the powerful radar.


          


          XF4H-1 prototype


          The XF4H-1 was designed to carry four semi-recessed AAM-N-6 Sparrow III radar-guided missiles, and to be powered by two J79-GE-8 engines. As in the F-101 Voodoo, the engines sat low in the fuselage to maximize internal fuel capacity and ingested air through fixed geometry intakes. The thin-section wing had a leading edge sweep of 45degrees and was equipped with a boundary layer control system for better low-speed handling.


          Wind tunnel testing had revealed lateral instability requiring the addition of fivedegrees dihedral to the wings. To avoid redesigning the titanium central section of the aircraft, McDonnell engineers angled up only the outer portions of the wings by 12degrees which averaged to the required fivedegrees over the entire wingspan. The wings also received the distinctive "dogtooth" for improved control at high angles of attack. The all-moving tailplane was given 23degrees of anhedral to improve control at high angles of attack while still keeping the tailplane clear of the engine exhaust. In addition, air intakes were equipped with movable ramps to regulate airflow to the engines at supersonic speeds. All-weather intercept capability was achieved thanks to the AN/APQ-50 radar. To accommodate carrier operations, the landing gear was designed to withstand landings with a sink rate of 23ft per second (7m/s), while the nose strut could extend by some 20inches (50cm) to increase angle of attack at takeoff.


          


          Naming the aircraft


          There were proposals to name the F4H " Satan" and "Mithras", the Persian god of light. In the end, the aircraft was given the less controversial name "Phantom II," the first "Phantom" being another McDonnell jet fighter, the FH-1. The Phantom II briefly carried the designation F-110A and was also given the name of "Spectre" by the USAF, neither title was used.


          


          Prototype testing


          On 25 July 1955, the Navy ordered two XF4H-1 test aircraft and five YF4H-1 pre-production fighters. The Phantom made its maiden flight on 27 May 1958 with Robert C. Little at the controls. A hydraulic problem precluded retraction of the landing gear but subsequent flights went more smoothly. Early testing resulted in redesign of the air intakes, including the distinctive addition of 12,500 bleed air holes on each ramp; and the aircraft soon squared off against the XF8U-3. Due to operator workload, the Navy wanted a two-seat aircraft and on 17 December 1958 the F4H was declared a winner. Delays with the J79-GE-8 engines meant that the first production aircraft were fitted with J79-GE-2 and -2A engines, each having 16,100 pound-force (71.8 kN) of afterburning thrust. In 1959, the Phantom began carrier suitability trials with the first complete launch-recovery cycle performed on 15 February 1960 from USS Independence.


          


          Production
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              A flight of USAF F-4Cs refuel from a KC-135 tanker before making a strike against targets in North Vietnam. The Phantoms are fully loaded with 750-pound general purpose bombs, Sparrow missiles and external fuel tanks.
            

          


          Early in production, the radar was upgraded to a larger AN/APQ-72, necessitating the bulbous nose, and the canopy was reworked to improve visibility and make the rear cockpit less claustrophobic. The Phantom underwent a great many changes during its career, summarized in the "Variants" section below.


          The USAF received Phantoms as the result of Defense Secretary Robert McNamara's push to create a unified fighter for all branches of the military. After an F-4B won the "Operation Highspeed" fly-off against the F-106 Delta Dart, the USAF borrowed two Naval F-4Bs, temporarily designating them F-110A "Spectre" in January 1962, and developed requirements for their own version. Unlike the Navy focus on interception, the USAF emphasized a fighter-bomber role. With McNamara's unification of designations on 18 September 1962, the Phantom became the F-4 with the Naval version designated F-4B and USAF F-4C. The first Air Force Phantom flew on 27 May 1963, exceeding Mach2 on its maiden flight.


          Phantom II production ended in the United States in 1979 after 5,195 had been built (5,057 by McDonnell Douglas and 138 in Japan by Mitsubishi), making it the second most produced and exported American military-jet; the F-86 Sabre still remains the most numerous jet-powered warplane produced and exported by the United States. Of these, 2,874 went to the USAF, 1,264 to the Navy and Marine Corps, and the rest to foreign customers. The last U.S.-built F-4 went to Turkey, while the last F-4 ever built was completed in 1981 as an F-4EJ by Mitsubishi Heavy Industries in Japan. As of 2001, about 1,100 Phantoms remained in service worldwide, including QF-4 drones operated by the U.S. military.


          


          World records


          To show off their new fighter, the Navy led a series of record-breaking flights early in Phantom development:


          
            	Operation Top Flight: On 6 December 1959, the second XF4H-1 performed a zoom climb to a world record 98,557ft (30,040m). The previous record of 94,658ft (28,852m) was set by a Soviet Sukhoi T-43-1 prototype. Commander Lawrence E. Flint, Jr., USN accelerated his aircraft to Mach2.5 at 47,000ft (14,330m) and climbed to 90,000ft (27,430m) at a 45degree angle. He then shut down the engines and glided to the peak altitude. As the aircraft fell through 70,000ft (21,300m), Flint restarted the engines and resumed normal flight.


            	On 5 September 1960, an F4H-1 averaged 1,216.78mph (1,958.16km/h) over a 500kilometer (311mi) closed-circuit course.


            	On 25 September 1960, an F4H-1 averaged 1,390.21mph (2,237.26km/h) over a 100kilometer (62mi) closed-circuit course.


            	Operation LANA: To celebrate the 50th anniversary of Naval aviation (L is the Roman numeral for 50 and ANA stood for Anniversary of Naval Aviation) on 24 May 1961, Phantoms flew across the continental United States in under three hours and included several tanker refuelings. The fastest of the aircraft averaged 869.74mph (1,400.28km/h) and completed the trip in 2hours 47minutes, earning the pilot (and future NASA Astronaut), Lieutenant Richard Gordon, USN and RIO, Lieutenant Bobbie Long, USN, the 1961 Bendix trophy.


            	Operation Sageburner: On 28 August 1961, a Phantom averaged 902.769mph (1,452.826km/h) over a three-mile (4.82 km) course flying below 125ft (40m) at all times. Commander J.L. Felsman, USN was killed during the first attempt at this record on 18 May 1961 when his aircraft disintegrated in the air after pitch damper failure.


            	Operation Skyburner: On 22 December 1961, a modified Phantom with water injection set an absolute world record speed of 1,606.342mph (2,585.086km/h).


            	On 5 December 1961, another Phantom set a sustained altitude record of 66,443.8ft (20,252.1m).


            	Operation High Jump: A series of time-to-altitude records was set in early 1962; 34.523seconds to 3,000m (9,840ft), 48.787seconds to 6,000m (19,680ft), 61.629seconds to 9,000m (29,530ft), 77.156seconds to 12,000m (39,370ft), 114.548seconds to 15,000m (49,210ft), 178.5seconds to 20,000m (65,600ft), 230.44seconds to 25,000m (82,000ft), and 371.43seconds to 30,000m (98,400ft). Although not officially recognized, the Phantom zoom-climbed to over 100,000ft (30,480m) during the last attempt.

          


          All in all, the Phantom set 16 world records. With the exception of Skyburner, all records were achieved in unmodified production aircraft. Five of the speed records remained unbeaten until the F-15 Eagle appeared in 1975.


          


          Flight characteristics


          In air combat, the Phantom's greatest advantage was its thrust, which permitted a skilled pilot to engage and disengage from the fight at will.


          The massive aircraft, designed to fire radar-guided missiles from beyond visual range, lacked the agility of its Soviet opponents and was subject to adverse yaw during hard maneuvering. Although thus subject to irrecoverable spins during aileron rolls, pilots reported the aircraft to be very communicative and easy to fly on the edge of its performance envelope. In 1972, the F-4E model was upgraded with leading edge slats on the wing, greatly improving high-angle-of-attack maneuverability at the expense of top speed.


          The J79 engines produced copious amounts of black smoke at military power which made the Phantoms easy to spot from a distance, a severe disadvantage in air combat against smaller aircraft. Pilots could eliminate the smoke by using afterburner, but at the cost of fuel efficiency. Some pilots adopted the procedure of running one engine in dry thrust at normal power setting, and the other in afterburner, resulting in the same total thrust as using both engines at full rated military power without generating the tell-tale smoke trail.


          The F-4's biggest weakness, as it was initially designed, was its lack of an internal cannon. For a brief period, doctrine held that turning combat would be impossible at supersonic speeds and little effort was made to teach pilots air combat maneuvering. In reality, engagements quickly became subsonic. Furthermore, the relatively new heat-seeking and radar-guided missiles at the time were frequently reported as unreliable and pilots had to use multiple shots just to hit one target. To compound the problem, rules of engagement in Vietnam precluded long-range missile attacks in most instances, as visual identification was normally required. Many pilots found themselves on the tail of an enemy aircraft but too close to fire short-range Falcons or Sidewinders. Although in 1967 USAF F-4Cs began carrying SUU-16 or SUU-23 external gunpods containing a 20millimeter M61 Vulcan Gatling cannon, USAF cockpits were not equipped with lead-computing gunsights, virtually assuring a miss in a maneuvering fight. Some Marine Corps aircraft carried two pods for strafing. In addition to the loss of performance due to drag, combat showed the externally mounted cannon to be inaccurate, yet far more cost-effective than missiles. The lack of cannon was finally addressed by adding an internally mounted 20millimeter M61 Vulcan on the F-4E.


          


          Costs


          
            
              	

              	F-4C

              	RF-4C

              	F-4D

              	F-4E
            


            
              	Unit R&D cost

              	

              	61,200 by 1973

              	

              	22,700 by 1973
            


            
              	Airframe

              	1,388,725

              	1,679,000

              	1,018,682

              	1,662,000
            


            
              	Engines

              	317,647

              	276,000

              	260,563

              	393,000
            


            
              	Electronics

              	52,287

              	293,000

              	262,101

              	299,000
            


            
              	Armament

              	139,706

              	73,000

              	133,430

              	111,000
            


            
              	Ordnance

              	

              	

              	6,817

              	8,000
            


            
              	Flyaway cost

              	1.9 million

              	2.3 million

              	1.7 million

              	2.4 million
            


            
              	Modification costs

              	116,289 by 1973

              	55,217 by 1973

              	233,458 by 1973

              	7,995 by 1973
            


            
              	Cost per flying hour

              	924

              	867

              	896

              	896
            


            
              	Maintenance cost per flying hour

              	545

              	545

              	545

              	545
            

          


          Note: Costs are in 1965 United States dollars and have not been adjusted for inflation.


          


          Operational history


          


          United States Navy


          
            [image: A US Navy F-4J Phantom of VF-31 lands on the USS Saratoga.]

            
              A US Navy F-4J Phantom of VF-31 lands on the USS Saratoga.
            

          


          On 30 December 1960, the VF-121 Pacemakers at NAS Miramar became the first Phantom operator with its F4H-1Fs (F-4As). The VF-74 Be-devilers at NAS Oceana became the first deployable Phantom squadron when it received its F4H-1s (F-4Bs) on 8 July 1961. The squadron completed carrier qualifications in October 1961 and Phantoms first full carrier deployment between August 1962 and March 1963 aboard USSForrestal(CV-59). The second deployable US Atlantic Fleet squadron to receive F-4Bs was the VF-102 Diamondbacks, who promptly took their new aircraft on the shakedown cruise of USS Enterprise. The first deployable US Pacific Fleet squadron to receive the F-4B was the VF-114 Aardvarks, which participated in the September 1962 cruise aboard USS Kitty Hawk.


          


          By the time of the Tonkin Gulf incident, 13 of 31 deployable Navy squadrons were armed with the type. F-4Bs from USS Constellation made the first Phantom combat sortie of the Vietnam War on 5 August 1964, flying bomber escort in Operation Pierce Arrow. The first Phantom air-to-air victory of the war took place on 9 April 1965 when an F-4B from VF-96 Fighting Falcons piloted by Lieutenant (junior grade) Terence M. Murphy and his RIO, Ensign Ronald Fegan, shot down a Chinese MiG-17 'Fresco'. The Phantom was then shot down, apparently by an AIM-7 Sparrow from one of its wingmen. There continues to be controversy over whether the Phantom was shot down by MiG guns or whether, as enemy reports later indicated, an AIM-7 Sparrow III from one of Murphy's and Fegan's wingmen. On 17 June 1965, an F-4B from VF-21 Freelancers piloted by Commander Thomas C. Page and Lieutenant John C. Smith shot down the first North Vietnamese MiG of the war.


          On 10 May 1972, Lieutenant Randy "Duke" Cunningham and Lieutenant (junior grade) William P. Driscoll flying an F-4J, call sign "Showtime 100", shot down three MiG-17s to become the first flying aces of the war. Their fifth victory was believed at the time to be over a mysterious North Vietnamese ace, Colonel Toon, now considered mythical. On the return flight, the Phantom was damaged by an enemy surface-to-air missile. To avoid being captured, Cunningham and Driscoll flew their burning aircraft upside down (the damage made the aircraft uncontrollable in a conventional attitude) until they could eject over water. Cunningham and Driscoll became USN aces by shooting down five or more enemy aircraft.


          During the war, Navy Phantom squadrons participated in 84 combat tours with F-4Bs, F-4Js, and F-4Ns. The Navy claimed 40 air-to-air victories at the cost of 71 Phantoms lost in combat (5 to aircraft, 13 to SAMs, and 53 to AAA). An additional 54 Phantoms were lost in accidents. Of the 40 aircraft shot down by Navy and Marine Phantom crews, 22 were MiG-17s, 14 MiG-21s, two Antonov An-2s, and two MiG-19s. Of these, eight aircraft were downed by AIM-7 Sparrow missiles and 31 by AIM-9 Sidewinders.


          By 1983, the F-4Ns had been completely replaced by F-14 Tomcats, and by 1986 the last F-4Ss were exchanged for F/A-18 Hornets. On 25 March 1986, an F-4S belonging to VF-151 Vigilantes became the last Navy Phantom to launch from an aircraft carrier, in this case, the USS Midway. On 18 October 1986, an F-4S from the VF-202 Superheats, a Naval Reserve fighter squadron, made the last-ever Phantom carrier landing while operating aboard USS America. In 1987, the last of the Naval Reserve-operated F-4Ss were replaced by F-14As. The last Phantoms in service with the Navy were QF-4 target drones operated by the Naval Air Warfare Centers. These were retired in 2004.


          


          United States Marine Corps


          The Marines received their first F-4Bs in June 1962, with the Black Knights of VMFA-314 at Marine Corps Air Station El Toro, California becoming the first operational squadron. In addition to attack variants, the Marines also operated several tactical reconnaissance RF-4Bs. Marine Phantoms from VMFA-531 arrived in Vietnam on 10 April 1965, flying close air support missions from land bases as well as from USS America. Marine F-4 pilots claimed three enemy MiGs (two while on exchange duty with the USAF) at the cost of 75 aircraft lost in combat, mostly to ground fire, and four in accidents. On 18 January 1992, the last Marine Phantom, an F-4S, was retired by the Cowboys of VMFA-112. The squadron was re-equipped with F/A-18 Hornets.


          


          United States Air Force


          
            [image: This McDonnell F-4B-9i (F4H-1) from the U.S. Navy (BuNo 149405) was redesignated F-110A and later F-4C with USAF S/N 62-12168. (U.S. Air Force photo)]

            
              This McDonnell F-4B-9i (F4H-1) from the U.S. Navy (BuNo 149405) was redesignated F-110A and later F-4C with USAF S/N 62-12168. (U.S. Air Force photo)
            

          


          In USAF service the F-4 was initially designated the F-110 Spectre prior to the introduction of the 1962 United States Tri-Service aircraft designation system. At first reluctant to adopt a Navy fighter, the USAF quickly embraced the design and became the largest Phantom user. The first Air Force Phantoms in Vietnam were F-4Cs from the 555th "Triple Nickel" Tactical Fighter Squadron, which arrived in December 1964. Unlike the Navy, which flew the Phantom with a naval aviator (pilot) in the front seat and a naval flight officer as a radar intercept officer (RIO) in the back seat, the Air Force initially flew its Phantoms with a rated pilot in the back seat. This policy was later changed to using a navigator qualified as a weapon/targeting systems officer (later designated as weapon systems officer or WSO) in the rear seat. However, because they originally flew with pilots in the rear seat, all USAF Phantoms retained dual flight controls throughout their service life.


          
            [image: An RF-4C-21-MC (AF Serial No. 64-1019) with auxiliary fuel tanks in flight August 1968. This aircraft was assigned to the 192nd Tactical Reconnaissance Group, Nevada Air National Guard. It was retired to AMARC on 27 January 1982]

            
              An RF-4C-21-MC (AF Serial No. 64-1019) with auxiliary fuel tanks in flight August 1968. This aircraft was assigned to the 192nd Tactical Reconnaissance Group, Nevada Air National Guard. It was retired to AMARC on 27 January 1982
            

          


          USAF F-4Cs scored their first victories against North Vietnamese MiG-17s on 10 July 1965 using AIM-9 Sidewinder air-to-air missiles. On 24 July 1965, a Phantom from the 47th Tactical Fighter Squadron on temporary assignment in Vietnam became the first American aircraft to be downed by an enemy SAM, and on 5 October 1966 an 8th Tactical Fighter Wing F-4C became the first U.S. jet lost to an air-to-air missile, fired by a MiG-21.


          Early aircraft suffered from leaks in wing fuel tanks that required re-sealing after each flight and 85 aircraft were found to have cracks in outer wing ribs and stringers. There were also problems with aileron control cylinders, electrical connectors, and engine compartment fires. Reconnaissance RF-4Cs made their debut in Vietnam on 30 October 1965, flying the hazardous post-strike reconnaissance missions.


          Although the F-4C was essentially identical to the Navy F-4B in flight performance and carried the Navy-designed Sidewinder missiles, USAF-tailored F-4Ds initially arrived in June 1967 equipped with AIM-4 Falcons. However, the Falcon, like its predecessors, was designed to shoot down bombers flying straight and level. Its reliability proved no better than others, and its complex firing sequence and limited seeker-head cooling time made it virtually useless in combat against agile fighters. The F-4Ds reverted to using Sidewinders under the "Rivet Haste" program in early 1968, and by 1972, the AIM-7E-2 "Dogfight Sparrow" had become the preferred missile for USAF pilots. Like other Vietnam War Phantoms, the F-4Ds were urgently fitted with radar homing and warning (RHAW) antennae to detect the Soviet-built SA-2 Guideline SAMs.


          From the initial deployment of the F-4C to Southeast Asia, USAF Phantoms performed both air superiority and ground attack roles, supporting not only ground troops in South Vietnam but also conducting bombing sorties in Laos and North Vietnam. As the F-105 force underwent severe attrition between 1965 and 1968, the bombing role of the F-4 proportionately increased until after November 1970 (when the last F-105D was withdrawn from combat) it became the primary USAF ordnance delivery system. In October 1972 the first squadron of EF-4C Wild Weasel aircraft deployed to Thailand on temporary duty. The "E" prefix was later dropped and the aircraft were simply known as F-4C Wild Weasels.


          Sixteen squadrons of Phantoms were permanently deployed between 1965 and 1973, and 17 others deployed on temporary combat assignments. Peak numbers of combat F-4s occurred in 1972, when 353 were based in Thailand. A total of 445 Air Force Phantom fighter-bombers were lost, 370 in combat and 193 of those over North Vietnam (33 to MiGs, 30 to SAMs, and 307 to AAA).


          The RF-4C was operated by four squadrons, and of the 83 losses, 72 were in combat including 38 over North Vietnam (seven to SAMs and 65 to AAA). By war's end the U.S. Air Force had lost a total of 528 F-4 and RF-4C Phantoms. When combined with US Naval/Marine losses of 233 Phantoms; 761 F-4/RF-4 Phantoms were lost in the Vietnam War.


          
            
              USAF F-4 Summary for Vietnam War action
            

            
              	Aircraft

              	Weapons/Tactics

              	MiG-17

              	MiG-19

              	MiG-21

              	Total
            


            
              	F-4C

              	AIM-7 Sparrow

              	4

              	0

              	10

              	14
            


            
              	

              	AIM-9 Sidewinder

              	12

              	0

              	10

              	22
            


            
              	

              	20 mm gun

              	3

              	0

              	1

              	4
            


            
              	

              	Maneuvering tactics

              	2

              	0

              	0

              	2
            


            
              	F-4D

              	AIM-4 Falcon

              	4

              	0

              	1

              	5
            


            
              	

              	AIM-7 Sparrow

              	4

              	2

              	20

              	26
            


            
              	

              	AIM-9 Sidewinder

              	0

              	2

              	3

              	5
            


            
              	

              	20 mm gun

              	4.5

              	0

              	2

              	6.5
            


            
              	

              	Maneuvering tactics

              	0

              	0

              	2

              	2
            


            
              	F-4E

              	AIM-7 Sparrow

              	0

              	2

              	8

              	10
            


            
              	

              	AIM-9 Sidewinder

              	0

              	0

              	4

              	4
            


            
              	

              	AIM-9+20 mm gun

              	0

              	0

              	1

              	1
            


            
              	

              	20 mm gun

              	0

              	1

              	4

              	5
            


            
              	

              	Maneuvering tactics

              	0

              	1

              	0

              	1
            


            
              	Total

              	

              	33.5

              	8

              	66

              	107.5
            

          


          On 28 August 1972, Capt Steve Ritchie became the first USAF ace of the war. On 9 September 1972, WSO Capt Charles B. DeBellevue became the highest-scoring American ace of the war with six victories. and WSO Capt Jeffrey Feinstein became the last USAF ace of the war on 13 October 1972. Upon return to the United States, DeBellevue and Feinstein were given vision waivers, assigned to pilot training and requalified as USAF pilots in the F-4. According to the USAF, its F-4s scored 107 MiG kills in Southeast Asia (50 by Sparrow, 31 by Sidewinder, five by Falcon, 15.5 by gun, and six by other means).


          On 31 January 1972, the 170th Tactical Fighter Squadron/183d Tactical Fighter Group of Illinois Air National Guard became the first Air National Guard unit to transition to Phantoms. The Phantom's ANG service lasted until 31 March 1990, when it was replaced by the F-16 Fighting Falcon.
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          On 15 August 1990, 24 F-4G Wild Weasel Vs and six RF-4Cs were mobilized to the Middle East for Operation Desert Storm. The reason for this was that the F-4G was the only aircraft in the USAF inventory equipped for the suppression of enemy air defenses (SEAD) role since the EF-111 Raven lacked the offensive capability of the AGM-88 HARM missile, while the RF-4C was the only aircraft equipped with the ultra-long-range KS-127 LOROP (long-range oblique photography) camera. In spite of flying almost daily missions, only one RF-4C was lost in a fatal accident before the start of hostilities. One F-4G was lost when enemy fire damaged the fuel tanks and the aircraft ran out of fuel near a friendly airbase. The last USAF Phantoms, F-4G Wild Weasel Vs from 561st Fighter Squadron, were retired on 26 March 1996. The last operational flight of the F-4G Wild Weasel was from the 190th Fighter Squadron, Idaho Air National Guard, in April 1996. The last operational USAF/ANG F-4 to land was flown by Maj Mike Webb and Maj Gary Leeder, Idaho ANG. Like the Navy, the Air Force continues to operate QF-4 target drones, serving with the 82nd Aerial Targets Squadron, it being expected that the F-4 will remain in the target role with the 82nd ATRS until 2013/14.


          


          Non-U.S. air forces


          The Phantom served with the air forces of many countries, including Australia, Egypt, Germany, United Kingdom, Greece, Iran, Israel, Japan, Spain, South Korea and Turkey.


          


          Australia


          The Royal Australian Air Force (RAAF) leased 24 USAF F-4Es from 1970 to 1973 while waiting for their order for the General Dynamics F-111C to be delivered. They were so well-liked that the RAAF considered adopting the F-4E instead.


          


          Egypt


          In 1979, the Egyptian Air Force purchased 35 former USAF F-4Es along with a number of Sparrow, Sidewinder, and Maverick missiles from the US for $594 million as part of the "Peace Pharaoh" program. An additional seven surplus USAF aircraft were purchased in 1988. Three attrition replacements had been received by the end of the 1990s.


          


          Germany


          The German Luftwaffe initially ordered the reconnaissance RF-4E in 1969, receiving a total of 88 aircraft which were delivered from January 1971. In 1982, the initially unarmed RF-4Es were given a secondary ground attack capability, and were retired in 1994.


          In 1973, under the "Peace Rhine" program the Luftwaffe purchased the lightened and simplified F-4F which was upgraded in the mid-1980s. Germany also initiated the "ICE" (Improved Combat Efficiency) program in 1983. The 110 ICE-upgraded F-4Fs entered service in 1992, and are expected to remain in service until 2012. Twenty-four German-owned F-4Fs were operated by the 49th Tactical Fighter Wing of the USAF at Holloman AFB to train Luftwaffe crews until 2002. In 1975, Germany also received 10 F-4Es for training in the U.S. In the late 1990s, these were withdrawn from service, being replaced by F-4Fs.


          


          Greece
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          In 1971 the Hellenic Air Force ordered brand new F-4E Phantoms, with deliveries starting in 1974. Later (early 1990s) the Hellenic AF acquired surplus RF-4Es and F-4Es from the Luftwaffe and U.S. ANG.


          Following the success of the German ICE program, on 11 August 1997, DASA of Germany received a contract to upgrade 39 aircraft to the very similar "Peace Icarus 2000" standard. As of May 2008 the Hellenic AF operates 35 upgraded F-4E-PI2000 (338 and 339 Squadrons) and 22 RF-4E aircraft (348 Squadron).


          


          Iran


          In the 1960s and 1970s, then U.S.-friendly Iran purchased 225 F-4D, F-4E and RF-4E Phantoms. The Islamic Republic of Iran Air Force Phantoms saw action in the Iran-Iraq war in the 1980s and are kept operational by overhaul and servicing from Irans aerospace industry.


          


          Israel


          The Israeli Air Force has been the largest foreign user of the Phantom, flying both newly built and ex-USAF aircraft, as well as several one-off special reconnaissance variants. The first F-4Es, nicknamed "Kurnass" (Heavy hammer), and RF-4Es, nicknamed "Orev" (Raven), were delivered in 1969 under the "Peace Echo I" program. Additional Phantoms arrived during the 1970s under "Peace Echo II" through "Peace Echo V" and "Nickel Grass" programs. Israeli Phantoms saw extensive combat during ArabIsraeli conflicts, first seeing action during the War of Attrition. In the 1980s, Israel began the "Kurnass 2000" modernization program which significantly updated avionics. The last Israeli F-4s were retired in 2004.


          


          Japan


          From 1968, the Japan Air Self-Defense Force purchased a total of 140 F-4EJ Phantoms without aerial refueling and ground attack capabilities. Mitsubishi built 138 under license in Japan and 14 unarmed reconnaissance RF-4Es were imported. Of these, 96 F-4EJs have since been modified to the F-4EJ Kai (改、 "modified") standard. Seventeen F-4EJs have been converted to reconnaissance aircraft designated RF-4EJ, with similar upgrades as the F-4EJ Kai. As of 2007, Japan has a fleet of 90 F-4s in service and studies are underway to replace them with either the Eurofighter Typhoon, Dassault Rafale, or one of several others.


          


          South Korea


          The Republic of Korea Air Force purchased its first batch of ex-USAF F-4D Phantoms in 1968 under the "Peace Spectator" program. The ex-USAF F-4Ds continued to be delivered until 1988. The "Peace Pheasant II" program also provided newly-built and ex-USAF F-4Es. Currently F-4Ds are being retired from service by new F-15K Slam Eagles.


          


          Spain


          The Ejercito del Aire (Spanish Air Force) acquired its first batch of ex-USAF F-4C Phantoms in 1971 under the "Peace Alfa" program. Designated C.12, the aircraft were retired in 1989. At the same time, the SAF received a number of ex-USAF RF-4Cs, designated CR.12. In 19951996, these aircraft received extensive avionics upgrades. Spain retired its RF-4s in 2002.


          


          Turkey


          The Turkish Air Force received 40 F-4Es in 1974, with a further 32 F-4Es and 8 RF-4Es in 1977-78 under the "Peace Diamond III" program, followed by 40 ex-USAF aircraft in "Peace Diamond IV" in 1987, and a further 40 ex-U.S. Air National Guard Aircraft in 1991. A further 32 RF-4Es were transferred to Turkey after being retired by the Luftwaffe between 1992 and 1994. In 1995, IAI of Israel implemented an upgrade similar to Kurnass 2000 on 54 Turkish F-4Es which were dubbed the F-4E 2020 Terminator.


          


          United Kingdom
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          The United Kingdom bought versions based on the USN F-4J for use with the Royal Air Force and the Royal Navy's Fleet Air Arm. The main differences were the use of the British Rolls-Royce Spey engines and of British-made avionics. The RN and RAF versions were given the designation F-4K and F-4M respectively, and entered service as the Phantom FG.1 (fighter/ground attack) and Phantom FGR.2 (fighter/ground attack/reconnaissance).


          After the Falklands War, 15 upgraded ex-USN F-4Js, known as the F-4J(UK) entered RAF service to compensate for one interceptor squadron redeployed to the Falklands.


          Around 15 RAF squadrons received various marks of Phantom, many of them based in Germany. The first to be equipped was 6 Squadron at RAF Leuchars in July 1969. One noteworthy deployment was to 43 Squadron where Phantom FG1s remained the squadron equipment for a remarkable twenty years, arriving in September 1969 and departing in July 1989. During this period the squadron was based throughout at Leuchars.


          The interceptor Phantoms were replaced by the Panavia Tornado F3 from the late 1980s onwards, and the last British Phantoms were retired in October 1992 when 74 Squadron disbanded.


          


          Civilian use


          Sandia National Laboratories used an F-4 mounted on a "rocket sled" in a crash test to see the results of an aircraft hitting a reinforced concrete structure, such as a nuclear power plant.


          One aircraft, an F-4D (civilian registration NX749CF), is operated by the Massachusetts-based non-profit organization Collings Foundation as a " living history" exhibit. Funds to maintain and operate the aircraft, which is based in Houston, Texas, are raised through donations/sponsorships from public and commercial parties.


          NASA's Dryden Flight Research Centre acquired an F-4A Phantom II on 3 December 1965. It made fifty-five flights in support of short programs, chase on X-15 missions and lifting body flights. The F-4A also supported a biomedical monitoring program involving 1,000 flights by NASA Flight Research Centre aerospace research pilots and students of the USAF Aerospace Research Pilot School flying high-performance aircraft. The pilots were instrumented to record accurate and reliable data of electrocardiogram, respiration rate and normal acceleration. In 1967, the F-4A supported a brief military-inspired program to determine whether an airplane's sonic boom could be directed and whether it could possibly be used as a weapon of sorts, or at least an annoyance. NASA also flew an F-4C in a spanwise blowing study from 1983 to 1985, after which it was returned to the Air Force.


          


          Variants
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            	F-4A, B, J, N and S


            	Variants for the US Navy and the US Marines. F-4B was upgraded to F-4N, and F-4J was upgraded to F-4S.


            	F-110 Spectre, F-4C, D and E


            	Variants for the U.S. Air Force. F-4E introduced an internal M61 Vulcan cannon. F-4D and E were widely exported.


            	F-4G Wild Weasel V


            	A dedicated SEAD variant with updated radar and avionics, converted from F-4E. The designation F-4G was applied earlier to an entirely different Navy Phantom.


            	F-4K and M


            	Variants for British military re-engined with Rolls-Royce Spey turbofans.


            	F-4EJ


            	Simplified F-4E exported to and license-built in Japan.


            	F-4F


            	
              Simplified F-4E exported to Germany.
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            	F-4X


            	Proposed reconnaissance variant with water injection capable of exceeding Mach 3.


            	QF-4B, E, G, N and S


            	Retired aircraft converted into remote-controlled target drones used for weapons and defensive systems research.


            	RF-4B, C, and E


            	Tactical reconnaissance variants.

          


          


          Culture


          


          Nicknames
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          The Phantom gathered a number of nicknames during its career. Some of these names included "Rhino", "Double Ugly", the "Flying Anvil", "Flying Footlocker", "Flying Brick", "Lead Sled", the "Big Iron Sled" and the " Louisville Slugger". In recognition of its record of downing large numbers of Soviet-built MiGs, it was called the "Worlds Leading Distributor of MiG Parts" As a reflection of excellent performance in spite of bulk, it was dubbed "the triumph of thrust over aerodynamics." German Luftwaffe crews called their F-4s the Eisensau ("Iron Pig"), Fliegender Ziegelstein ("Flying Brick") and Luftverteidigungsdiesel ("Air Defense Diesel").


          Imitating the spelling of the aircrafts name, McDonnell issued a series of patches. Pilots became "Phantom Phlyers", backseaters became "Phantom Pherrets", fans of the F-4 "Phantom Phanatics", and call it the "Phabulous Phantom". Ground crewmen who worked on the aircraft are known as "Phantom Phixers".


          


          The Spook
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          The aircraft's emblem is a whimsical cartoon ghost called "The Spook", which was created by McDonnell Douglas technical artist, Anthony "Tony" Wong, for shoulder patches. The name "Spook" was coined by the crews of either the 12th Tactical Fighter Wing or the 4453rd Combat Crew Training Wing at MacDill AFB. The figure is ubiquitous, appearing on every imaginable item associated with the F-4. The Spook has followed the Phantom around the world adopting local fashions; for example, the British adaptation of the U.S. "Phantom Man" is a Spook that sometimes wears a bowler hat and smokes a pipe.


          


          Survivors
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          There are a number of F-4 Phantom IIs on display in the USA and worldwide. For example, a Phantom II F-4C-15-MC 37699, which is on loan from the USAF Museum, is on display at the Midland Air Museum, Coventry, England; a Phantom II F4H-1, BuNo 145310, U.S. Navy, is located at French Valley Airport, Murrieta, California; and there is a dwindling number of reserve F-4's stored at Davis-Monthan Air Force Base.


          One aircraft, an F-4D, is operated by the Massachusetts-based non-profit organization Collings Foundation as a " living history" exhibit. Funds to maintain and operate the aircraft, which is based in Houston, Texas, are raised through donations/sponsorships from public and commercial parties.


          


          Specifications (F-4E)
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          For the F-4E Phantom II variant:


          Data from The Great Book of Fighters Quest for Performance, and Encyclopedia of USAF Aircraft.


          General characteristics


          
            	Crew: 2


            	Length: 63 ft 0 in (19.2 m)


            	Wingspan: 38 ft 4.5 in (11.7 m)


            	Height: 16 ft 6 in (5.0 m)


            	Wing area: 530.0 ft (49.2 m)


            	Airfoil: NACA 0006.4-64 root, NACA 0003-64 tip


            	Empty weight: 30,328 lb (13,757 kg)


            	Loaded weight: 41,500 lb (18,825 kg)


            	Max takeoff weight: 61,795 lb (28,030 kg)


            	Powerplant: 2 General Electric J79-GE-17A axial compressor turbojets, 17,845 lbf (79.6 kN) each


            	Zero-lift drag coefficient: 0.0224


            	Drag area: 11.87 ft (1.10 m)


            	Aspect ratio: 2.77


            	Fuel capacity: 1,994 US gal (7,549 L) internal, 3,335 US gal (12,627 L) with three external tanks


            	Maximum landing weight: 36,831 lb (16,706 kg)

          


          Performance


          
            	Maximum speed: Mach 2.23 (1,472 mph, 2,370 km/h) at 40,000 ft (12,190 m)


            	Cruise speed: 506 kn (585 mph, 940 km/h)


            	Combat radius: 367 nmi (422 mi, 680 km)


            	Ferry range: 1,403 nmi (1,615 mi, 2,600 km) with 3 external fuel tanks


            	Service ceiling 60,000 ft (18,300 m)


            	Rate of climb: 41,300 ft/min (210 m/s)


            	Wing loading: 78 lb/ft (383 kg/m)


            	Thrust/weight: 0.86


            	Lift-to-drag ratio: 8.58


            	Takeoff roll: 4,490 ft (1,370 m) at 53,814 lb (24,410 kg)


            	Landing roll: 3,680 ft (1,120 m) at 36,831 lb (16,706 kg)

          


          Armament


          
            	1x 20 mm M61 Vulcan gatling cannon, 639 rounds


            	Up to 18,650 lb (8,480 kg) of weapons on nine external hardpoints, including general purpose bombs, cluster bombs, TV- and laser-guided bombs, rocket pods, air-to-ground missiles, anti-runway weapons, anti-ship missiles, targeting pods, recce pods, and nuclear weapons. Baggage pods may also be carried. External fuel tanks of 370 US gal (1,420 L) capacity for the outer wing hardpoints and either a 600 or 610 US gal (2,310 or 2,345 L) fuel tank for the centerline station can be fitted to extend the range.


            	4x AIM-7 Sparrow in fuselage recesses plus 4x AIM-9 Sidewinders on wing pylons; upgraded Hellenic F-4E and German F-4F ICE carry AIM-120 AMRAAM, Japanese F-4EJ Kai carry AAM-3, Hellenic F-4E will carry IRIS-T in future. Iranian F-4s could potentially carry Russian and Chinese missiles. UK Phantoms Skyflash missiles

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/F-4_Phantom_II"
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                The F-35 Lightning II takes off for its first flight at Naval Air Station Fort Worth Joint Reserve Base on 15 December 2006.

              
            


            
              	Type

              	Multirole fighter
            


            
              	Manufacturers

              	Lockheed Martin Aeronautics

              Northrop Grumman

              BAE Systems
            


            
              	Maiden flight

              	15 December 2006
            


            
              	Introduction

              	2011 (scheduled)
            


            
              	Status

              	Under development / pre-production
            


            
              	Primaryusers

              	United States Air Force

              United States Navy

              United States Marine Corps

              Royal Air Force/Royal Navy
            


            
              	Produced

              	2003-present
            


            
              	Unit cost

              	US$200 million (flyaway cost based on producing 6 aircraft in 2008)
            


            
              	Developedfrom

              	Lockheed Martin X-35
            

          


          The F-35 Lightning II is a single-seat, single-engine, stealth-capable military strike fighter, a multi-role aircraft that can perform close air support, tactical bombing, and air-to-air combat. The F-35 is descended from the X-35 of the Joint Strike Fighter (JSF) program. Its development is being principally funded by the United States with the United Kingdom and other partner governments providing additional funding. It is being designed and built by an aerospace industry team led by Lockheed Martin with Northrop Grumman and BAE Systems as major partners. Demonstrator aircraft flew in 2000; a production model first took flight on 15 December 2006. The United States Air Force plans to acquire 1,763 aircraft.


          


          Development


          


          JSF Program history


          


          Requirement
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          The JSF program was created to replace various aircraft while keeping development, production, and operating costs down. This was pursued by building three variants of one aircraft, sharing 80% of their parts:


          
            	F-35A, conventional takeoff and landing ( CTOL) variant.


            	F-35B, short-takeoff and vertical-landing ( STOVL) variant.


            	F-35C, carrier-based (CV) variant.

          


          The F-35 is being designed to be the world's premier strike aircraft through 2040. It is intended that its air-to-air capability will be second only to the F-22 Raptor. Specifically the F-35s requirements are that it be: four times more effective than legacy fighters in air-to-air combat, eight times more effective in air-to-ground battle combat, and three times more effective in reconnaissance and suppression of air defenses. These capabilities are to be achieved while still having significantly better range and a smaller logistical footprint than legacy aircraft.


          


          Origins and X-32 vs. X-35
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          The Joint Strike Fighter evolved out of several requirements for a common fighter to replace existing types. The actual JSF development contract was signed on 16 November 1996.


          The contract for System Development and Demonstration (SDD) was awarded on 26 October 2001 to Lockheed Martin, whose X-35 beat the Boeing X-32. DoD officials and British Minister of Defence Procurement Lord Bach, said the X-35 consistently outperformed the X-32, although both met or exceeded requirements. The designation of the fighter as "F-35" came as a surprise to Lockheed, which had been referring to the aircraft in-house by the designation "F-24."


          


          Naming


          On 7 July 2006, the U.S. Air Force officially announced the name of the F-35: Lightning II, in honour of Lockheed's World War II-era twin-prop P-38 Lightning and the Cold War-era jet, the English Electric Lightning. English Electric's aircraft division was incorporated into BAC, a predecessor of F-35 partner BAE Systems. Other names previously listed as contenders were Kestrel, Phoenix, Piasa, Black Mamba and Spitfire II. Lightning II was also an early company name for the aircraft that became the F-22 Raptor.


          


          Design
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          The F-35 appears to be a smaller, slightly more conventional, one-engine sibling of the sleeker, two-engine F-22 Raptor, and indeed, drew elements from it. The exhaust duct design was inspired by the General Dynamics Model 200, a 1972 VTOL aircraft designed for the Sea Control Ship.


          Lockheed teamed with the Yakovlev Design Bureau in the 1990s, which has led to some speculation about ties with the quite different Yakovlev Yak-141 "Freestyle".


          Stealth technology makes the aircraft hard to detect as it approaches short-range tracking radar.


          Some improvements over current-generation fighter aircraft are:


          
            	Durable, low-maintenance stealth technology;


            	Integrated avionics and sensor fusion that combine information from off- and onboard sensors to increase the pilot's situational awareness and improve identification and weapon delivery, and to relay information quickly to other command and control (C2) nodes;


            	High speed data networking including IEEE- 1394b and Fibre Channel.


            	Low life-cycle costs.

          


          


          Cockpit


          The F-35 will feature a cockpit speech-recognition system ( Direct Voice Input), improving the pilot's ability to operate the aircraft over the current-generation. The F-35 will be the first U.S. operational fixed-wing aircraft to use this system, although similar systems have been used in AV-8B and trialled in previous U.S. jets, particularly the F-16 VISTA. The system is integrated by Adacel Systems Inc with the speech recognition module supplied by SRI International


          Although helmet-mounted displays have already been integrated into some fourth-generation fighters such as the Swedish JAS 39 Gripen, the F-35 will be the first in which helmet-mounted displays replace a head-up display altogether, also trialled in F-16 VISTA.


          


          Sensors
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          The main sensor on board the F-35 is its AN/APG-81 AESA-radar, designed by Northrop Grumman Electronic Systems. It is augmented by the Electro-Optical Targeting System (EOTS) mounted under the nose of the aircraft, designed by Lockheed Martin and BAE. Further electro-optical sensors are distributed over the aircraft as part of the AN/AAS-37 system which acts as missile warning system and can aid in navigation and night operations.


          


          Thrust-to-weight ratio


          The F-35B variant was in danger of missing performance requirements because it weighed too much  reportedly, by 2,200 pounds (1,000kg) or 8percent. In response, Lockheed Martin added engine thrust and shed more than a ton by thinning the aircraft's skin; shrinking the weapons bay and vertical tails; rerouting some thrust from the roll-post outlets to the main nozzle; and redesigning the wing-mate joint, portions of the electrical system, and the portion of the aircraft immediately behind the cockpit. Weighing in at up to 60,000 lb the F-35 will be the heaviest aircraft of any type ever to fly with only one engine.


          


          Manufacturing responsibilities


          Lockheed Martin Aeronautics is the prime contractor and performs aircraft final assembly, overall system integration, mission system, and provides forward fuselage, wings and flight controls system. Northrop Grumman provides Active Electronically Scanned Array (AESA) radar, centre fuselage, weapons bay, and arrestor gear. BAE Systems provides Aft fuselage and empennages, horizontal and vertical tails, crew life support and escape systems, Electronic warfare systems, fuel system, and Flight Control Software (FCS1). Alenia will perform final assembly for Italy and, according to an Alenia executive, assembly of all European aircraft with the exception of the UK's.


          


          Operational history


          
            Image:Sdd f35test 009.jpg

            
              The F-35A Lightning II's first flight on 15 December 2006
            

          


          


          Testing


          On 19 February 2006, the first F-35A (USAF version) was rolled out in Fort Worth, Texas. The aircraft underwent extensive ground testing at Naval Air Station Fort Worth Joint Reserve Base in fall 2006. On 15 September 2006 the first engine run of the F135 afterburning turbofan was conducted in an airframe, with the tests completed on 18 September after a static run with full afterburner. The engine runs were the first time that the F-35 was completely functional on its own power systems. On 15 December 2006, the F-35 completed its maiden flight.


          On May 3, 2007, an electrical problem consisting of electrical arcing inside a hydraulic control box forced the aircraft to make an emergency landing. It was grounded until December 7th, when Test Pilot Jon Beesley flew a 55 minute test flight.


          A unique feature of the test program is the use of the so-called Lockheed CATBird avionic testbed, a highly modified Boeing 737-330, inside of which are racks holding all of F-35's avionics, as well as a complete F-35 cockpit.


          


          International participation


          While the United States is the primary customer and financial backer, the United Kingdom, Italy, the Netherlands, Canada, Norway, Denmark, Australia and Turkey have contributed US$4.375 billion toward the development costs of the program. Total development costs are estimated at more than US$40 billion (underwritten largely by the United States), while the purchase of an estimated 2,400 planes is expected to cost an additional US$200 billion. The nine major partner nations plan to acquire over 3,100 F-35s through 2035, making the F-35 one of the most numerous jet fighters.


          There are three levels of international participation. The levels generally reflect the financial stake in the program, the amount of technology transfer and subcontracts open for bid by national companies, and the order in which countries can obtain production aircraft. The United Kingdom is the sole "Level 1" partner, contributing US$2.5 billion, about 10% of the development costs under the 1995 Memorandum of Understanding that brought the UK into the project. Level 2 partners are Italy, which is contributing US$1 billion; and the Netherlands, US$800 million. Level 3 partners are Canada, US$440 million; Turkey, US$175 million; Australia, US$144 million; Norway, US$122 million; and Denmark, US$110 million. Israel and Singapore have joined as Security Cooperative Participants.


          Some of the partner countries have wavered in their public commitment to the JSF program, hinting or warning that unless they receive more subcontracts or technology transfer, they will forsake JSF for the Eurofighter Typhoon, Saab Gripen, Dassault Rafale or simply upgrade their existing aircraft. Norway has several times threatened to put their support on hold unless substantial guarantees for an increased industrial share is provided. Despite this Norway has signed all the Memoranda of Understanding, including the latest one detailing the future production phase of the JSF program. They have, however, indicated that they will increase and strengthen their cooperation with both competitors of the JSF, the Typhoon and the Gripen.


          


          United Kingdom


          The United Kingdom plans to acquire 138 F-35s for its Royal Air Force and the Royal Navy.


          The UK became increasingly frustrated by a lack of US commitment to grant access to the technology that would allow the UK to maintain and upgrade its F-35s without US involvement. This is understood to relate mainly to the software for the aircraft. For five years, British officials sought an ITAR waiver to secure greater technology transfer. This request, which has the blessing of the Bush administration, was repeatedly blocked by US Representative Henry Hyde, who says that the UK needs to tighten its laws protecting against the unauthorized transfer of the most advanced US technology to third parties.


          BAE Systems CEO Mike Turner complained that the US had denied his company access to the aircraft's source code. On 21 December 2005, an article in the Glasgow Herald quoted the chairman of the House of Commons Defence Select Committee as saying "the UK might have to consider whether to continue in the programme" if no access were granted. Lord Drayson, Minister for Defence Procurement, took a firmer stance during a March 2006 visit to Washington: "We do expect the software technology transfer to take place. But if it does not take place we will not be able to purchase these aircraft," and he said there was a 'Plan B' if the deal fell through. This may have been the development of a navalized Typhoon.


          On 27 May 2006, President George W. Bush and Prime Minister Tony Blair announced that "Both governments agree that the UK will have the ability to successfully operate, upgrade, employ, and maintain the Joint Strike Fighter such that the UK retains operational sovereignty over the aircraft." Despite this, concerns were still expressed about the lack of technology transfer as late as December 2006. Nevertheless, on 12 December 2006, Lord Drayson signed an agreement which met the UK's demands for further participation, i.e., access to software source codes and operational sovereignty. The agreement allows "an unbroken British chain of command" for operation of the aircraft. Drayson said Britain would "not be required to have a US citizen in our own operational chain of command". Drayson also said, however, that Britain is still considering an unspecified "Plan B" alternative to buying the Joint Strike Fighter.


          On 25 July 2007, the Ministry of Defence confirmed that they have placed orders for the two new aircraft carriers of the Queen Elizabeth Class, that will allow the purchase of the F-35B variant.


          


          Italy


          Italy plans to acquire 109 F-35As for the Italian Air Force, and 22 F-35Bs for the Marina Militare (Italian Navy) to be used on the STOVL aircraft carrier Cavour.


          


          Netherlands


          The Netherlands has plans to acquire 85 F-35As for the Royal Netherlands Air Force. The aircraft will replace an aging fleet of Lockheed Martin F-16AM. The Dutch government expects the costs to be 5.5 billion for the initial purchase and 9.1 billion for 30 years of service. On 19 November 2007, in the Dutch Parliament, the Secretary of Defence was questioned about the JSF delay, technical problems and rising costs.


          


          Australia


          
            [image: Australia's then-Minister for Defence Dr. Brendan Nelson signing the JSF Production, Sustainment and Follow-on Development Memorandum of Understanding in December 2006]

            
              Australia's then-Minister for Defence Dr. Brendan Nelson signing the JSF Production, Sustainment and Follow-on Development Memorandum of Understanding in December 2006
            

          


          In May 2005, the Australian government announced that it would delay its planned 2006 decision on buying the JSF to 2008, and thus past the term of the government of the day. Australia, like the UK, has insisted it must have access to all software needed to modify and repair aircraft. Analysis conducted by the Royal Australian Air Force has determined that the F-35 "is the most suitable aircraft for Australia's needs".


          There has been debate in Australia over whether the F-35 is the most suitable aircraft for the RAAF. Some media reports, lobby groups and politicians have raised doubts that the aircraft will be ready in time to replace the RAAF's aging fleet of General Dynamics F-111 strike aircraft and F/A-18 Hornet fighters. Some critics say the more expensive F-22 or the Eurofighter may be better choices, both offering better range, dogfighting capability, and supercruise at a cost that may not be much more than the F-35 -- claims that as of July 2006 are being examined in a parliamentary inquiry.


          In a statement released in early August 2006, then-Australian Defence Minister Dr. Brendan Nelson revealed that while the F-35 still had governmental support, Australia is starting to investigate other possible aircraft should the F-35 prove to be unfeasible. In October 2006 the deputy chief of the Air Force, Air Vice Marshal John Blackburn, publicly stated that the RAAF had ruled out the purchase of interim strike aircraft to cover any delays to the F-35 program and believed that the F-35 was suitable. However, on 6 March 2007, Dr. Nelson announced the Australian Government would purchase 24 F/A-18F Super Hornets from Boeing to fill the gap left by the retiring F-111 strike aircraft at a cost of potentially AU$6 billion. Nonetheless, Dr. Nelson continued to endorse Australia's purchase of the F-35. Speaking on Australian television in March 2007, Dr. Nelson stated that 5% of the capability of the F-35 is classified, claiming that, "that's the five percent that really counts."


          On 13 December 2006, Minister Nelson signed the JSF Production, Sustainment and Follow-on Development Memorandum of Understanding. This agreement provides the cooperative framework for the acquisition and support of the JSF over its life. Australia is expected to purchase 100 F-35As at a cost of approximately AU$16 billion.


          


          Turkey


          On 12 July 2002, Turkey became the seventh international partner in the JSF Project, joining the United Kingdom, Italy, the Netherlands, Canada, Denmark and Norway. On 25 January 2007, Turkey signed a memorandum of understanding (MoU) for involvement in F-35 production. Turkey is expected to order 100 F-35A "CTOL/Air Force versions" at a reported cost of $11 billion. It is reported that the aircraft will be produced under license in Turkey by Turkish Aerospace Industries (TAI).


          Turkish Production of the F-35


          A Letter of Intent (LOI) was signed between TAI and Northrop Grumman ISS (NGISS) International on 6 February 2007. With the LOI, TAI becomes the second source for the F-35 Lightning II center fuselage during the JSF Signing. The number of centre fuselages to be produced by TAI will be determined depending on the number of F-35s Turkey will procure and the number of F-35s to be produced worldwide. The LOI represents a potential value in excess of $3 billion.


          TAI of Turkey is one of the only two International Suppliers to Northrop Grumman Corporation (the other being Denmark). On 10 December, 2007 the Turkish Aerospace Industries, Inc. (TAI) was authorized by Northrop Grumman Corporation to commence fabricating subassemblies for the first two F-35 production aircraft. The subassemblies  composite components and aircraft access doors  will be used in the F-35 centre fuselage, a major section of the aircraft being produced by Northrop Grumman, a principal member of the Lockheed Martin-led F-35 global industry team.


          In February 2007, Northrop Grumman also signed a letter of intent with TAI to also make it a second source for producing F-35 centre fuselages. Under that agreement, TAI will produce a minimum of 400 center fuselages starting during LRIP-2. Northrop Grumman currently produces all F-35 centre fuselages at its F-35 assembly facility in Palmdale, Calif.


          It is also anticipated that TAI after 2013 will also produce 100% of the F-35 under licence from Lockheed Martin Corporation, as was also the case with the F-16 Fighting Falcon program Peace Onyx I and II.


          Turkey also intends to incorporate in the distant future several Turkish designed and manufactured electronic systems into the F-35 platform.


          


          Canada


          The Canadian Department of National Defence (DND) is looking to replace its aging fleet of CF-18 Hornets by the 2020 time frame with much interest placed on the F-35. DND officials have stated the estimate for producing 80 units would cost $3.8 billion, though this figure does not include training, sustainment, and any follow on costs. Canada has until 2012 to decide on purchasing the F-35, though they have already invested $150 million in the JSF program.


          


          Israel


          In 2003, Israel signed a letter of agreement, worth almost $20 million, to formally join the system development and demonstration (SDD) effort for the F-35 as a "security cooperation participant" (SCP). The Israeli Air Force (IAF) stated in 2006 that the F-35 is a key part of IAF's recapitalization plans, and that Israel intends to buy over 100 F-35A fighters at an estimated cost of over $5 billion to replace their F-16s over time. Israel was reinstated as a partner in the development of the F-35 on 31 July 2006, after Israeli participation was put on hold following the Chinese arms deal crisis.


          On 3 September 2007 IDF Chief of General Staff Lt.-Gen. Gabi Ashkenazi announced the purchase a squadron of F-35s which Israel will begin receiving in 2014. However, U.S. defense officials later agreed to allow Israel to receive the fighters as early as 2012. The price of each F-35 is expected to reach $50 million-$60m.


          


          India


          The F-35 is also a potential offer to the Indian Air Force as of July 2007. This has been interpreted as part of a tactic to sell the F-16 as a multi-role fighters to the IAF. India is not an official participant in the F-35 program.


          


          Variants


          The F-35 is planned to be built in three different versions to suit the needs of its various users.


          


          F-35A


          The F-35A, the conventional takeoff and landing ( CTOL) variant intended for the US Air Force and other air forces. It is the smallest, lightest F-35 version and is the only variant equipped with an internal gun, the GAU-12/U. This 25mm cannon, a development of the 20mm M61 Vulcan carried by USAF fighters since the F-104 Starfighter, is also carried by the USMC's AV-8B Harrier II.


          The F-35A not only matches the F-16 in maneuverability, instantaneous and sustained high-g performance, but also outperforms it in stealth, payload, range on internal fuel, avionics, operational effectiveness, supportability and survivability. It also has an internal laser designator and infra-red sensors.


          It is primarily intended to replace the USAF's F-16 Fighting Falcons, beginning in 2013, and replace the A-10 Thunderbolt II starting in 2028.


          


          F-35B


          
            [image: X-35B lift fan; the VTOL propulsion system is designed and manufactured by Rolls-Royce plc]

            
              X-35B lift fan; the VTOL propulsion system is designed and manufactured by Rolls-Royce plc
            

          


          The F-35B is the short takeoff and vertical landing ( STOVL) variant aircraft. The F-35B is similar in size to the Air Force F-35A, trading fuel volume for vertical flight systems. Like the AV-8 Harrier II, guns will be carried in a ventral pod. Vertical flight is by far the riskiest, and in the end, a decisive factor in design.


          The F-35's main power plant is derived from Pratt & Whitney's F119 or GE Rolls Royce fighter team's F136, with the STOVL variant of the latter incorporating a Rolls-Royce Lift Fan module. Instead of lift engines, or rotating nozzles on the engine fan and exhaust like the Pegasus-powered Harrier, the F-35B uses a vectoring cruise nozzle in the tail, i.e. the rear exhaust turns to deflect thrust down, and an innovative shaft-driven Lift Fan, patented by Lockheed Martin and developed by Rolls-Royce. Somewhat like a turboprop built within the fuselage, engine shaft power is diverted forward via a clutch-and- bevel gearbox to a vertically mounted, contra-rotating lift fan located forward of the main engine in the centre of the aircraft. Bypass air from the cruise engine turbofan exhausts through a pair of roll-post nozzles in the wings on either side of the fuselage, while the lift fan balances the vectoring cruise nozzle at the tail. This system is more similar to the Russian Yak-141 and German VJ 101D/E than previous STOVL designs, such as the Harrier with thrust vectoring.


          In effect, the F-35B power plant acts as a flow multiplier, much as a turbofan achieves efficiencies by moving unburned air at a lower velocity, and getting the same effect as the Harrier's huge, but supersonically impractical, main fan. Like lift engines, this added machinery is dead weight during flight, but increased lifting power increases takeoff payload by even more. The cool fan exhaust also reduces the harmful effects of hot, high-velocity air which can harm runway pavement or an aircraft carrier deck. Though potentially risky and complicated, it was made to work to the satisfaction of DOD officials.


          This variant is intended to replace the later derivatives of the Harrier Jump Jet, which was the world's first operational short takeoff, vertical landing fighter, ground attack aircraft. The RAF and Royal Navy will use this variant to replace the Harrier GR7/GR9s. The F-35B variant was unveiled at Lockheed's Fort Worth plant on December 18, 2007. The U.S. Marine Corps will use the F-35B to replace both its AV-8B Harrier II and F/A-18 Hornet fighters. The B variant is expected to be available beginning in 2012.


          


          F-35C


          The F-35C carrier variant will have a larger, folding wing and larger control surfaces for improved low-speed control, and stronger landing gear for the stresses of carrier landings. The larger wing area provides decreased landing speed, increased range and payload, with twice the range on internal fuel compared with the F/A-18C Hornet, achieving much the same goal as the heavier F/A-18E/F Super Hornet.


          The US Navy intends to buy 480 F-35Cs to replace the F/A-18A, -B, -C, and -D Hornets. It will also serve as a stealthier complement to the Super Hornet. On 27 June 2007, the carrier variant completed its Air System Critical Design Review (CDR). This allows the F-35C to go to Low Rate Initial Production.


          The C variant is expected to be available beginning in 2012.


          


          Specifications (F-35 Lightning II)


          
            [image: The first of 15 pre-production F-35s]

            
              The first of 15 pre-production F-35s
            

          


          
            [image: A Pratt and Whitney F135 engine undergoes altitude testing at the Arnold Engineering Development Center.]

            
              A Pratt and Whitney F135 engine undergoes altitude testing at the Arnold Engineering Development Centre.
            

          


          Note: Some information is estimated.


          Data from F-35 Program brief, F-35 JSF Statistics


          General characteristics


          
            	Crew: 1


            	Length: 50 ft 6 in (15.37 m)


            	Wingspan: 35 ft 0 in (10.65 m)


            	Height: 17 ft 4 in (5.28 m)


            	Wing area: 459.6 ft (42.7 m)


            	Empty weight: 26,000 lb (12,000 kg)


            	Loaded weight: 44,400 lb (20,100 kg)


            	Max takeoff weight: 60,000 lb (27,200 kg)


            	
              Powerplant: 1 Pratt & Whitney F135 afterburning turbofan

              
                	Dry thrust: 25,000 lbf (111 kN)


                	Thrust with afterburner: >40,000 lbf (178 kN)

              

            


            	Secondary Powerplant: 1 General Electric/Rolls-Royce F136 afterburning turbofan, >40,000 lbf (178 kN) [in development]


            	Lift fan (STOVL): 1 Rolls-Royce Lift System driven from either F135 or F136 power plant, 18,000 lbf (80 kN)

          


          Performance


          
            	Maximum speed: Mach 1.6+ (1,200 mph, 1,931 km/h)


            	Range: A: 1,200 nmi; B: 900 nm; C: 1400 nm (A: 2,200 km; B: 1,667 km; C: 2,593 km) on internal fuel


            	Combat radius: 600 nmi (690 mi, 1,110 km)


            	Rate of climb: classified (not publicly available)


            	Wing loading: 91.4 lb/ft (446 kg/m)


            	
              Thrust/weight:


              
                	With full fuel: A: 0.89; B: 0.92; C: 0.81


                	With 50% fuel: A: 1.12; B: 1.10; C: 1.01

              

            

          


          G-Limits


          
            	F-35A: +9G


            	F-35B: +7G


            	F-35C: +7.5G

          


          



          
            [image: F-35A and F-35C armament]

            
              F-35A and F-35C armament
            

          


          
            [image: Weapons bay on a mock-up of the F-35.]

            
              Weapons bay on a mock-up of the F-35.
            

          


          Armament


          
            	1  GAU-12/U 25mm cannon  slated to be mounted internally with 180 rounds in the F-35A and fitted as an external pod with 220 rounds in the F-35B and F-35C.

          


          
            	Internally (current planned weapons for integration), up to six AIM-120 AMRAAM or AIM-132 ASRAAM or two air-to-air and two air-to-ground weapons (up to two 2,000lb weapons in A and C models; two 1,000lb weapons in the B model) in the bomb bays. These could be AMRAAM, the Joint Direct Attack Munition (JDAM)  up to 2,000lb (910kg), the Joint Standoff Weapon (JSOW), Small Diameter Bombs (SDB)  a maximum of four in each bay, the Brimstone anti-armor missiles, Cluster Munitions (WCMD) and High Speed Anti-Radiation Missiles (HARM). The MBDA Meteor air-to-air missile is currently being adapted to fit internally in the missile spots and may be integrated into the F-35.

          


          
            	At the expense of being more detectable by radar, many more missiles, bombs and fuel tanks can be attached on four wing pylons and two wingtip positions. The two wingtip pylons can only carry AIM-9 Sidewinders, while the Storm Shadow and Joint Air to Surface Stand-off Missile (JASSM) cruise missiles can be carried in addition to the stores already integrated. An air-to-air load of 12 AIM-120s and two AIM-9s is conceivable using internal and external weapons stations, as well as a configuration of six two thousand pound bombs, four AIM-120s and two AIM-9s.

          


          


          Directed-energy weapons


          Directed-energy weapons could be installed in some conventional takeoff F-35 Lightning IIs, whose lack of a direct lift fan frees up about 100ft (2.8m) of space with access to a drive shaft capable of delivering more than 27,000 hp (20 MW). Some concepts, including solid-state lasers and high-power microwave beams, may be nearing operational status.


          


          Popular culture


          The first major film appearance of an F-35B was in Live Free or Die Hard (released as Die Hard 4.0 or Die Hard 4 outside North America) in 2007. The film used a combination of a full-scale model and CGI to dramatize its hovering ability using the lift fan.


          
            Retrieved from " http://en.wikipedia.org/wiki/F-35_Lightning_II"
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                	n

                	n!
              


              
                	0

                	1
              


              
                	1

                	1
              


              
                	2

                	2
              


              
                	3

                	6
              


              
                	4

                	24
              


              
                	5

                	120
              


              
                	6

                	720
              


              
                	7

                	5040
              


              
                	8

                	40320
              


              
                	9

                	362880
              


              
                	10

                	3628800
              


              
                	15

                	1307674368000
              


              
                	20

                	2432902008176640000
              


              
                	25

                	15511210043330985984000000
              


              
                	50

                	3.04140932...  1064
              


              
                	70

                	1.19785717...  10100
              


              
                	450

                	1.73336873...  101,000
              


              
                	3249

                	6.41233768...  1010,000
              


              
                	25206

                	1.205703438...  10100,000
              


              
                	47176

                	8.4485731495...  10200,001
              


              
                	100000

                	2.8242294079...  10456,573
              

            


            
              The first few and selected larger members of the sequence of factorials (sequence A000142 in OEIS)
            

          


          In mathematics, the factorial of a non-negative integer n, denoted by n!, is the product of all positive integers less than or equal to n. For example,


          
            	[image: 5! = 1 \times 2 \times 3 \times 4 \times 5 = 120 \ ]

          


          
            	and


            	[image: 6! = 1 \times 2 \times 3 \times 4 \times 5 \times 6 = 720 \ ]

          


          where n! represents n factorial. The notation n! was introduced by Christian Kramp in 1808.


          



          


          Definition


          The factorial function is formally defined by


          
            	[image:  n!=\prod_{k=1}^n k \qquad \forall n \in \mathbb{N}.\!]

          


          The above definition incorporates the instance


          
            	[image: 0! = 1 \ ]

          


          as an instance of the fact that the product of no numbers at all is 1. This fact for factorials is useful, because


          
            	the recursive relation [image: (n + 1)! = n! \times (n + 1)] works for n = 0;


            	this definition makes many identities in combinatorics valid for zero sizes.

              
                	In particular, the number of combinations or permutations of an empty set is, simply, 1.

              

            

          


          


          Applications


          
            	Factorials are used in combinatorics. For example, there are n! different ways of arranging n distinct objects in a sequence. (The arrangements are called permutations.) And the number of ways one can choose k objects from among a given set of n objects (the number of combinations), is given by the so-called binomial coefficient

          


          
            	[image: {n\choose k}={n!\over k!(n-k)!}.]

          


          
            	In permutations, if r objects can be chosen from a total of n objects and arranged in different ways, where r  n, then the total number of distinct permutations is given by:

          


          
            	
              
                	[image: {}_nP_r = \frac{n!}{(n-r)!}.]

              

            

          


          
            	Factorials also turn up in calculus. For example, Taylor's theorem expresses a function f(x) as a power series in x, basically because the nth derivative of xn is n!.

          


          
            	Factorials are also used extensively in probability theory.

          


          
            	Factorials are often used as a simple example, along with Fibonacci numbers, when teaching recursion in computer science because they satisfy the following recursive relationship (if n  1):

          


          
            	
              
                	[image: n! = n \times (n-1)!.\,]

              

            

          


          


          Number theory


          Factorials have many applications in number theory. In particular, n! is necessarily divisible by all prime numbers up to and including n. As a consequence, n > 5 is a composite number if and only if


          
            	[image: (n-1)!\ \equiv\ 0 \ ({\rm mod}\ n).]

          


          A stronger result is Wilson's theorem, which states that


          
            	[image: (p-1)!\ \equiv\ -1 \ ({\rm mod}\ p)]

          


          if and only if p is prime.


          Adrien-Marie Legendre found that the multiplicity of the prime p occurring in the prime factorization of n! can be expressed exactly as


          
            	[image: \sum_{i=1}^{\infty} \left \lfloor \frac{n}{p^i} \right \rfloor ,]

          


          which is finite since the floor function removes all pi > n.


          The only factorial that is also a prime number is 2, but there are many primes of the form [image: \scriptstyle n!\, \pm\, 1], called factorial primes.


          All factorials greater than 0! and 1! are even, as they are all multiples of 2.


          


          Rate of growth


          
            [image: Plot of the natural logarithm of the factorial]

            
              Plot of the natural logarithm of the factorial
            

          


          As n grows, the factorial n! becomes larger than all polynomials and exponential functions in n.


          When n is large, n! can be estimated quite accurately using Stirling's approximation:


          
            	[image: n!\approx \sqrt{2\pi n}\left(\frac{n}{e}\right)^n.]

          


          A weak version that can easily be proved with mathematical induction is


          
            	[image: \left({n \over 3}\right)^n < n! < \left({n \over 2}\right)^n\ \mbox{if}\ n\geq 6.\,]

          


          The logarithm of the factorial can be used to calculate the number of digits in a given base the factorial of a given number will take. It satisfies the identity:


          
            	[image: \log n! = \sum_{k=1}^n{\log k}.]

          


          Note that this function, if graphed, is approximately linear, for small values; but the factor [image: {\log n!} \over n], and thereby the slope of the graph, does grow arbitrarily large, although quite slowly. The graph of log(n!) for n between 0 and 20,000 is shown in the figure on the right.


          A simple approximation for


          based on Stirling's approximation is


          
            	[image: \log n! \approx n\log n - n + \frac {\log n} {2} + \frac {\log(2\pi)} {2}.]

          


          A much better approximation for


          was given by Srinivasa Ramanujan:


          
            	[image: \log n! \approx n\log n - n + \frac {\log(n(1+4n(1+2n)))} {6} + \frac {\log(\pi)} {2}.]

          


          One can see from this that


          is (n log n). This result plays a key role in the analysis of the computational complexity of sorting algorithms (see comparison sort). 


          Computation


          The value of n! can be calculated by repeated multiplication if n is not too large. The largest factorial that most calculators can handle is 69!, because 70!>10100 (except for most HP calculators which can handle 253! as their exponent can be up to 499). The calculator seen in Mac OS X, Microsoft Excel and Google Calculator can handle factorials up to 170!, which is the largest factorial less than 21024 (10100 in hexadecimal) and corresponds to a 1024 bit integer. The values 12! and 20! are the largest factorials that can be stored in, respectively, the 32 bit and 64 bit integers commonly used in personal computers. In practice, most software applications will compute these small factorials by direct multiplication or table lookup. Larger values are often approximated in terms of floating-point estimates of the Gamma function, usually with Stirling's formula.


          For number theoretic and combinatorial computations, very large exact factorials are often needed. Bignum factorials can be computed by direct multiplication, but multiplying the sequence 12...n from the bottom up (or top-down) is inefficient; it is better to recursively split the sequence so that the size of each subproduct is minimized.


          The asymptotically-best efficiency is obtained by computing n! from its prime factorization. As documented by Peter Borwein, prime factorization allows n! to be computed in time O(n(lognloglogn)2), provided that a fast multiplication algorithm is used (for example, the Schnhage-Strassen algorithm). Peter Luschny presents source code and benchmarks for several efficient factorial algorithms, with or without the use of a prime sieve.


          


          The gamma function


          
            [image: The Gamma function, as plotted here along the real axis, extends the factorial to a smooth function defined for all non-integer values.]

            
              The Gamma function, as plotted here along the real axis, extends the factorial to a smooth function defined for all non-integer values.
            

          


          The factorial function can also be defined for non-integer values, but this requires more advanced tools from mathematical analysis. The function that "fills in" the values of the factorial between the integers is called the Gamma function, denoted (z) for integers z no less than 1, defined by


          
            	[image: \Gamma(z)=\int_{0}^{\infty} t^{z-1} e^{-t}\, \mathrm{d}t. \!]

          


          Euler's original formula for the Gamma function was


          
            	[image: \Gamma(z)=\lim_{n\to\infty}\frac{n^zn!}{\prod_{k=0}^n(z+k)}. \!]

          


          The Gamma function is related to factorials in that it satisfies a similar recursive relationship:


          
            	[image: n!=n(n-1)! \,]


            	[image: \Gamma(n+1)=n\Gamma(n) \,]

          


          Together with (1) = 1 this yields the equation for any nonnegative integer n:


          
            	[image: \Gamma(n+1)=n!\,\!]


            	[image: \left (\frac{1}{2}\right )! = \frac{\sqrt{\pi}}{2}]

          


          Based on the Gamma function's value for 1/2, the specific example of half-integer factorials is resolved to


          
            	[image: \left (n+\frac{1}{2}\right )!=\sqrt{\pi}\times \prod_{k=0}^n {2k + 1 \over 2}.]

          


          For example


          
            	[image: 3.5! = \sqrt{\pi} \cdot {1\over 2}\cdot{3\over2}\cdot{5\over2}\cdot{7\over2} \approx 11.63.]

          


          The Gamma function is in fact defined for all complex numbers z except for the nonpositive integers [image: \scriptstyle(z\, =\, 0,\, -1,\, -2,\, \dots)]. It is often thought of as a generalization of the factorial function to the complex domain, which is justified for the following reasons:


          
            	Shared meaning. The canonical definition of the factorial function shares the same recursive relationship with the Gamma function.


            	Context. The Gamma function is generally used in a context similar to that of the factorials (but, of course, where a more general domain is of interest).


            	Uniqueness ( BohrMollerup theorem). The Gamma function is the only function which satisfies the aforementioned recursive relationship for the domain of complex numbers, is meromorphic, and is log-convex on the positive real axis. That is, it is the only smooth, log-convex function that could be a generalization of the factorial function to all complex numbers.

          


          Euler also developed a convergent product approximation for the non-integer factorials, which can be seen to be equivalent to the formula for the Gamma function above:


          
            	[image: n! \approx \left[ \left(\frac{2}{1}\right)^n\frac{1}{n+1}\right]\left[ \left(\frac{3}{2}\right)^n\frac{2}{n+2}\right]\left[ \left(\frac{4}{3}\right)^n\frac{3}{n+3}\right]\dots]

          


          It can also be written as below:


          [image: n! = \prod_{k = 1}^\infty {\frac{{(k + 1)!}}{{(k - 1)! (n + k)}}}. ]


          The product converges quickly for small values of n.


          


          Applications of the gamma function


          
            	The volume of an n- dimensional hypersphere is

          


          
            	
              
                	[image: V_n={\pi^{n/2}R^n\over \Gamma((n/2)+1)}.]

              

            

          


          


          Factorial-like products


          There are several other integer sequences similar to the factorial that are used in mathematics:


          


          Primorial


          The primorial (sequence A002110 in OEIS) is similar to the factorial, but with the product taken only over the prime numbers.


          


          Double factorial


          n!! denotes the double factorial of n and is defined recursively by


          
            	[image:  n!!= \begin{cases} 1,&\mbox{if }n=-1\mbox{ or }n=0\mbox{ or }n=1; \ n(n-2)!! &\mbox{if }n\ge2.\qquad\qquad \end{cases} ]

          


          For example, 8!! = 2  4  6  8 = 384 and 9!! = 1  3  5  7  9 = 945. The sequence of double factorials (sequence A006882 in OEIS) for [image: n = 0, 1, 2, \dots] starts as


          
            	1, 1, 2, 3, 8, 15, 48, 105, 384, 945, 3840, ...

          


          The above definition can be used to define double factorials of negative numbers:


          
            	[image: (n-2)!!=\frac{n!!}{n}]

          


          The sequence of double factorials for [image: n= -1, -3, -5, -7, \dots\,] starts as


          
            	[image: 1, -1, 1/3, -1/15 \dots]

          


          while the double factorial of negative even integers is infinite.


          Some identities involving double factorials are:


          
            	[image: n!=n!!(n-1)!! \,]

          


          
            	[image: (2n)!!=2^nn! \,]

          


          
            	[image: (2n+1)!!={(2n+1)!\over(2n)!!}={(2n+1)!\over2^nn!}]

          


          
            	[image: (2n-1)!!={(2n-1)!\over(2n-2)!!}={(2n)!\over2^nn!}]

          


          
            	[image: \Gamma\left(n+{1\over2}\right)=\sqrt{\pi}\,\,{(2n-1)!!\over2^n}]

          


          
            	[image: \Gamma\left({n\over2}+1\right)=\sqrt{\pi}\,\,{n!!\over2^{(n+1)/2}}]

          


          where  is the Gamma function. The last equation above can be used to define the double factorial as a function of any complex number [image: n \neq 0], just as the Gamma function generalizes the factorial function. One should be careful not to interpret n!! as the factorial of n!, which would be written (n!)! and is a much larger number (for n > 2).


          


          Multifactorials


          A common related notation is to use multiple exclamation points to denote a multifactorial, the product of integers in steps of two (n!!), three (n!!!), or more. The double factorial is the most commonly used variant, but one can similarly define the triple factorial (n!!!) and so on. In general, the kth factorial, denoted by n!(k), is defined recursively as


          
            	[image:  n!^{(k)}= \left\{ \begin{matrix} 1,\qquad\qquad\ &&\mbox{if }0\le n<k; \ n(n-k)!^{(k)},&&\mbox{if }n\ge k.\quad\ \ \, \end{matrix} \right. ]

          


          Some mathematicians have suggested an alternative notation of n!2 for the double factorial and similarly n!k for other multifactorials, but this has not come into general use.


          


          Quadruple factorial


          The quadruple factorial, however, is not a multifactorial; it is a much larger number given by [image: \frac{(2n)!}{n!}].


          


          Superfactorials


          Neil Sloane and Simon Plouffe defined the superfactorial in 1995 as the product of the first n factorials. So the superfactorial of 4 is


          
            	[image:  \mathrm{sf}(4)=1! \times 2! \times 3! \times 4!=288 \,]

          


          In general


          
            	[image:  \mathrm{sf}(n) =\prod_{k=1}^n k! =\prod_{k=1}^n k^{n-k+1} =1^n\cdot2^{n-1}\cdot3^{n-2}\cdots(n-1)^2\cdot n^1. ]

          


          The sequence of superfactorials starts (from n = 0) as


          
            	1, 1, 2, 12, 288, 34560, 24883200, ... (sequence A000178 in OEIS)

          


          This idea was extended in 2000 by Henry Bottomley to the superduperfactorial as the product of the first n superfactorials, starting (from n = 0) as


          
            	1, 1, 2, 24, 6912, 238878720, 5944066965504000, ... (sequence A055462 in OEIS)

          


          and thus recursively to any multiple-level factorial where the mth-level factorial of n is the product of the first n (m  1)th-level factorials, i.e.


          
            	[image: \mathrm{mf}(n,m) = \mathrm{mf}(n-1,m)\mathrm{mf}(n,m-1) =\prod_{k=1}^n k^{n-k+m-1 \choose n-k} ]

          


          where mf(n,0) = n for n > 0 and mf(0,m) = 1.


          


          Superfactorials (alternative definition)


          Clifford Pickover in his 1995 book Keys to Infinity defined the superfactorial of n as


          
            	[image: n\mathrm{S}\!\!\!\!\!\;\,{!}\equiv \begin{matrix} \underbrace{ n!^{{n!}^{{\cdot}^{{\cdot}^{{\cdot}^{n!}}}}}} \\ n! \end{matrix}, \,]

          


          or as,


          
            	[image: n\mathrm{S}\!\!\!\!\!\;\,{!}=n!^{(4)}n! \,]

          


          where the (4) notation denotes the hyper4 operator, or using Knuth's up-arrow notation,


          
            	[image: n\mathrm{S}\!\!\!\!\!\;\,{!}=(n!)\uparrow\uparrow(n!) \,]

          


          This sequence of superfactorials starts:


          
            	[image: 1\mathrm{S}\!\!\!\!\!\;\,{!}=1 \,]


            	[image: 2\mathrm{S}\!\!\!\!\!\;\,{!}=2^2=4 \,]


            	[image: 3\mathrm{S}\!\!\!\!\!\;\,{!}=6\uparrow\uparrow6={^6}6=6^{6^{6^{6^{6^6}}}}]

          


          


          Hyperfactorials


          Occasionally the hyperfactorial of n is considered. It is written as H(n) and defined by


          
            	[image:  H(n) =\prod_{k=1}^n k^k =1^1\cdot2^2\cdot3^3\cdots(n-1)^{n-1}\cdot n^n. ]

          


          For n = 1, 2, 3, 4, ... the values H(n) are 1, 4, 108, 27648,... (sequence A002109 in OEIS).


          The hyperfactorial function is similar to the factorial, but produces larger numbers. The rate of growth of this function, however, is not much larger than a regular factorial. However, H(14) = 1.85...1099 is already almost equal to a googol, and H(15) = 8.09...10116 is almost of the same magnitude as the Shannon number, the theoretical number of possible chess games.


          The hyperfactorial function can be generalized to complex numbers in a similar way as the factorial function. The resulting function is called the K-function.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Factorial"
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          In mathematics, factorization (also factorisation in British English) or factoring is the decomposition of an object (for example, a number, a polynomial, or a matrix) into a product of other objects, or factors, which when multiplied together give the original. For example, the number 15 factors into primes as 3  5, and the polynomial x2  4 factors as (x  2)(x + 2). In all cases, a product of simpler objects is obtained.


          The aim of factoring is usually to reduce something to "basic building blocks," such as numbers to prime numbers, or polynomials to irreducible polynomials. Factoring integers is covered by the fundamental theorem of arithmetic and factoring polynomials by the fundamental theorem of algebra.


          The opposite of factorization is expansion. This is the process of multiplying together factors to recreate the original, "expanded" polynomial.


          Integer factorization for large integers appears to be a difficult problem. There is no known method to carry it out quickly. Its complexity is the basis of the assumed security of some public key cryptography algorithms, such as RSA.


          A matrix can also be factorized into a product of matrices of special types, for an application in which that form is convenient. One major example of this uses an orthogonal or unitary matrix, and a triangular matrix. There are different types: QR decomposition, LQ, QL, RQ, RZ.


          Another example is the factorization of a function as the composition of other functions having certain properties; for example, every function can be viewed as the composition of a surjective function with an injective function.


          


          Prime factorization of an integer


          By the fundamental theorem of arithmetic, every positive integer has a unique prime factorization. Given an algorithm for integer factorization, one can factor any integer down to its constituent primes by repeated application of this algorithm. For very large numbers, no efficient algorithm is known. For smaller numbers, however, there are a variety of different algorithms that can be applied.


          


          Factoring a quadratic polynomial


          Any quadratic polynomial over the complex numbers (polynomials of the form ax2 + bx + c where a, b, and c  [image: \mathbb{C}]) can be factored into an expression with the form [image:  a(x - \alpha)(x - \beta) \ ] using the quadratic formula. The method is as follows:


          



          
            	[image:  ax^2 + bx + c = a(x - \alpha)(x - \beta) = a\left(x - \left(\frac{-b + \sqrt{b^2-4ac}}{2a}\right)\right) \left(x - \left(\frac{-b - \sqrt{b^2-4ac}}{2a}\right)\right) ]

          


          where  and  are the two roots of the polynomial, found with the quadratic formula.


          


          Polynomials factorable over the integers


          Quadratic polynomials can sometimes be factored into two binomials with simple integer coefficients, without the need to use the quadratic formula. In a quadratic equation, this will expose its two roots. The formula


          
            	[image: ax^2+bx+c \,\!]

          


          would be factored into:


          
            	[image: (mx+p)(nx+q) \,\!]

          


          where


          
            	[image: mn = a, \,]


            	[image: pq = c, \mbox{ and} \,]


            	[image: pn + mq = b. \,]

          


          You can then set each binomial equal to zero, and solve for x to reveal the two roots. Factoring does not involve any other formulas, and is mostly just something you see when you come upon a quadratic equation.


          Take for example 2x2  5x + 2 = 0. Because a = 2 and mn = a, mn = 2, which means that of m and n, one is 1 and the other is 2. Now we have (2x + p)(x + q) = 0. Because c = 2 and pq = c, pq = 2, which means that of p and q, one is 1 and the other is 2 or one is 1 and the other is 2. A guess and check of substituting the 1 and 2, and 1 and 2, into p and q (while applying pn + mq = b) tells us that 2x2  5x + 2 = 0 factors into (2x  1)(x  2) = 0, giving us the roots x = {0.5, 2}


          If a polynomial with integer coefficients has a discriminant that is a perfect square, that polynomial is factorable over the integers.


          For example, look at the polynomial 2x2 + 2x - 12. If you substitute the values of the expression into the quadratic formula, the discriminant b2  4ac becomes 22 - 4  2  -12, which equals 100. 100 is a perfect square, so the polynomial 2x2 + 2x - 12 is factorable over the integers; its factors are 2, (x - 2), and (x + 3).


          Now look at the polynomial x2 + 93x - 2. Its discriminant, 932 - 4  1  -2, is equal to 8657, which is not a perfect square. So x2 + 93x - 2 cannot be factored over the integers.


          


          Perfect square trinomials


          
            [image: A visual proof of the identity (a+b)2=a2+2ab+b2]

            
              A visual proof of the identity (a+b)2=a2+2ab+b2
            

          


          Some quadratics can be factored into two identical binomials. These quadratics are called perfect square trinomials. Perfect square trinomials can be factored as follows:


          
            	[image:  a^2 + 2ab + b^2 = (a + b)^2\,\!]


            	[image:  a^2 - 2ab + b^2 = (a - b)^2\,\!]

          


          


          Sum/difference of two squares


          Another common type of algebraic factoring is called the difference of two squares. It is the application of the formula


          
            	[image:  a^2 - b^2 = (a+b)(a-b) \,\!]

          


          to any two terms, whether or not they are perfect squares. If the two terms are subtracted, simply apply the formula. If they are added, the two binomials obtained from the factoring will each have an imaginary term. This formula can be represented as


          
            	[image:  a^2 + b^2 = (a+bi)(a-bi) \,\!].

          


          For example, 4x2 + 49 can be factored into (2x + 7i)(2x  7i).


          


          Factoring other polynomials


          


          Sum/difference of two cubes


          Another less-used but still common formula for factoring is the sum or difference of two cubes. The sum can be represented by


          
            	[image:  a^3 + b^3 = (a + b)(a^2 - ab + b^2)\,\!]

          


          and the difference by


          
            	[image:  a^3 - b^3 = (a - b)(a^2 + ab + b^2)\,\!]

          


          For example, x3  103 (or x3  1000) can be factored into (x  10)(x2 + 10x + 100).


          


          Sum/difference of any two numbers raised to the same power


          In general, (a  b) is a factor of an  bn where n is a positive integer. So,


          
            	[image:  a^n - b^n = (a - b)(a^{n-1} + a^{n-2}b + a^{n-3}b^2 + ... + a^2b^{n-3} + ab^{n-2} + b^{n-1}) \,\!]

          


          Also, (a + b) is a factor of an  bn where n is a positive even integer. Such that,


          
            	[image:  a^n - b^n = (a + b)(a^{n-1} - a^{n-2}b + a^{n-3}b^2 - ... - a^2b^{n-3} + ab^{n-2} - b^{n-1}) \,\!]

          


          Likewise, (a + b) is a factor of an + bn where n is a positive odd integer. So that,


          
            	[image:  a^n + b^n = (a + b)(a^{n-1} - a^{n-2}b + a^{n-3}b^2 - ... + a^2b^{n-3} - ab^{n-2} + b^{n-1}) \,\!]

          


          


          Factoring by grouping


          Another way to factor some equations is factoring by grouping. This is done by placing the terms in an expression into two or more groups, where each group can be factored by a known method. The results of these factorizations can sometimes be combined to make an even more simplified expression.


          For example, suppose you had the expression


          
            	[image: 4x^3\sin^2x-312x^2\sin^2x+4620x\sin^2x-8024\sin^2x-3x^3+234x^2-3465x+6018 \,]

          


          which upon first glance looks like an unwieldy expression. One logical step, if you decide to factor by grouping, would be to combine all of the expressions with [image: \sin x\,\!] and all without [image: \sin x\,\!]. Then you would have the expression


          
            	[image: (4x^3\sin^2x-312x^2\sin^2x+4620x\sin^2x-8024\sin^2x)-(3x^3-234x^2+3465x-6018) \,]

          


          where each of the two groups can be factored giving us


          
            	[image: 4\sin^2x(x^3-78x^2+1155x-2006) - 3(x^3-78x^2+1155x-2006) \,]

          


          This can be further simplified into


          
            	[image: (4\sin^2x -3)(x^3-78x^2+1155x-2006) \,]

          


          when can then be factored into


          
            	[image: (4\sin^2x -3)(x-59)(x-17)(x-2) \,]

          


          and finally


          
            	[image: (2\sin x+\sqrt 3)(2\sin x-\sqrt 3)(x-59)(x-17)(x-2) \,]

          


          which is the expression in fully factored form.


          


          Other common formulas


          There are many additional formulas that can be used to easily factor a polynomial. Some common ones are listed below.


          
            
              	Expanded form

              	Factored form
            


            
              	[image: a^3+b^3+c^3-3abc\,\!]

              	[image: (a+b+c)(a^2+b^2+c^2-ab-bc-ca)\,\!]
            


            
              	[image: a^2(b+c)+b^2(c+a)+c^2(a+b)+2abc\,\!]

              	[image: (a+b)(b+c)(c+a)\,\!]
            


            
              	[image: (a+b)(b+c)(c+a)+abc\,\!]

              	[image: (a+b+c)(ab+bc+ca)\,\!]
            


            
              	[image: bc(b-c)+ca(c-a)+ab(a-b)\,\!]

              	[image: -(a-b)(b-c)(c-a)\,\!]
            


            
              	[image: a^2(b+c)+b^2(c+a)+c^2(a+b)+3abc\,\!]

              	[image: (a+b+c)(ab+bc+ca)\,\!]
            


            
              	[image: a^2(b-c)+b^2(c-a)+c^2(a-b)\,\!]

              	[image: -(a-b)(b-c)(c-a)\,\!]
            


            
              	[image: a^3(b-c)+b^3(c-a)+c^3(a-b)\,\!]

              	[image: -(a-b)(b-c)(c-a)(a+b+c)\,\!]
            


            
              	[image: a^4 + 4b^4 \,\!] ( Sophie Germain's identity)

              	[image: (a^2 + 2ab + 2b^2) (a^2 - 2ab + 2b^2) \,\!]
            

          


          


          Factoring in mathematical logic


          In mathematical logic and automated theorem proving, factoring is the technique of deriving a single, more specific atom from a disjunction of two more general unifiable atoms. For example, from  X, Y: P(X, a) or P(b, Y) we can derive P(b, a).


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Factorization"
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                FA Cup

              
            


            
              	[image: The FA Cup — this is the fourth trophy, in use since 1992, and identical in design to the third trophy introduced in 1911]
            


            
              	Founded

              	1871
            


            
              	Region

              	[image: Flag of Wales]Wales
            


            
              	Number of teams

              	731
            


            
              	Current champions

              	Chelsea
            


            
              	Website

              	F.A. Cup
            


            
              	[image: ] FA Cup 2007-08
            

          


          The Football Association Challenge Cup, commonly known as the FA Cup, is a knockout cup competition in English football, run by and named after The Football Association.


          The name "FA Cup" refers to the English men's tournament. The equivalent competition for women's teams is the FA Women's Cup.


          The FA Cup is the oldest football competition in the world, commencing in 1871-72. Because it involves clubs of all standards playing against each other there is the possibility for " minnows" from the lower divisions to become "giant-killers" by eliminating top clubs from the tournament, although lower division teams rarely reach the final. A record 731 teams were accepted into the FA Cup in 2007-2008. In comparison, the League Cup can involve only the 72 members of The Football League (which organises the competition) and the 20 teams in the Premier League for a total of 92 eligible teams.


          The current holders of the FA Cup are Chelsea who beat Manchester United 10 in extra time in the 2007 final, on 19 May 2007.


          As well as being presented with the cup the winning team also qualifies by right for the first round of the UEFA Cup, unless they have already qualified for Europe when the spot goes to the runners-up or to the highest placed Premier League side without European qualification.


          


          Format


          The Cup involves clubs in the English football league system. In the early years other teams from Wales, Ireland and Scotland also took part in the competition with Glasgow side Queen's Park reaching the final in 1884 and 1885. Six Welsh clubs that currently play in the English football league system compete in the FA Cup: Cardiff City, Swansea City, Wrexham, Merthyr Tydfil, Newport County and Colwyn Bay.


          The competition is a knockout tournament with pairings drawn completely at random - there are no seeds, and a draw takes place after the majority of fixtures have been played in each round. However the qualifying round draws are regionalised to reduce the travel costs of smaller non-league sides. Rounds one and two were also previously split into northern and southern draw sections, however this practice was abandoned after the 199798 cup competition. The draw also determines which team will play at home. If a match (other than the semi-final or final) is drawn, there is a replay, usually at the ground of the team who were away for the first game. Drawn replays are now settled with extra time and penalty shootouts, though in the past further replays were possible, and some ties took as many as six matches to settle; in their 1975 campaign, Fulham played 12 games over six rounds. This remains the most games played by a team to reach a final. . Replays were traditionally played three or four days after the original game, but from 199192 they were staged at least 10 days later on police advice. This led to penalty shoot-outs being introduced.


          The draw for each round, performed by drawing numbered balls from a bag, is a source of great interest to clubs and their supporters, and is broadcast on television. When the top clubs enter the competition the possibilities for interesting and lucrative match-ups generate plenty of speculation. Sometimes two top clubs may be drawn against each other in the early rounds, removing the possibility of them meeting in the final. Lower-ranked clubs with reputations as "giant-killers" look forward to meeting a top team at home, although in some cases the expense of providing policing for a game can outweigh any financial windfall from larger crowds. Mid-ranked teams hope for a draw against a peer to improve their chances of reaching future rounds. Top-ranked teams look for easy opposition, but have to be on their guard against a lower team with ambitions, or as was once the case with Yeovil Town F.C., having to play on an extremely eccentric pitch. The draw was once broadcast from a television studio, and was done by officials of the Football Association. By 2007 it had become a public event. For the first round proper, it was broadcast live from Soho Square in London, the balls being drawn by famous players.


          All Premier League and Football League clubs may enter. Non-league clubs may also enter if they competed in the previous season's FA Cup, FA Trophy, or FA Vase competition and are deemed to be playing in an "acceptable" league for the current season. All clubs entering the competition must have a suitable stadium. In the 200405 season, 660 clubs entered the competition, beating the long-standing record of 656 from the 192122 season. In 200506 a further high point was reached, with 674 entrants, and again in 200607 when 687 clubs entered. A new record was made in the 200708 season where 731 clubs entered.


          The competition begins in August with the extra preliminary round contested by clubs occupying a low position in the English football league system, and the preliminary round. There are then four qualifying rounds and six rounds of the competition proper, followed by the semi-finals and the final.


          Clubs higher up the league system are exempt from certain rounds. For example, clubs playing in the Conference North or Conference South are given exemption to the second qualifying Round, while those from the Conference National are given exemption to the fourth qualifying round. Clubs from Football League One and Football League Two are given exemption into the first round proper, and Football League Championship and Premier League teams are given exemption into the third round.


          The FA Cup has had a very set pattern for a long time of when each round is played. Normally the first round is played in mid-November, with the second round on one of the first two Saturdays in December. The third round is played at the start of January, with the fourth round later in the month and fifth round staged in mid-February. The sixth round traditionally occurs in early or mid March, with the semi-finals a month later. The final is normally held the Saturday after the Premier League season finishes in May. The only season in modern times when a similar pattern to this has not been kept was 19992000, when most rounds were played a few weeks earlier than normal as an experiment.


          The winning team qualifies by right for the first round of the UEFA Cup. If the winners also qualify for the Champions League by merit of league position, the runners-up qualify for the UEFA Cup in their place. If both finalists qualify for the Champions League, an extra UEFA Cup place is given on the basis of Premier League position.


          


          Winners from outside the top flight


          Since the foundation of the Football League, Tottenham Hotspur in 1901 have been the only non-league winners of the FA Cup. They were then playing in the Southern League and were only elected to the Football League in 1908. At that time the Football League consisted of only two 18-team divisions; Tottenham's victory would be comparable to a team playing at the third level of the English football pyramid (currently League One) winning today. In the history of the FA Cup, only eight teams who were playing outside of the top level of English football have gone on to win the whole competition, the most recent being West Ham United, who beat Arsenal in 1980. Except Tottenham in 1901, these clubs were all playing in the old Second Division, no other Third Division or lower side having so far reached the final. Arguably, one of the most famous of these 'upsets' was when Sunderland A.F.C. beat Leeds United 10 in 1973. Leeds were third in what is now The Premier League and Sunderland were in the equivalent of today's Coca Cola Championship. Three years later Second Division Southampton also achieved the same feat as Sunderland against First Division Manchester United by the same 10 scoreline.


          


          Venues


          Matches in the FA Cup are usually played at the home ground of one of the two teams. The team who plays at home is decided when the matches are drawn. In the event of a draw, the replay is played at the ground of the team who originally played away from home. In the days when multiple replays were possible, the second replay (and any further replays) were played at neutral grounds. Traditionally, the FA Cup Final was played at London's Wembley Stadium. Early finals were played in other locations and, due to extensive redevelopment of Wembley, finals between 2001 and 2006 were played at Millennium Stadium in Cardiff. The final returned to Wembley in May 2007. Early finals venues include Kennington Oval, in 1872 and 1874-92, the Racecourse Ground, Derby in 1886, Burnden Park for the 1901 replay, Bramall Lane in 1912, the Crystal Palace Park, 1895-1914, Stamford Bridge 1920-22, and Lillie Bridge, Fulham, London in 1873. The semi-finals are contested at neutral venues; in the past these have usually been the home grounds of teams not involved in that semi-final. The venues used since 1990 were Maine Road (demolished) in Manchester; Old Trafford nearby in Trafford, Greater Manchester; Hillsborough in Sheffield: Highbury (redeveloped as housing) and Wembley Stadium in London; Millennium Stadium in Cardiff; and Villa Park in Birmingham. Villa Park is the most used stadium, having been used for 54 semi-finals. The 1991 semi-final between Arsenal and Tottenham was the first to be played at Wembley. Two years later both semi-finals were held at Wembley, which was again used for both matches in 1994 and 2000. In 2005 they were both held at the Millennium Stadium. The decision to hold the semi-finals at the same location as the final can be controversial amongst fans . However, starting with the 2008 cup, all semi-finals will be played at Wembley; the stadium was not ready for the 2007 semi-finals. For a list of semi-final results and the venues used, see FA Cup Semi-finals.


          


          Trophies


          At the end of the final, the winning team is presented with a trophy, also known as the "FA Cup", which they hold until the following year's final. Traditionally, at Wembley finals, the presentation was made at the Royal Box, with players, led by the captain, mounting a staircase to a gangway in front of the box and returning by a second staircase on the other side of the box. At Cardiff the presentation was made on a podium on the pitch. The cup is decorated with ribbons in the colours of the winning team; a common riddle asks, "What is always taken to the Cup Final, but never used?" (the answer is "the losing team's ribbons"). However this isn't entirely true, as during the game the cup actually has both teams sets of ribbons attached and the runners-up ribbons are removed before the presentation. Individual members of the teams playing in the final are presented with winners' and runners'-up medals. The present FA Cup trophy is the fourth. The first, the 'little tin idol', was used from the inception of the Cup in 1871-2 until it was stolen from a Birmingham shop window belonging to William Shillcock while held by Aston Villa on September 11, 1895. It was never seen again and is presumed to have been melted down. The second trophy was a replica of the first, and was last used in 1910 before being presented to the FA's long-serving president Lord Kinnaird. It was sold at Christie's on May 19, 2005 for 420,000 (478,400 including auction fees and taxes) to David Gold, the chairman of Birmingham City. A new, larger, trophy was bought by the FA in 1911 designed and manufactured by Fattorini's of Bradford and won by Bradford City in its first outing, the only time a team from Bradford has reached the final. This trophy still exists but is now too fragile to be used, so an exact replica was made and has been in use since the 1992 final. Therefore, though the FA Cup is the oldest domestic football competition in the world, its trophy is not the oldest; that title is claimed by the Youdan Cup. A "backup" trophy was made alongside the existing trophy in 1992, but it has not been used so far, and will only be used if the current trophy is lost, damaged or destroyed.


          


          Sponsorship


          Since the start of the 1994-95 season, the FA Cup has been sponsored. However, to protect the identity of the famous competition, the name has never changed from "The FA Cup", unlike in sponsorship deals for the League Cup. Instead, the competition has been known as "The FA Cup sponsored by ..." but during 1999-2002, the competition was known as "The AXA Sponsored FA Cup". The competition is formally named "The FA Cup sponsored by E.ON", owing to energy company E.ON sponsoring it for four years from 2006. From August 2006 to 2014, Umbro will supply match balls for all FA Cup matches.


          
            	1995-1998 Littlewoods


            	1999-2002 AXA


            	2003-2006 The FA Partners: Carlsberg, McDonald's, Nationwide, Pepsi, Umbro


            	2006-2010 E.ON (Official Sponsor):

          


          Supporters ( Carlsberg, Umbro and National Express)


          


          Giant-killers


          The FA Cup has a long tradition of lower-division and non-league teams becoming "giant-killers" by defeating much higher-ranked opponents. There are various famous giant-killing feats, although it is comparatively rare to occur for a team to beat one more than two divisions above them. The last time a non-league team beat top-flight opposition was Sutton United's victory over Coventry City in 198889. Another notable result was in 1969 when in the fifth Round Mansfield Town were drawn at home to West Ham United, who were standing sixth in the First Division and who had three World Cup winners in their side: Bobby Moore, Martin Peters and Geoff Hurst along with youngsters Billy Bonds and Trevor Brooking. The game was postponed five times before it finally went ahead on 26 February 1969, on what turned out to be one of the greatest nights in the clubs history. In front of 21,117 at Field Mill, Mansfield won 30 and became only the fourth team in club history to knock out clubs from five different leagues in the same competition.


          Other giant killings include Hereford United shocking Newcastle United with one of the most famous goals in the history of the cup coming from the boot of Ronnie Radford. Blyth Spartans' 32 win at Second Division Stoke City in 1978 saw them progress to the fifth round, where they were beaten by Wrexham in front of over 40,000 fans at Newcastle United's St James' Park. Bristol City's giant killing replay win over Liverpool in 1994 was also notable as being the last game for Graeme Souness. Yeovil Town won more games against league opposition than any other non-league team before their promotion. This includes a famous victory over top-flight Sunderland on a sloping pitch in 1949. Chasetown are the lowest ranked team to qualify for the third round, when they beat Port Vale in a replay in the 200708 competition.


          


          Notable events in the FA Cup


          


          Past winners of the FA Cup


          Clubs by number of wins (and when they last won and lost a final). Teams in italics no longer exist.


          
            
              	

              	Club

              	Wins

              	Last win.

              	Runners-up

              	Last final lost.
            


            
              	1

              	Manchester United

              	11

              	2004

              	7

              	2007
            


            
              	2

              	Arsenal

              	10

              	2005

              	7

              	2001
            


            
              	3

              	Tottenham Hotspur

              	8

              	1991

              	1

              	1987
            


            
              	4

              	Liverpool

              	7

              	2006

              	6

              	1996
            


            
              	5

              	Aston Villa

              	7

              	1957

              	3

              	2000
            


            
              	6

              	Newcastle United

              	6

              	1955

              	7

              	1999
            


            
              	7

              	Blackburn Rovers

              	6

              	1928

              	2

              	1960
            


            
              	8

              	Wanderers

              	5

              	1872

              	0

              	
            


            
              	9

              	Everton

              	5

              	1995

              	7

              	1989
            


            
              	10

              	West Bromwich Albion

              	5

              	1968

              	5

              	1935
            


            
              	11

              	Chelsea

              	4

              	2007

              	4

              	2002
            


            
              	12

              	Manchester City

              	4

              	1969

              	4

              	1981
            


            
              	13

              	Wolverhampton Wanderers

              	4

              	1960

              	4

              	1939
            


            
              	14

              	Bolton Wanderers

              	4

              	1958

              	3

              	1953
            


            
              	15

              	Sheffield United

              	4

              	1925

              	2

              	1936
            


            
              	16

              	Sheffield Wednesday

              	3

              	1935

              	3

              	1993
            


            
              	17

              	West Ham United

              	3

              	1980

              	2

              	2006
            


            
              	18

              	Preston North End

              	2

              	1938

              	4

              	1964
            


            
              	19

              	Sunderland

              	2

              	1973

              	3

              	1992
            


            
              	20

              	Old Etonians

              	2

              	1882

              	3

              	1883
            


            
              	21

              	Nottingham Forest

              	2

              	1959

              	1

              	1991
            


            
              	22

              	Bury

              	2

              	1903

              	0

              	
            


            
              	23

              	Huddersfield Town

              	1

              	1922

              	4

              	1938
            


            
              	24

              	Southampton

              	1

              	1976

              	3

              	2003
            


            
              	25

              	Leeds United

              	1

              	1972

              	3

              	1973
            


            
              	26

              	Derby County

              	1

              	1946

              	3

              	1903
            


            
              	27

              	Royal Engineers

              	1

              	1875

              	3

              	1878
            


            
              	28

              	Blackpool

              	1

              	1953

              	2

              	1951
            


            
              	29

              	Portsmouth

              	1

              	1939

              	2

              	1934
            


            
              	30

              	Burnley

              	1

              	1914

              	2

              	1962
            


            
              	31

              	Oxford University

              	1

              	1874

              	2

              	1877
            


            
              	32

              	Charlton

              	1

              	1947

              	1

              	1946
            


            
              	33

              	Cardiff City

              	1

              	1927

              	1

              	1925
            


            
              	34

              	Barnsley

              	1

              	1912

              	1

              	1910
            


            
              	35

              	Notts County

              	1

              	1894

              	1

              	1891
            


            
              	36

              	Clapham Rovers

              	1

              	1880

              	1

              	1879
            


            
              	37

              	Ipswich Town

              	1

              	1978

              	0

              	
            


            
              	38

              	Coventry City

              	1

              	1987

              	0

              	
            


            
              	39

              	Wimbledon

              	1

              	1988

              	0

              	
            


            
              	40

              	Bradford City

              	1

              	1911

              	0

              	
            


            
              	41

              	Blackburn Olympic

              	1

              	1883

              	0

              	
            


            
              	42

              	Old Carthusians

              	1

              	1881

              	0

              	
            

          


          Three clubs have won consecutive FA Cups on more than one occasion: Wanderers (1872, 1873) and (1876, 1877, 1878), Blackburn Rovers (1884, 1885, 1886) and (1890, 1891), and Tottenham Hotspur (1961, 1962) and (1981, 1982).


          Six clubs have won the FA Cup as part of a League and Cup double, these are Preston North End (1889), Aston Villa (1897), Tottenham Hotspur F.C. (1961), Arsenal (1971, 1998, 2002), Liverpool (1986) and Manchester United (1994, 1996, 1999). Arsenal and Manchester United share the record of three doubles. Arsenal has won a double in three separate decades. Manchester United's three doubles in the 1990s highlights their dominance of English football at the time.


          West Bromwich Albion are the only team to date to win the FA Cup and promotion in the same seasonin 193031.


          In 1993, Arsenal became the first side to win both the FA Cup and League Cup in the same season, beating Sheffield Wednesday 21, in both finals. Chelsea repeated this feat in 2007, beating Manchester United 10 in the FA Cup final and Arsenal 21 in the League Cup final.


          In 1999, Manchester United added the Champions League crown to their double in memorable fashion, an accomplishment known as The Treble.


          In 2001, Liverpool won the FA Cup, League Cup and UEFA Cup to complete a cup treble.


          Leicester City hold the unfortunate record of having appeared in four FA Cup finals without ever winning the cup.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/FA_Cup"
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              	Fair Isle
            


            
              	Location
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                        Fair Isle
                      

                    

                  


                  

                

              
            


            
              	Fair Isle shown within Scotland.
            


            
              	OS grid reference:

              	HZ209717
            


            
              	Names
            


            
              	Gaelic name:

              	
            


            
              	Norse name:

              	Frjey/Friarey
            


            
              	Meaning of name:

              	"Sheep island", from Norse
            


            
              	Area and Summit
            


            
              	Area:

              	768 ha
            


            
              	Area rank:

              	61
            


            
              	Highest elevation:

              	Ward Hill 217m
            


            
              	Population
            


            
              	Population (2001):

              	69
            


            
              	Population rank:

              	50 out of 98
            


            
              	Groupings
            


            
              	Island Group:

              	Shetland
            


            
              	Local Authority:

              	
            


            
              	[image: ]
            


            
              	References:

              	
            


            
              	If shown, area and population ranks are for all Scottish islands and all inhabited Scottish islands respectively.
            

          


          
            [image: West cliffs, looking southwest towards Malcolm's Head.]

            
              West cliffs, looking southwest towards Malcolm's Head.
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              Sunset over the South Lighthouse
            

          


          Fair Isle (from Old Norse Frjey) Scottish Gaelic Eileann nan Geansaidh is an island off Scotland, lying around halfway between Shetland and the Orkney Islands. 4.8kilometres (3miles) in length and 2.4kilometres (1.5miles) wide, it has an area of 768hectares (3square miles), making it the tenth largest of the Shetland Islands. The island is situated around 40kilometres (25miles) south-west of Sumburgh Head on the Mainland of Shetland. Although it is marginally closer to North Ronaldsay Orkney, Fair Isle is administratively part of Shetland. It gives its name to one of the British Sea Areas. It is the most remote inhabited island in the United Kingdom.


          The majority of the seventy islanders live in the crofts on the southern half of the island, with the northern half consisting of rocky moorland. The western coast consists of cliffs of up to 200metres (660feet) in height. The population has been decreasing steadily from around four hundred in around 1900. There are no pubs or restaurants on the island, but there is a single primary school. After the age of eleven, children must attend a boarding school in Lerwick.


          


          History
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              Fair Isle (Feedero) on the Carta Marina in 1539
            

          


          Fair Isle has been occupied since the Bronze Age which is remarkable because of the lack of raw materials on the island, although it is surrounded by rich fishing waters.


          On August 20, 1588 the flagship of the Spanish Armada, El Gran Grifn, was shipwrecked in the cove of Stroms Heelor, forcing its 300 sailors to spend six weeks living with the islanders. The wreck was discovered in 1970.


          


          Bird observatory


          Fair Isle has had a permanent bird observatory since 1948 because of its importance as a bird migration watchpoint and this provides most of the accommodation on the island. The first Director of the observatory was Kenneth Williamson. It is unusual amongst bird observatories in providing catered, rather than hostel-style, accommodation. Many rare species of bird have been found on the island, and it is probably the best place in western Europe to see skulking Siberian passerines like Pechora Pipit, Lanceolated Warbler and Pallas's Grasshopper Warbler. In 2008 a Caspian Plover was observed, only the fourth such record for the UK.


          The island was bought by the National Trust for Scotland in 1954 from George Waterson, the founder of the bird observatory.


          


          Economy


          
            [image: Croft houses]

            
              Croft houses
            

          


          Fair Isle is famous for its knitted jumpers, with knitting forming an important source of income for the women of the islands. The principal activity for the male islanders is crofting.


          Since 1982, two thirds of the community's power has been supplied by wind turbines, and just one third by diesel generators. The island has a distinctive double electrical network. Standard electricity service is provided on one network, and electric heating is delivered by a second set of cables. The electric heating is mainly served by excess electricity from the two wind turbines that would otherwise have had to be dumped. Remote frequency-sensitive programmable relays control individual water heaters and storage heaters in the buildings of the community.


          Ward Hill (715ft) played host to a hastily built RAF radar station during WWII, the ruins of which are still present today. There are also substantial sections of a crashed Heinkel He 111.


          On January 29, 2004, Fair Isle was granted Fairtrade Island status.


          
            [image: Fair Isle jumper done in the traditional style, from Fair Isle.]

            
              Fair Isle jumper done in the traditional style, from Fair Isle.
            

          


          


          Transport


          
            	Fair Isle Airport serves the island with flights to Lerwick


            	The Good Shepherd IV plies between Fair Isle and Grutness


            	In 2007 Loganair announced the introduction of a twice-weekly service between Kirkwall and Fair Isle, via North Ronaldsay. This service, running between May and October, is to continue in 2008.
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                  Yeti, a hybrid white gyrfalcon  saker falcon
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Falconiformes

                  


                  
                    	Family:

                    	Falconidae

                  


                  
                    	Genus:

                    	Falco

                    Linnaeus, 1758
                  

                

              
            


            
              	Species
            


            
              	
                About 37; see text.

              
            

          


          A Falcon is any of several species of raptors in the genus Falco. The word comes from Latin falco, related to Latin falx (" sickle") because of the shape of these birds' wings.


          


          Overview


          Adult falcons have thin tapered wings, which enable them to fly at high speed and to change direction rapidly. Younger falcons, in their first year of flying, have longer flight feathers which makes their configuration more like that of a general-purpose bird such as a broadwing. This is to make it easier for them to fly while learning the exceptional skills required to be effective hunters in their adult configuration.


          Peregrine Falcons are the fastest-moving creatures on Earth. Other falcons include the Gyrfalcon, Lanner Falcon, and the Merlin. Some small insectivorous falcons with long narrow wings are called hobbies, and some which hover while hunting for small rodents are called kestrels. The falcons are part of the family Falconidae, which also includes the caracaras, Laughing Falcon, forest falcons, and falconets.


          The traditional term for a male falcon is tercel (UK spelling) or tiercel (US spelling), from Latin tertius = third because of the belief that only one in three eggs hatched a male bird. Some sources give the etymology as deriving from the fact that a male falcon is approximately one third smaller than the female.


          A falcon chick, especially one reared for falconry, that is still in its downy stage is known as an eyas (sometimes spelt eyass). The word arose by mistaken division of Old French un niais, from Latin presumed *nidiscus ("nestling", from nidus = nest).


          The technique of hunting with trained captive birds of prey is known as falconry.


          In February 2005 the Canadian scientist Dr Louis Lefebvre announced a method of measuring avian intelligence in terms of their innovation in feeding habits. The falcon and crow family scored highest on this scale .


          


          Systematics and evolution theory


          Compared to other birds of prey, the fossil record of the falcons is not well distributed in time. The oldest fossils tentatively assigned to this genus are from the Late Miocene, less than 10 million years ago. This coincides with a period in which many modern genera of birds became recognizable in the fossil record. The falcon lineage - probably of North American or European, possibly of African origin, given the distribution of fossil Falconidae is likely to be somewhat older however.


          Falcons are roughly divisible into three groups. The first contains the kestrels (probably excepting the American Kestrel: Groombridge et al. 2002); usually small and stocky falcons of mainly brown upperside colour and sometimes sexually dimorphic; three African species that are mainly grey in colour stand apart from the typical members of this group. Kestrels feed chiefly on terrestrial vertebrates and invertebrates of appropriate size, such as rodents, reptiles, or insects.


          The second group contains slightly larger (on average) and more elegant species, the hobbies and relatives. These birds are characterized by considerable amounts of dark slaty grey in their plumage; the malar area is nearly always black. They feed mainly on smaller birds.


          Last are the Peregrine Falcon and its relatives: powerful birds, often the size of small hawks, they also have a black malar area (except some very light colour morphs), and often a black cap also. Otherwise, they are somewhat intermediate between the other groups, being chiefly medium grey with some lighter or brownish colours on the upper side. They are on average more delicately patterned than the hobbies, and as opposed to the other groups, where tail colour is not indicative of evolutionary relationships


          The tails of the large falcons are quite uniformly dark grey with rather inconspicuous black banding and small white tips. These largest Falco feed on mid-sized birds and terrestrial vertebrates, taking prey of up to 5-pound sage grouse size.


          While these three groups, loosely circumscribed, are an informal arrangement, they are probably contain several distinct clades in their entirety. A study of mtDNA cytochrome b sequence data of some kestrels (Groombridge et al. 2002) identified a clade containing the Common Kestrel and related " malar-striped" species, to the exclusion of such taxa as the Greater Kestrel (which lacks a malar stripe), the Lesser Kestrel (which is very similar to the Common but also has no malar stripe), and the American Kestrel. The latter species has a malar stripe, but its colour pattern - apart from the brownish back - and notably also the black feathers behind the ear, which never occur in the true kestrels, are more reminiscent of some hobbies. The malar-striped kestrels apparently split from their relatives in the Gelasian, roughly 2.5-2 mya, and are apparently of tropical East African origin.


          


          Species in taxonomic order


          
            [image: Common Kestrel]

            
              Common Kestrel
            

          


          
            [image: New Zealand Falcon, a relative of the hobbies]

            
              New Zealand Falcon, a relative of the hobbies
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              Peregrine Falcon
            

          


          
            	Madagascar Kestrel, Falco newtoni


            	Seychelles Kestrel, Falco araea


            	Mauritius Kestrel, Falco punctatus


            	Runion Kestrel, Falco duboisi - extinct (c. 1700)


            	Spotted Kestrel, Falco moluccensis


            	Nankeen Kestrel or Australian Kestrel, Falco cenchroides


            	Common Kestrel, Falco tinnunculus

              
                	Rock Kestrel, Falco tinnunculus rupicolus

              

            


            	Greater Kestrel, Falco rupicoloides


            	Fox Kestrel, Falco alopex


            	Lesser Kestrel, Falco naumanni


            	Grey Kestrel, Falco ardosiaceus


            	Dickinson's Kestrel, Falco dickinsoni


            	Banded Kestrel, Falco zoniventris


            	Red-necked Falcon, Falco chicquera


            	Red-footed Falcon, Falco vespertinus


            	Amur Falcon, Falco amurensis


            	Eleonora's Falcon, Falco eleonorae


            	Sooty Falcon, Falco concolor


            	Aplomado Falcon, Falco femoralis


            	American Kestrel, Falco sparverius


            	Merlin Falcon, Falco columbarius


            	Bat Falcon, Falco rufigularis


            	Orange-breasted Falcon, Falco deiroleucus


            	Eurasian Hobby, Falco subbuteo


            	African Hobby, Falco cuvierii


            	Oriental Hobby, Falco severus


            	Australian Hobby, Falco longipennis


            	New Zealand Falcon, Falco novaeseelandiae


            	Brown Falcon, Falco berigora


            	Grey Falcon, Falco hypoleucos


            	Lanner Falcon, Falco biarmicus


            	Laggar Falcon, Falco jugger


            	Saker Falcon, Falco cherrug


            	Black Falcon, Falco subniger


            	Gyr Falcon, Falco rusticolus


            	Prairie Falcon, Falco mexicanus


            	
              Peregrine Falcon, Falco peregrinus

              
                	Barbary Falcon, Falco (peregrinus) pelegrinoides

              

            


            	Taita Falcon, Falco fasciinucha
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              Approaching the top with the Ochil Hills in background
            

          


          The Falkirk Wheel, named after the nearby town of Falkirk in central Scotland, is a rotating boat lift connecting the Forth and Clyde Canal with the Union Canal. The difference in the levels of the two canals at the wheel is 24metres (79ft), roughly equivalent to the height of an eight storey building. The structure is located near the Rough Castle Fort and the closest village is Tamfourhill. On 24 May 2002, Queen Elizabeth II opened the Falkirk Wheel as part of her Golden Jubilee celebrations. The opening had been delayed by a month due to flooding caused by vandals who forced open the Wheel's gates.


          


          Design of the Falkirk Wheel


          Architectural services were supplied by Scotland-based RMJM, from initial designs by Nicoll Russell Studios and engineers Binnie Black and Veatch..


          Bachy/Soletanche and Morrison Construction Joint Venture won the contract to design and construct a new section of canal, a tunnel beneath the Antonine wall, a section of aqueduct, the wheel and receiving basin. In turn the Joint Venture appointed Butterley Engineering to design and construct the wheel. Butterley undertook all construction work for the wheel and set up its own team to carry out the design work. This team comprised Tony Gee and Partners, to undertake the structural design responsibilities and M G Bennett & Associates to design the mechanical and electrical equipment for the wheel.


          The wheel, which has an overall diameter of 35metres (110ft), consists of two opposing arms which extend 15 metres beyond the central axle, and which take the shape of a Celtic-inspired, double-headed axe. Two sets of these axe-shaped arms are attached about 25metres (82ft) apart to a 3.5metres (11ft) diameter axle. Two diametrically opposed water-filled caissons, each with a capacity of 80,000imperialgallons (360,000l/96,000US gal), are fitted between the ends of the arms.


          These caissons always weigh the same whether or not they are carrying their combined capacity of 600tonnes (590LT/660ST) of floating canal barges as, according to Archimedes' principle, floating objects displace their own weight in water, so when the boat enters, the amount of water leaving the caisson weighs exactly the same as the boat. This keeps the wheel balanced and so, despite its enormous mass, it rotates through 180 in five and a half minutes while using very little power. It takes just 22.5kilowatts (30.2hp) to power the electric motors, which consume just 1.5kilowatt-hours (5.4MJ) of energy in four minutes, roughly the same as boiling eight kettles of water.


          The wheel is the only rotating boat lift of its kind in the world, and is regarded as an engineering landmark for Scotland. The United Kingdom has one other boat lift: the Anderton boat lift in Cheshire. The Falkirk Wheel is an improvement on the Anderton boat lift and makes use of the same original principle: two balanced tanks, one going up and the other going down, however, the rotational mechanism is entirely unique to the Falkirk Wheel.


          


          How the wheel rotates


          
            [image: Showing the ring gears]

            
              Showing the ring gears
            

          


          The wheel rotates together with the axle, which is supported by four-metre-diameter slewing bearings that are fitted to the ends of the axle and have their outer rings mounted on the plinths, which in turn are constructed on top of piled foundations.


          The slewing bearing at the machine-room end of the axle has an inner ring gear which in this configuration acts as a rotating annulus. The rotating annulus is driven by ten hydraulic motors which are assembled on a stationary bearing and motor assembly known as the planet carrier which in turn is also mounted onto a plinth similar to the one at the other end of the axle. The drive-shafts of the motors have pinion gears which act as stationary planetary gears in this train of gears and engage the rotating annulus ring gear. An electric motor drives a hydraulic pump which is connected to the hydraulic motors by means of hoses and drive the wheel at 1/8 revolution per minute.


          


          Construction of the wheel


          The wheel was constructed by Butterley Engineering at Ripley in Derbyshire under Millennium Plans to reconnect the Forth and Clyde Canal with the Union Canal, mainly for recreational use. The two canals were previously connected by a series of 11 locks, but by the 1930s these had fallen into disuse, were filled in and the land built upon.


          The Millennium Commission decided to regenerate the canals of central Scotland to connect Glasgow with Edinburgh once more. Designs were submitted for a lock to link the canals, with the Falkirk Wheel design winning. As with many Millennium Commission projects the site includes a visitors' centre containing a shop, caf and exhibition centre.


          
            [image: The Falkirk Wheel in action. The wedge-shaped building on the right is the visitors' centre. Click on image to view the Docking Pit at the bottom canal.]

            
              The Falkirk Wheel in action. The wedge-shaped building on the right is the visitors' centre. Click on image to view the Docking Pit at the bottom canal.
            

          


          


          How the caissons are kept level


          The caissons need to rotate at the same speed as the wheel but in the opposite direction to keep them level and to ensure that the load of boats and water does not tip out when the wheel turns.


          Each end of each caisson is supported on small wheels which run on the inside face of the eight-metre-diameter holes at the ends of the arms, allowing the caissons to rotate. The rotation is controlled by means of a train of gears: an alternating pattern of three eight-metre-diameter ring gears and two smaller idler gears, all with external teeth. The central large gear acts as a stationary sun gear. It is fitted loosely over the axle at its machine-room end and fixed to a plinth to prevent it from rotating. The two, smaller, idler gears are fixed to each of the arms of the wheel at its machine-room end and act as planet gears. When the motors rotate the wheel, the arms swing and the planet gears engage the sun gear, which results in the planet gears rotating at a higher speed than the wheel but in the same direction. The planet gears engage the large ring gears at the end of the caissons, driving them at the same speed as the wheel but in the opposite direction. This cancels the rotation due to the arms and keeps the caissons stable and perfectly level.


          


          The docking-pit


          The docking-pit is a drydock-like port which is isolated from the lower canal basin by means of watertight gates and kept dry by means of water pumps. When the wheel rotates and stops with its arms in the vertical position it is possible for boats to enter and exit the lower caisson when the gates are open without flooding the docking-pit. The space below the caisson is empty.


          If it were not for inclusion of the docking-pit the caissons and extremities of the arms of the wheel would be immersed in water at the lower canal basin each time the wheel rotates. This would result in a number of undesirable situations developing, such as providing buoyancy to the bottom caisson and the viscosity of the water causing an increase in the required power.


          


          How the canal was routed through the wheel


          The route chosen to take the Union Canal to the site of the wheel involved building a completely new section of canal, leading from the original terminus at Port Maxwell to link up with a new basin to the south of the wheel.


          The water level in this basin is the same as the aqueduct at the top section of the wheel, the two being joined by the new 150 metre long Rough Castle Tunnel with elliptical cross section. This is the most recent new canal tunnel to be built in the UK since canal excavation in Dudley, West Midlands.


          There are two locks to drop the canal level from that of the Union Canal to this basin. The tunnel was required because the canal had to pass underneath the route of the Antonine Wall without disturbing its archaeological remains. Just at this point the tunnel also passes below a road and the main Edinburgh to Glasgow railway line.


          


          Costs and prices


          The Falkirk Wheel cost 17.5 million, and the restoration project as a whole cost 84.5 million (of which 32 million came from National Lottery funds).


          The Falkirk Wheel Visitor Centre offers scheduled one-hour, round trip boat tours, called "The Falkirk Wheel Experience", that include passage on the wheel. The tours start below the wheel in the Forth & Clyde Canal, ascend via the wheel to the Union Canal, visit nearby areas on the Union Canal, and then return. As of 2008, the boat tour costs 8 for adults, 4.25 for children aged 3-15 (free for children under 3), OAP concession 6.50, student/ UB40 concession 6.50, and family price of 21.50 (2 adults and 2 children) with a discount of 10% for a group of 20 or more.


          


          Future rotating boat lifts


          A similar design of boat lift has been suggested for a proposed new canal that would run along Marston Vale in Bedfordshire. It would be part of a large-scale project creating an area of leisure and tourism facilities linked to the future expansion of Bedford and Milton Keynes. The lift would link the Grand Union Canal at Milton Keynes with the River Great Ouse at Bedford.


          A future expansion of the Forth & Clyde canal at the entrance to the River Forth has been proposed. It would use two new boat lift structures, with horses' heads around 115feet (35m) tall. Models of the Kelpie (mythological horse) heads planned for use in this new boat lift can be seen at the basin of the Falkirk Wheel.


          


          Photographs
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              	Motto:"Desire the right"
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              	Capital

              (and largest city)

              	Stanley

            


            
              	Official languages

              	English
            


            
              	Demonym

              	Falkland Islander
            


            
              	Government

              	British Overseas Territory
            


            
              	-

              	Head of state

              	Queen Elizabeth II
            


            
              	-

              	Governor

              	Alan Huckle
            


            
              	-

              	Chief Executive

              	Tim Thorogood
            


            
              	British overseas territory
            


            
              	-

              	Liberation Day

              	14 June 1982
            


            
              	Area
            


            
              	-

              	Total

              	12,173km( 162nd)

              4,700 sqmi
            


            
              	-

              	Water(%)

              	0
            


            
              	Population
            


            
              	-

              	July 2005estimate

              	3,060( 226th)
            


            
              	-

              	Density

              	0.25/km( 240th)

              0.65/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$75 million( 223th)
            


            
              	-

              	Per capita

              	$25,000 (2002 estimate)( not ranked)
            


            
              	HDI(n/a)

              	n/a(n/a)( n/a)
            


            
              	Currency

              	Falkland Islands pound1 ( FKP)
            


            
              	Time zone

              	( UTC-4)
            


            
              	-

              	Summer( DST)

              	( UTC-3)
            


            
              	Internet TLD

              	.fk
            


            
              	Calling code

              	+500
            


            
              	1 Fixed to the Pound sterling (GBP).
            

          


          The Falkland Islands (Spanish: Islas Malvinas) are an archipelago in the South Atlantic Ocean, located 300miles (483km) from the coast of Argentina, 671miles (1,080km) west of the Shag Rocks (South Georgia), and 584 miles (940 km) north of the British Antarctic Territory (which overlaps with the Argentine and Chilean claims to Antarctica in that region). They consist of two main islands, East Falkland and West Falkland, together with 776 smaller islands. Stanley, on East Falkland, is the capital. The islands are a self-governing Overseas Territory of the United Kingdom, but have been the subject of a claim to sovereignty by Argentina since the re-establishment of British rule in 1833.


          In pursuit of this claim in 1982, the islands were invaded by Argentina, precipitating the two-month-long undeclared Falklands War between Argentina and the United Kingdom, which resulted in the defeat and withdrawal of Argentine forces. Since the war there has been strong economic growth in both fisheries and tourism. The inhabitants of the islands are full British citizens (since a 1983 Act) and under Argentine Law are eligible for Argentine citizenship. Many trace their origins on the islands to early 19th-century Scottish immigration. The islands' residents reject the Argentine sovereignty claim.


          


          Name


          The islands are referred to in the English language as "[The] Falkland Islands". This name dates from an expedition led by John Strong in 1690, who named the islands after his patron, Anthony Cary, 5th Viscount Falkland. The Spanish name for the islands, "Islas Malvinas", is derived from the French name "les Malouines", bestowed in 1764 by Louis Antoine de Bougainville, after the mariners and fishermen from the Breton port of Saint-Malo who became the island's first known settlers. The ISO designation is "Falkland Islands (Malvinas)".


          As a result of the continuing sovereignty dispute, the use of many Spanish names is considered offensive in the Falkland Islands, particularly those associated with the 1982 invasion of the Falkland Islands. General Sir Jeremy Moore would not allow the use of Islas Malvinas in the surrender document, dismissing it as a propaganda term.


          


          History


          The Falkland Islands have had a complex history since their discovery, with France, Britain, Spain, and Argentina all claiming possession, and establishing as well as abandoning settlements on the islands. The Falklands Crisis of 1770 was nearly the cause of a war between a Franco-Spanish Alliance and Britain. The Spanish government's claim was continued by Argentina after the latter's independence in 1816 and the independence war in 1817. The United Kingdom returned to the islands in 1833 following the destruction of the Argentine settlement at Puerto Luis by the American sloop USS Lexington ( 28 December 1831). Argentina has continued to claim sovereignty over the islands, and the dispute was used by the military junta as a pretext to invade and briefly occupy the islands before being defeated in the two-month-long Falklands War in 1982 by a United Kingdom task force which returned the islands to British control.


          The islands were uninhabited when they were first discovered by European explorers. There is disputed evidence of prior settlement, based on:


          
            	The existence of the Falkland Island fox, or Warrah (now extinct). It is thought that humans brought it to the islands, but it may have reached the islands via a land bridge when the sea level was much lower during the last ice age.


            	A scattering of undated artefacts including arrowheads and the remains of a canoe.

          


          The first European explorer to sight the islands is widely thought to be Sebald de Weert, a Dutch sailor, in 1600. Although several British and Spanish historians maintain their own explorers discovered the islands earlier, some older maps, particularly Dutch ones, used the name "Sebald Islands", after de Weert.


          In January 1690, English sailor John Strong, captain of the Welfare, was heading for Puerto Deseado (in Argentina); but driven off course by contrary winds, he reached the Sebald Islands instead and landed at Bold Cove. He sailed between the two principal islands and called the passage "Falkland Channel" (now Falkland Sound), after Anthony Cary, 5th Viscount Falkland (16591694), who as Commissioner of the Admiralty had financed the expedition, later becoming First Lord of the Admiralty. From this body of water the island group later took its collective English name.
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          The first settlement on the Falkland Islands, called Port St. Louis, was founded by the French navigator and military commander Louis Antoine de Bougainville in 1764 on Berkeley Sound, in present-day Port Louis, East Falkland.


          Unaware of the French presence, in January 1765 British captain John Byron explored and claimed Saunders Island, at the western end of the group, where he named the harbour of Port Egmont, and sailed near other islands, which he also claimed for King George III. A British settlement was built at Port Egmont in 1766. Also in 1766, Spain acquired the French colony, and after assuming effective control in 1767, placed the islands under a governor subordinate to the Buenos Aires colonial administration. Spain attacked Port Egmont, ending the British presence there in 1770. The expulsion of the British settlement brought the two countries to the brink of war, but a peace treaty allowed the British to return to Port Egmont in 1771 with neither side relinquishing sovereignty.


          As a result of economic pressures resulting from the forthcoming American War of Independence, the United Kingdom unilaterally chose to withdraw from many of her overseas settlements in 1774. Upon her withdrawal in 1776 the UK left behind a plaque asserting her claims. From then on, Spain alone maintained a settlement ruled from Buenos Aires under the control of the Viceroyalty of the Rio de la Plata until 1811. On leaving in 1811, Spain, too, left behind a plaque asserting her claims.


          When Argentina declared its independence from Spain in 1816, it laid claim to the islands according to the uti possidetis principle, since they had been under the administrative jurisdiction of the Viceroyalty of the Rio de la Plata. On 6 November 1820, Colonel David Jewett raised the flag of the United Provinces of the River Plate (Argentina) at Port Louis. Jewett was an American sailor and privateer in the employment of businessman Patrick Lynch to captain his ship, the frigate Herona (Lynch had obtained a corsair licence from the Buenos Aires Supreme Director Jose Rondeau). Jewett had put into the islands the previous month, following a disastrous eight month voyage with most of his crew disabled by scurvy and disease. After resting in the islands and repairing his ship he returned to Buenos Aires.


          Occupation began in 1828 with the foundation of a settlement and a penal colony. The settlement was destroyed by United States warships in 1831 after the Argentinian governor of the islands Luis Vernet seized U.S. seal hunting ships during a dispute over fishing rights. They left behind escaped prisoners and pirates. In November 1832, Argentina sent another governor who was killed in a mutiny.


          In January 1833, British forces returned and informed the Argentine commander that they intended to reassert British sovereignty. The existing settlers were allowed to remain, with an Irish member of Vernet's settlement, William Dickson, appointed as the Islands' governor. Vernet's deputy, Matthew Brisbane, returned later that year and was informed that the British had no objections to the continuation of Vernet's business ventures provided there was no interference with British control.
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          The Royal Navy built a base at Stanley, and the islands became a strategic point for navigation around Cape Horn. A World War I naval battle, the Battle of Falkland Islands, took place in December 1914, with a British victory over the Germans. During World War II, Stanley served as a Royal Navy station and serviced ships which took part in the Battle of the River Plate.


          Sovereignty over the islands became an issue again in the latter half of the 20th century. Argentina, which had never renounced its claim to the islands, saw the creation of the United Nations as an opportunity to present its case before the rest of the world. In 1945, upon signing the UN Charter, Argentina stated that it reserved its right to sovereignty of the islands, as well as its right to recover them. The United Kingdom responded in turn by stating that, as an essential precondition for the fulfilment of UN Resolution 1514, regarding the de-colonisation of all territories still under foreign occupation, the Falklanders first had to vote for the British withdrawal at a referendum to be held on the issue.
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          Talks between British and Argentine foreign missions took place in the 1960s, but failed to come to any meaningful conclusion. A major sticking point in all the negotiations was that the two thousand inhabitants of mainly British descent preferred that the islands remain British territory.


          


          Argentine links


          There were no air links to the islands until 1971, when the Argentine Air Force (FAA), which operates the state airline LADE, began amphibious flights between Comodoro Rivadavia and Stanley using Grumman HU-16 Albatross aircraft. Following a FAA request, the UK and Argentina reached an agreement for the FAA to construct the first runway. Flights began using Fokker F27 and continued with Fokker F28 aircraft twice a week until 1982. This was the only air link to the islands. YPF, the Argentine national oil and gas company, now part of Repsol YPF, supplied the islands' energy needs.


          


          Falklands War


          
            [image: The flag of the Falklands was banned when Argentina invaded]

            
              The flag of the Falklands was banned when Argentina invaded
            

          


          On 2 April 1982, Argentina invaded the Falkland Islands and other British territories in the South Atlantic (South Georgia and the South Sandwich Islands). The military junta which had ruled Argentina since 1976 sought to maintain power by diverting public attention from the nation's poor economic performance. They attempted to do this by playing off long-standing feelings of the Argentines towards the islands. British writers hold that the United Kingdom's reduction in military capacity in the South Atlantic also encouraged the invasion.


          The United Nations Security Council issued Resolution 502, calling on Argentina to withdraw forces from the Islands and for both parties to seek a diplomatic solution. International reaction ranged from support in the Latin American countries (with the exception of Chile), to opposition in Europe (with the exception of Spain), the Commonwealth, and eventually the United States. The British sent an expeditionary force to retake the islands, leading to the Falklands War. After short but fierce naval and air battles, the British landed at San Carlos Water on 21 May, and a land campaign followed until the Argentine forces surrendered on 14 June.


          Following the war, the British increased their military presence on the islands, constructing RAF Mount Pleasant and increasing the military garrison. Although the United Kingdom and Argentina resumed diplomatic relations in 1989, no further negotiations on sovereignty have taken place.


          


          Politics
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          Executive authority is vested in the Queen and is exercised by the Governor on her behalf. The Governor is also responsible for the administration of South Georgia and the South Sandwich Islands, as these islands have no native inhabitants. Defence and Foreign Affairs are the responsibility of the United Kingdom. The current Governor is Alan Huckle, appointed July 2006.


          Under the constitution, the latest version of which came into force in 1985, there is an Executive Council and a Legislative Council of the Falkland Islands. The Executive Council, which advises the Governor, is also chaired by the Governor. It consists of the Chief Executive, Financial Secretary and three Legislative Councillors, who are elected by the other Legislative Councillors. The Legislative Council consists of the Chief Executive, Financial Secretary and the eight Legislative Councillors, of whom five are elected from Stanley and three from Camp, for four-year terms. It is presided over by the Speaker, currently Darwin Lewis Clifton.


          The loss of the war against the United Kingdom over control of the islands led to the collapse of the Argentine military dictatorship in 1983. Disputes over control of the islands continue. In 1992 Argentina and Britain resumed diplomatic relations and reopened their embassies in each other's countries. In 1998, in retaliation for the arrest in London of the former Chilean president Augusto Pinochet, the Chilean government banned flights between Punta Arenas and Port Stanley, thus isolating the islands from the rest of the world. Uruguay and Brazil refused to authorise direct flights between their territories and Port Stanley, forcing the Islands' government to enter negotiations with the Argentine government which led to Argentina authorising direct flights between its territory and Stanley, on condition that Argentine citizens be allowed on the islands. In 2001, British Prime Minister Tony Blair became the first Prime Minister to visit Argentina since the war. On the twenty-second anniversary of the war, Argentina's President Nstor Kirchner gave a speech insisting that the islands would once again be part of Argentina. Kirchner, campaigning for president in 2003, regarded the islands as a top priority. In June 2003 the issue was brought before a United Nations committee, and attempts have been made to open talks with the United Kingdom to resolve the issue of the islands. As far as the Falkland Islands Government and people are concerned, there is no issue to resolve. The Falkland Islanders themselves are almost entirely British and maintain their allegiance to the United Kingdom.


          On 2 April 2007 (exactly 25 years after the Argentine invasion), Argentina renewed its claim over the Falkland Islands, asking for the UK to resume talks on sovereignty.


          Falkland Islanders were granted full British citizenship from 1 January 1983 under the British Nationality (Falkland Islands) Act 1983.


          22 September 2007, The Guardian reported the UK government was preparing to stake new claims on the sea floor around the Falklands and other UK remote island possessions, in order to exploit natural resources that may be present. In October 2007, a British spokeswoman confirmed that Britain intended to submit a claim to the UN to extend seabed territory around the Falklands and South Georgia, in advance of the expiry of the deadline for territorial claims following Britain's ratification of the 1982 Law of the Sea Convention.. If the claim is disputed, the UN will suspend the claim until the dispute is settled. The claim is largely theoretical and does not affect the Antarctic treaty or confirm new rights upon Britain. Neither does it permit the exploitation of oil or gas reserves, since these are banned by a protocol to the treaty. It would enable Britain to police fishing within the zone to prevent over exploitation of natural resources by commercial fishing in line with Britain's obligations under the treaty. Nevertheless many commentators have criticised the move for going against the spirit of the Antarctic treaty. Argentina has indicated it will challenge any British claim to Antarctic territory and the area around the Falkland Islands and South Georgia.
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          The Falkland Islands comprise two main islands, East Falkland and West Falkland (in Spanish Isla Gran Malvina and Isla Soledad respectively), and about 776 small islands. The total land area is 4,700 square miles (12,173 km), approximately the same area as Connecticut or Northern Ireland, with a coastline estimated at 800miles (1,288km).


          Much of the land is part of the two main islands separated by the Falkland Sound: East Falkland, home to the capital of Stanley and the majority of the population, and West Falkland. Both islands have mountain ranges, rising to 2,313 feet (705 m) at Mount Usborne on East Falkland. There are also some boggy plains, most notably Lafonia, on the southern half of East Falkland. Virtually the entire area of the islands is used as pasture for sheep.


          Smaller islands surround the main two. They include Barren Island, Beaver Island, Bleaker Island, Carcass Island, George Island, Keppel Island, Lively Island, New Island, Pebble Island, Saunders Island, Sealion Island, Speedwell Island, Staats Island, Weddell Island, and West Point Island. The Jason Islands lie to the north west of the main archipelago, and Beauchene Island some distance to its south. Speedwell Island and George Island are split from East Falkland by Eagle Passage.


          The islands claim a territorial sea of 12 nautical miles (22km) and an exclusive fishing zone of 200nautical miles (370km), which has been a source of disagreement with Argentina.


          Surrounded by cool South Atlantic waters, the Falkland Islands have a climate very much influenced by the ocean with a narrow annual temperature range of only 7C. January averages about 9C, with average daily high of 13C, while July averages about 2C with average daily high 4C. Rainfall is relatively low at about 24inches (610 mm). Humidity and winds, however, are constantly high. Snow is rare, but can occur at almost any time of year.


          Biogeographically, the Falkland Islands are classified as part of the Neotropical realm, together with South America. It is also classified as part of the Antarctic Floristic Kingdom.


          


          Economy


          Sheep farming (as of 2002, there were 583,000 sheep on the island) was formerly the main source of income for the islands, and still plays an important part with high quality wool exports going to the UK, but efforts to diversify introduced in 1984 have made fishing the largest part of the economy and brought increasing income from tourism.


          The government sale of fishing licences to foreign countries has brought in more than 40 million a year in revenues, and local fishing boats are also in operation. More than 75% of the fish taken are squid, and most exports are to Spain. Tourism has shown rapid growth, with more than 30,000 visitors in 2001. The islands have become a regular port of call for the growing market of cruise ships. Attractions include the scenery and wildlife conservation with penguins, seabirds, seals and sealions, as well as visits to battlefields, golf, fishing and wreck diving.


          An agreement with Argentina had set the terms for exploitation of offshore resources including large oil reserves, however, in 2007 Argentina unilaterally withdrew from the agreement. In response, Falklands Oil and Gas Limited has signed an agreement with BHP Billiton to investigate the potential exploitation of oil reserves. Climatic conditions of the southern seas mean that exploitation will be a difficult task, though economically viable, and the continuing sovereignty dispute with Argentina is hampering progress.


          Defence is provided by the UK, and British military expenditures make a significant contribution to the economy. The islands are self sufficient except for defence; exports account for more than 125million a year.


          The largest company in the islands used to be the Falkland Islands Company (FIC), a publicly quoted company on the London Stock Exchange which was responsible for the majority of the economic activity on the islands, though its farms were sold in 1991 to the Falkland Islands Government. The FIC now operates several retail outlets in Stanley and is involved in port services and shipping operation.
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          The currency in use is the Falkland Pound, which remains in parity with the pound sterling. Sterling notes and coins circulate interchangeably with the local currency. The Falkland Islands also mint their own coins, and issue stamps, which forms a source of revenue from overseas collectors.


          


          Demographics
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          The population is 2,967 (July 2003 estimate), the majority of which are of British descent (approximately 70%), as a result of primarily Scottish and Welsh immigration to the islands. The native-born inhabitants call themselves "Islanders". Outsiders often call Islanders "Kelpers", from the kelp which grows profusely around the islands, but the name is no longer used in the Islands. Those people from the United Kingdom who have obtained Falkland Island status became what are known locally as 'belongers'. A few Islanders are of French, Gibraltarian (such as the Pitalaugas), Portuguese and Scandinavian descent. Some are the descendants of whalers who reached the Islands during the last two centuries. Furthermore there is a small minority of South American, mainly Chilean origin, and in more recent times many people from Saint Helena have also come to work in the Islands. The Falkland Islands have been a centre of English language learning for South Americans.


          The main religion is Christianity. The main denominations are Church of England, Roman Catholic, United Free Church, and Lutheran-based denominations. Other smaller numbers of Christian churches are active, including Jehovah's Witnesses, Seventh-day Adventist and Greek Orthodox; with the latter being due to Greek fishermen passing through. There is also a small Bah' presence .


          


          Medical care


          The Falkland Islands Government Health and Social Services Department provides medical care for the islands. The King Edward VII Memorial Hospital (KEMH) is Stanley's only hospital. It was partially military operated in the past but is now under complete civilian control. There are no ophthalmologists or opticians on the islands, although an optician from the United Kingdom visits about every six months and an ophthalmologist comes to do cataract surgery and eye exams on irregular intervals (once every few years). There are two dentists on the islands.


          


          Broadcasting and telecommunications


          


          Broadcasting


          
            	PAL television, using the UK UHF allocation is standard.


            	FM stereo broadcasting using the UK allocation is standard.


            	MW broadcasting using 10 kHz steps (standard in ITU Region II).

          


          


          Telephone


          The Falkland Islands has a modern telecommunications network providing fixed line telephone and ADSL and dial-up internet services in Stanley.


          Telephony is provided to outlying settlements using microwave radio.


          A GSM mobile network was installed in 2005 which provided coverage of Stanley, Mount Pleasant and surrounding areas.


          


          Sport


          There are a number of sports clubs on the Falklands, including Badminton, Clay Pigeon Shooting, Cricket, Football, Golf, Hockey, Netball, rugby union, Sailing, Swimming, Table Tennis and Volleyball. The Falklands compete in the biannual Island Games.


          


          Transport


          


          The Falkland Islands has two airports with paved runways. RAF Mount Pleasant, thirty miles west of Stanley, acts as the main international airport, with flights operated by the Royal Air Force to RAF Brize Norton in Oxfordshire, England via a refuelling stop at RAF Ascension Island. RAF flights are on TriStars although it is common for charter aircraft to be used if the TriStars are required for operational flights. At present (December 2007) the RAF air link is operated by Omni Air International, using DC-10s. Weekly flights are also available to/from Santiago, Chile, operated by LAN Airlines.


          Port Stanley Airport is a smaller airport outside the city, and is used for internal flights. Most settlements have grass air strips which are served by Islander aircraft of the Falkland Islands Government Air Service (FIGAS). The internal flight schedule is decided a day in advance according to passenger needs and an announcement made on the radio detailing arrival and departure times the night before. The British International (BRINTEL) company also operate two Sikorsky S61N helicopters for passenger flights between the islands. The British Antarctic Survey operates a transcontinental air link between the Falkland Islands and the Rothera base airfield, servicing also other British bases in the British Antarctic Territory using a de Havilland Canada Dash 7.


          The road network has been improved in recent years. However, not too many paved roads exist outside Stanley and the RAF base.


          


          Landmines and ordnance


          Approximately twenty five thousand land mines remaining from the 1982 war are securely and clearly fenced off. Free maps are available from the EOD ( Explosive Ordnance Disposal) office in Stanley. Care should still be taken as some beaches were mined, and there have been concerns the tides could have moved some mines. The same applies where mine fields are close to rivers. Care should be taken in case mines have been washed out of the marked area by flooding. There is also ordnance left over from the war, although finds of this type are becoming rarer with the passage of time.


          In February 2005, the charity Landmine Action proposed a Kyoto-style credit scheme, which would see a commitment by the British government to clear an equivalent area of mined land to that currently existing in the Falklands in more seriously mine-affected countries by March 2009. This proposal was supported by Falkland Islanders, for whom landmines do not pose a serious threat in everyday life, but the British government is yet to declare its support or opposition to the idea.


          


          Military
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          The island has a number of royal marines stationed on it at most times, but also has its own defence force known as the Falkland Islands Defence Force. This is one Company in size. It is completely funded by the Falklands government and uses vehicles such as; Quad bikes, Inflatable boats and Land Rovers to traverse the islands terrain. The Falkland Islands Defence Force uses the Steyr AUG as its main assault rifle.
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          The Fallow Deer (Dama dama) is a ruminant mammal belonging to the family Cervidae.


          The male is a buck, the female is a doe, and the young a fawn. Bucks are 140-160 cm long and 90-100 cm shoulder height, and 60-85 kg in weight; does are 130-150 cm long and 75-85 cm shoulder height, and 30-50 kg in weight. Fawns are born in spring at about 30 cm and weigh around 4.5 kg. The life span is around 12 years.


          The species is very variable in colour, with four main variants, "common", "menil", "melanistic" and "albinistic". The common form has a brown coat with white mottles that are most pronounced in summer with a much darker coat in the winter. The albinistic is the lightest coloured, almost white; common and menil are darker, and melanistic is very dark, even black (easily confused with the Sika Deer). Most herds consist of the common form but have menil form and melanistic form animals amongst them (the three groups do not stay separate and interbreed readily).


          Only bucks have antlers, these are broad and shovel-shaped. They are grazing animals; their preferred habitat is mixed woodland and open grassland. During the rut bucks will spread out and females move between them, at this time of year fallow deer are relatively ungrouped compared to the rest of the year when they try to stay together in groups of up to 150.


          


          Distribution and history
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          The Fallow Deer was a native of most of Europe during the last Interglacial. In the Holocene, the distribution was restricted to the Middle East and possibly also parts of the Mediterranean region, while further southeast in western Asia was the home of a close relative, the Persian Fallow Deer (Dama mesopotamica), that is bigger and has larger antlers. In the Levant, Fallow Deer were an important source of meat in the Palaeolithic Kebaran-culture (17000-10000 BC), as is shown by animal bones from sites in northern Israel, but the numbers decreased in the following epi-Palaeolithic Natufian culture (10000-8500 BC), perhaps because of increased aridity and the decrease of wooded areas.


          The Fallow Deer was spread across central Europe by the Romans. Until recently it was thought that the Normans introduced them to Great Britain and to Ireland for hunting in the royal forests. However recent finds at Fishbourne Roman Palace show that Fallow Deer were introduced into southern England in the first century AD. It is not known whether these escaped to form a feral colony, or whether they died out and were reintroduced by the Normans.


          The Fallow Deer is easily tamed and is often kept semi-domesticated in parks today. In more recent times, Fallow Deer have also been introduced in parts of the United States. In some areas of Central Georgia, wild fallow deer, not having any natural enemies, have increased to numbers that cause serious damage to young trees. Fallow Deer have also been intoduced in Texas, along with many other exotic deer species, where they are often hunted on large game ranches.


          One noted historical herd of fallow deer is located in the Ottenby Preserve in land, Sweden where Karl X Gustav erected a drystone wall some four kilometres long to enclose a royal fallow deer herd in the mid 1600s; the herd still exists as of 2006 (Environmental Baseline Study, Lumina Technologies, land, Sweden, July, 2004).


          


          Name
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          The Latin word damma, used for roe deer, gazelles and antelopes lies at the root of the modern scientific name, the late Latin dama, and the German "Damhirsch", French "daim", Dutch "Damhert", Italian "daino". The Hebrew name of the fallow deer, יחמור (yahmur) comes from the Aramaic language. In Aramaic language, 'חמרא' (hamra) means 'red' or 'brown'.


          
            Retrieved from " http://en.wikipedia.org/wiki/Fallow_Deer"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Family


        
          

          
            
              	Close relationships
            


            
              	
                
                  [image: ]
                

              
            


            
              	
                Affinity Attachment Bonding Boyfriend Casual Cohabitation Compersion Concubinage Consort Courtship Divorce Domestic partnership Dower, dowry, and bride price Family Friendship Girlfriend Husband Infatuation Intimacy Jealousy Limerence Love Marriage Monogamy Nonmonogamy Passion Platonic love Polyamory Polyfidelity Polygamy Psychology of monogamy Relationship abuse Relationship breakup Romance Separation Sexuality Serial monogamy Sexual orientation Significant other Soulmate Wedding Widowhood Wife

                

              
            

          


          


          Family denotes a group of people affiliated by consanguinity, affinity, and co-residence. Although the concept of consanguinity originally referred to relations by "blood," many anthropologists have argued that one must understand the notion of "blood" metaphorically, and that many societies understand 'family' through other concepts rather than through genetic distance.


          Many sociologists and anthropologists believe the primary function of the family is to reproduce society, either biologically, socially, or both. Thus, one's experience of one's family shifts over time. From the perspective of children, the family is a family of orientation: the family serves to locate children socially, and plays a major role in their enculturation and socialization. From the point of view of the parent(s), the family is a family of procreation the goal of which is to produce and enculturate and socialize children. However, producing children is not the only function of the family; in societies with a sexual division of labor, marriage, and the resulting relationship between two people, is necessary for the formation of an economically productive household.


          A conjugal family consists of one or more mothers and their children, and/or one or more spouses, usually husbands. The most common form of this family in the western world is regularly referred to as a nuclear family.


          A consanguineal family consists of a mother and her children, and other people  usually the family of the mother, like her husband. This kind of family is common where mothers do not have the resources to rear their children on their own, and especially where property is inherited. When important property is owned by men, consanguineal families commonly consist of a husband and wife, their children and other members of the husband's family.


          A matrifocal family consists of a mother and her children. Generally, these children are her biological offspring, although adoption of children is a practice in nearly every society. This kind of family is common where women have the resources to rear their children by themselves, or where men are more mobile than women.


          


          Economic functions


          Anthropologists have often supposed that the family in a traditional society forms the primary economic unit. This economic role has gradually diminished in modern times, and in societies like the United States it has become much smaller  except in certain sectors such as agriculture and in a few upper class families. In China the family as an economic unit still plays a strong role in the countryside. However, the relations between the economic role of the family, its socio-economic mode of production and cultural values remain highly complex.
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          Political functions


          On the other hand family structures or its internal relationships may affect both state and religious institutions. J.F. del Giorgio in The Oldest Europeans points that the high status of women among the descendants of the post-glacial Paleolithic European population was coherent with the fierce love of freedom of pre-Indo-European tribes. He believes that the extraordinary respect for women in those families made that children raised in such atmosphere tended to distrust strong, authoritarian leaders. According to del Giorgio, European democracies have their roots in those ancient ancestors.


          


          Kinship terminology


          Anthropologist Lewis Henry Morgan (18181881) performed the first survey of kinship terminologies in use around the world. Though much of his work is now considered dated, he argued that kinship terminologies reflect different sets of distinctions. For example, most kinship terminologies distinguish between sexes (the difference between a brother and a sister) and between generations (the difference between a child and a parent). Moreover, he argued, kinship terminologies distinguish between relatives by blood and marriage (although recently some anthropologists have argued that many societies define kinship in terms other than "blood").


          Morgan made a distinction between kinship systems that use classificatory terminology and those that use descriptive terminology. Morgan's distinction is widely misunderstood, even by contemporary anthropologists. Classificatory systems are generally and erroneously understood to be those that "class together" with a single term relatives who actually do not have the same type of relationship to ego. (What defines "same type of relationship" under such definitions seems to be genealogical relationship. This is more than a bit problematic given that any genealogical description, no matter how standardized, employs words originating in a folk understanding of kinship.) What Morgan's terminology actually differentiates are those (classificatory) kinship systems that do not distinguish lineal and collateral relationships and those (descriptive) kinship systems which do. Morgan, a lawyer, came to make this distinction in an effort to understand Seneca inheritance practices. A Seneca man's effects were inherited by his sisters' children rather than by his own children.


          Morgan identified six basic patterns of kinship terminologies:


          
            	Hawaiian: only distinguishes relatives based upon sex and generation.


            	Sudanese: no two relatives share the same term.


            	Eskimo: in addition to distinguishing relatives based upon sex and generation, also distinguishes between lineal relatives and collateral relatives.


            	Iroquois: in addition to sex and generation, also distinguishes between siblings of opposite sexes in the parental generation.


            	Crow: a matrilineal system with some features of an Iroquois system, but with a "skewing" feature in which generation is "frozen" for some relatives.


            	Omaha: like a Crow system but patrilineal.

          


          


          Western kinship
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          Most Western societies employ Eskimo kinship terminology. This kinship terminology commonly occurs in societies based on conjugal (or nuclear) families, where nuclear families have a degree of relatively mobility.


          Members of the nuclear family (or immediate family) use descriptive kinship terms:


          
            	Mother: a female parent


            	Father: a male parent


            	Son: a male child of the parent(s)


            	Daughter: a female child of the parent(s)


            	Brother: a male child of the same parent(s)


            	Sister: a female child of the same parent(s)


            	Grandfather: father of a father or mother


            	Grandmother: mother of a father or mother

          


          

          Such systems generally assume that the mother's husband has also served as the biological father. In some families, a woman may have children with more than one man or a man may have children with more than one woman. The system refers to a child who shares only one parent with another child as a "half-brother" or "half-sister". For children who do not share biological or adoptive parents in common, English-speakers use the term "stepbrother" or "stepsister" to refer to their new relationship with each other when one of their biological parents marries one of the other child's biological parents.


          Any person (other than the biological parent of a child) who marries the parent of that child becomes the "stepparent" of the child, either the "stepmother" or "stepfather". The same terms generally apply to children adopted into a family as to children born into the family.


          Typically, societies with conjugal families also favour neolocal residence; thus upon marriage a person separates from the nuclear family of their childhood (family of orientation) and forms a new nuclear family (family of procreation). This practice means that members of one's own nuclear family once functioned as members of another nuclear family, or may one day become members of another nuclear family.


          Members of the nuclear families of members of one's own (former) nuclear family may class as lineal or as collateral. Kin who regard them as lineal refer to them in terms that build on the terms used within the nuclear family:
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            	Grandparent

              
                	Grandfather: a parent's father


                	Grandmother: a parent's mother

              

            


            	Grandson: a child's son


            	Granddaughter: a child's daughter

          


          For collateral relatives, more classificatory terms come into play, terms that do not build on the terms used within the nuclear family:


          
            	Uncle: father's brother, mother's brother, father's/mother's sister's husband


            	Aunt: father's sister, mother's sister, father's/mother's brother's wife


            	Nephew: sister's son, brother's son, wife's brother's son, wife's sister's son, husband's brother's son, husband's sister's son


            	Niece: sister's daughter, brother's daughter, wife's brother's daughter, wife's sister's daughter, husband's brother's daughter, husband's sister's daughter

          


          When additional generations intervene (in other words, when one's collateral relatives belong to the same generation as one's grandparents or grandchildren), the prefix "grand" modifies these terms. (Although in casual usage in the USA a "grand aunt" is often referred to as a "great aunt", for instance.) And as with grandparents and grandchildren, as more generations intervene the prefix becomes "great grand", adding an additional "great" for each additional generation.


          Most collateral relatives have never had membership of the nuclear family of the members of one's own nuclear family.


          
            	Cousin: the most classificatory term; the children of aunts or uncles. One can further distinguish cousins by degrees of collaterality and by generation. Two persons of the same generation who share a grandparent count as "first cousins" (one degree of collaterality); if they share a great-grandparent they count as "second cousins" (two degrees of collaterality) and so on. If two persons share an ancestor, one as a grandchild and the other as a great-grandchild of that individual, then the two descendants class as "first cousins once removed" (removed by one generation); if the shared ancestor figures as the grandparent of one individual and the great-great-grandparent of the other, the individuals class as "first cousins twice removed" (removed by two generations), and so on. Similarly, if the shared ancestor figures as the great-grandparent of one person and the great-great-grandparent of the other, the individuals class as "second cousins once removed". Hence the phrase "third cousin once removed upwards".

          


          Distant cousins of an older generation (in other words, one's parents' first cousins), though technically first cousins once removed, often get classified with "aunts" and "uncles".


          Similarly, a person may refer to close friends of one's parents as "aunt" or "uncle", or may refer to close friends as "brother" or "sister", using the practice of fictive kinship.


          English-speakers mark relationships by marriage (except for wife/husband) with the tag "-in-law". The mother and father of one's spouse become one's mother-in-law and father-in-law; the female spouse of one's child becomes one's daughter-in-law and the male spouse of one's child becomes one's son-in-law. The term " Sister-in-law" refers to three essentially different relationships, either the wife of one's sibling, or the sister of one's spouse, or the wife of one's spouse's sibling. " Brother-in-law" expresses a similar ambiguity. No special terms exist for the rest of one's spouse's family.


          The terms "half-brother" and "half-sister" indicate siblings who share only one biological or adoptive parent.


          


          Family in the West
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          The different types of families occur in a wide variety of settings, and their specific functions and meanings depend largely on their relationship to other social institutions. Sociologists have a special interest in the function and status of these forms in stratified (especially capitalist) societies.


          The term " nuclear family" is commonly used, especially in the United States and Europe, to refer to conjugal families. Sociologists distinguish between conjugal families (relatively independent of the kindreds of the parents and of other families in general) and nuclear families (which maintain relatively close ties with their kindreds).


          The term " extended family" is also common, especially in the United States and Europe. This term has two distinct meanings. First, it serves as a synonym of "consanguinal family". Second, in societies dominated by the conjugal family, it refers to kindred (an egocentric network of relatives that extends beyond the domestic group) who do not belong to the conjugal family.


          These types refer to ideal or normative structures found in particular societies. Any society will exhibit some variation in the actual composition and conception of families. Much sociological, historical and anthropological research dedicates itself to the understanding of this variation, and of changes in the family form over time. Thus, some speak of the bourgeois family, a family structure arising out of 16th-century and 17th-century European households, in which the family centers on a marriage between a man and woman, with strictly-defined gender-roles. The man typically has responsibility for income and support, the woman for home and family matters.


          Philosophers and psychiatrists like Deleuze, Guattari, Laing, Reich, explained that the patriarchal-family conceived in the West tradition (husband-wife-children isolated from the outside) serves the purpose of perpetuating a propertarian and authoritarian society. The child grows according to the Oedipal model typical of capitalist societies and he becomes in turn owner of submissive children and protector of the woman.


          According to the analysis of Michel Foucault, in the west:


          
            
              the [conjugal] family organization, precisely to the extent that it was insular and heteromorphous with respect to the other power mechanisms, was used to support the great "maneuvers" employed for the Malthusian control of the birthrate, for the populationist incitements, for the medicalization of sex and the psychiatrization of its nongenital forms.

            


            
              Michel Foucault, The History of Sexuality vol I, chap. IV, sect. Method, rule 3, p.99
            

          


          According to the work of scholars Max Weber, Alan Macfarlane, Steven Ozment, Jack Goody and Peter Laslett, the huge transformation that led to modern marriage in Western democracies was "fueled by the religio-cultural value system provided by elements of Judaism, early Christianity, Roman Catholic canon law and the Protestant Reformation".


          In contemporary Europe and the United States, people in academic, political and civil sectors have called attention to single-father-headed households, and families headed by same-sex couples, although academics point out that these forms exist in other societies. Also the term blended family or stepfamily describes families with mixed parents: one or both parents remarried, bringing children of the former family into the new family.


          


          Contemporary views of the family


          Contemporary society generally views family as a haven from the world, supplying absolute fulfillment. The family is considered to encourage "intimacy, love and trust where individuals may escape the competition of dehumanizing forces in modern society from the rough and tumble industrialized world, and as a place where warmth, tenderness and understanding can be expected from a loving mother, and protection from the world can be expected from the father. However, the idea of protection is declining as civil society faces less internal conflict combined with increased civil rights and protection from the state. To many, the ideal of personal or family fulfillment has replaced protection as the major role of the family. The family now supplies what is vitally needed but missing from other social arrangements.


          Social conservatives often express concern over a purported decay of the family and see this as a sign of the crumbling of contemporary society. They feel that the family structures of the past were superior to those today and believe that families were more stable and happier at a time when they did not have to contend with problems such as illegitimate children and divorce. Others dispute this theory, claiming there is no golden age of the family gleaming at us in the far back historical past.


          A study performed by scientists from Iceland found that mating with a relative can significantly increase the number of children in a family. A lot of societies consider inbreeding unacceptable. Scientists warn that inbreeding may rise the chances of a child getting two copies of disease-causing recessive genes and in such a way it may lead to genetic disorders and higher infant mortality.


          Scientists found that couples formed of relatives had more children and grandchildren than unrelated couples. The study revealed that when a husband and wife were third cousins, they had an average of 4.0 children and 9.2 grandchildren. If a woman was in relationship with her eight cousin, then the number of children declined, showing an average of 3,3 children and 7,3 grandchildren .


          


          Size


          Natalism is the belief that human reproduction is the basis for individual existence, and therefore promotes having large families.


          Many religions, e.g., Judaism, encourage their followers to procreate and have many children.


          In recent times, there has been an increasing amount of family planning and a following decrease in total fertility rate in many parts of the world, in part due to concerns of overpopulation.


          Many countries with population decline offer incentives for people to have large families as a means of national efforts to reverse declining populations.
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          A famine is a widespread shortage of food that may apply to any faunal species, which phenomenon is usually accompanied by regional malnutrition, starvation, epidemic, and increased mortality.


          Although most famines coincide with regional shortages of food, famine in some human populations has occurred amid plenty or on account of acts of economic or military policy that have deprived certain populations of sufficient food to ensure survival. Historically, famines have occurred because of drought, crop failure, pestilence, and man-made causes such as war or misguided economic policies. Bad harvests, overpopulation, and epidemic diseases like the Black Death helped cause hundreds of famines in Europe during the Middle Ages, including 95 in the British Isles and 75 in France.


          During the 20th century, an estimated 70 million people died from famines across the world, of whom an estimated 30 million died during the famine of 195861 in China. The other most notable famines of the century included the 19421945 disaster in Bengal, famines in China in 1928 and 1942, and a sequence of famines in the Soviet Union, including the Holodomor, Stalin's famine inflicted on Ukraine in 193233. A few of the great famines of the late 20th century were: the Biafran famine in the 1960s, the disaster in Cambodia in the 1970s, the Ethiopian famine of 198385 and the North Korean famine of the 1990s.


          Famine is typically induced by a human population exceeding the regional carrying capacity to provide food resources. An alternate view of famine is a failure of the poor to command sufficient resources to acquire essential food (the "entitlement theory" of Amartya Sen), analyses of famine that focused on the political-economic processes, an understanding of the reasons for mortality in famines, an appreciation of the extent to which famine-vulnerable communities have strategies for coping with the threat of famine, and the role of warfare and terrorism in creating famine. Modern relief agencies categorize various gradations of famine according to a famine scale.


          Many areas that suffered famines in the past have protected themselves through technological and social development. The first area in Europe to eliminate famine was the Netherlands, which saw its last peacetime famines in the early 17th century as it became a major economic power and established a complex economic organization. Noting that many famines occur under dictatorship, colonial rule, or during war, Amartya Sen has posited that no functioning democracy has suffered a famine in modern times.
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          Characteristics of famine


          Today, famine strikes Sub-Saharan African countries the hardest, but with exhaustion of food resources, overdrafting of groundwater, wars, internal struggles, and economic failure, famine continues to be a worldwide problem with millions of individuals suffering. These famines cause widespread malnutrition and impoverishment; The famine in Ethiopia in the 1980s had an immense death toll, although Asian famines of the 20th century have also produced extensive death tolls. Modern African famines are characterized by widespread destitution and malnutrition, with heightened mortality confined to young children. Relief technologies including immunization, improved public health infrastructure, general food rations and supplementary feeding for vulnerable children, has blunted the mortality impacts of famines, while leaving their economic consequences unchanged. Humanitarian crises also arise from civil wars, refugee flows and episodes of extreme violence and state collapse, creating famine conditions among the affected populations.


          Despite repeated stated intentions by the world's leaders to end hunger and famine, famine remains a chronic threat in much of Africa and Asia. In July 2005, the Famine Early Warning Systems Network labelled Niger with emergency status, as well as Chad, Ethiopia, South Sudan, Somalia and Zimbabwe. In January 2006, the United Nations Food and Agriculture Organization warned that 11 million people in Somalia, Kenya, Djibouti and Ethiopia were in danger of starvation due to the combination of severe drought and military conflicts. In 2006, the most serious humanitarian crisis in Africa is in Sudan's region Darfur.


          Some believe that the Green Revolution was an answer to famine in the 1970s and 1980s. The Green Revolution began in the 20th century with hybrid strains of high-yielding crops. Between 1950 and 1984, as the Green Revolution transformed agriculture around the globe, world grain production increased by 250%. Some criticize the process, stating that these new high-yielding crops require more chemical fertilizers and pesticides, which can harm the environment. However, it was an option for developing nations suffering from famine. These high-yielding crops make it technically possible to feed much of the world population. They can be developed to provide enhanced nutrition, and a well-nourished, well-developed population would emerge. Some say that the problems of famine and ill-nourishment are the results of ethical dilemmas over using the technologies we have, as well as cultural and class differences. Furthermore, there are indications that regional food production has peaked in many world sectors, due to certain strategies associated with intensive agriculture such as groundwater overdrafting and overuse of pesticides and other agricultural chemicals.


          Frances Moore Lapp, later co-founder of the Institute for Food and Development Policy (Food First) argued in Diet for a Small Planet (1971) that vegetarian diets can provide food for larger populations, with the same resources, compared to omnivorous diets.


          Noting that modern famines are sometimes the outcome of misguided economic policies, political design to impoverish or marginalize certain populations, or acts of war, political economists have investigated the political conditions under which famine is prevented. Amartya Sen states that the liberal institutions that exist in India, including competitive elections and a free press, have played a major role in preventing famine in that country since independence. Alex de Waal has developed this theory to focus on the "political contract" between rulers and people that ensures famine prevention, noting the rarity of such political contracts in Africa, and the danger that international relief agencies will undermine such contracts through removing the locus of accountability for famines from national governments.


          


          Causes of famine


          In biological terms, a population beyond its regional carrying capacity causes famine. While the operative cause of famine is an imbalance of population with respect to food supply, some famines are caused by a combination of political, economic, and biological factors. Famines can be exacerbated by poor governance or inadequate logistics for food distribution. In some modern cases, it is political strife, poverty, and violence that disrupts the agricultural and food distribution processes. Modern famines have often occurred in nations that, as a whole, were not initially suffering a shortage of food. One of the largest historical famines (proportional to the affected population) was the Great Irish Famine, 1845-1849, which began in 1845 and occurred as food was being shipped from Ireland to England because the English could afford to pay higher prices. The largest famine ever (in absolute terms) was the Chinese famine of 195861 that occurred as a result of the Great Leap Forward. In a similar manner, the 1973 famine in Ethiopia was concentrated in the Wollo region, although food was being shipped out of Wollo to the capital city of Addis Ababa where it could command higher prices. In contrast, at the same time that the citizens of the dictatorships of Ethiopia and Sudan had massive famines in the late-1970s and early-1980s, the democracies of Botswana and Zimbabwe avoided them, despite having worse drops in national food production. This was possible through the simple step of creating short-term employment for the worst-affected groups, thus ensuring a minimal amount of income to buy food, for the duration of the localized food disruption and was taken under criticism from opposition political parties and intense media coverage.


          The failure of a harvest or the change in conditions, such as drought, can create a situation whereby large numbers of people live where the carrying capacity of the land has dropped radically. Famine is often associated with subsistence agriculture, that is, where most farming is aimed at producing enough food energy to survive. The total absence of agriculture in an economically strong area does not cause famine; Arizona and other wealthy regions import the vast majority of their food, since such regions produce sufficient economic goods for trade.


          Disasters, whether natural or man-made, have been associated with conditions of famine ever since humankind has been keeping written records. The Torah describes how "seven lean years" consumed the seven fat years, and "plagues of locusts" could eat all of the available food stuffs. War, in particular, was associated with famine, particularly in those times and places where warfare included attacks on land, by burning or salting fields, or on those who tilled the soil.


          As observed by the economist Amartya Sen, famine is sometimes a problem of food distribution and poverty. In certain cases, such as the Great Leap Forward, North Korea in the mid-1990s, or Zimbabwe in the early-2000s, famine can be caused as an unintentional result of government policy. Famine is sometimes used as a tool of repressive governments as a means to eliminate opponents, as in the Ukrainian famine of the 1930s. In other cases, such as Somalia, famine is a consequence of civil disorder as food distribution systems break down. Most cases are not simply the result of the excedence of the Earth's carrying capacity.


          Approximately 40% of the world's agricultural land is seriously degraded. In Africa, if current trends of soil degradation continue, the continent might be able to feed just 25% of its population by 2025, according to UNU's Ghana-based Institute for Natural Resources in Africa. As of late 2007, increased farming for use in biofuels, along with world oil prices at nearly $100 a barrel, has pushed up the price of grain used to feed poultry and dairy cows and other cattle, causing higher prices of wheat (up 58%), soybean (up 32%), and maize (up 11%) over the year. Food riots have recently taken place in many countries across the world. An epidemic of stem rust on wheat caused by race Ug99 is currently spreading across Africa and into Asia and is causing major concern.


          There are a number of ongoing famines caused by overpopulation, loss of arable land, war or political intervention. Beginning in the 20th century, nitrogen fertilizers, new pesticides, desert farming, and other agricultural technologies began to be used as weapons against famine. Between 1950 and 1984, as the Green Revolution transformed agriculture around the globe, world grain production increased by 250%. These agricultural technologies temporarily increased crop yields, but there are signs as early as 1995 that not only are these technologies reaching their peak of assistance, but they may now be contributing to the decline of arable land (e.g. persistence of pesticides leading to soil contamination and decline of area available for farming. Developed nations have shared these technologies with developing nations with a famine problem, but there are ethical limits to pushing such technologies on lesser developed countries. This is often attributed to an association of inorganic fertilizers and pesticides with a lack of sustainability. In any case, these technological advances might not be influential in those famines which are the result of war. Similarly so, increased yield may not be helpful with certain distribution problems, especially those arising from political intervention.


          David Pimentel, professor of ecology and agriculture at Cornell University, and Mario Giampietro, senior researcher at the National Research Institute on Food and Nutrition (INRAN), place in their study Food, Land, Population and the U.S. Economy the maximum U.S. population for a sustainable economy at 200 million. To achieve a sustainable economy and avert disaster, the United States must reduce its population by at least one-third, and world population will have to be reduced by two-thirds, says study.


          The authors of this study believe that the mentioned agricultural crisis will only begin to impact us after 2020, and will not become critical until 2050. The oncoming peaking of global oil production (and subsequent decline of production), along with the peak of North American natural gas production will very likely precipitate this agricultural crisis much sooner than expected. Geologist Dale Allen Pfeiffer claims that coming decades could see spiraling food prices without relief and massive starvation on a global level such as never experienced before.


          Water deficits, which are already spurring heavy grain imports in numerous smaller countries, may soon do the same in larger countries, such as China or India. The water tables are falling in scores of countries (including Northern China, the US, and India) due to widespread overpumping using powerful diesel and electric pumps. Other countries affected include Pakistan, Iran, and Mexico. This will eventually lead to water scarcity and cutbacks in grain harvest. Even with the overpumping of its aquifers, China has developed a grain deficit, contributing to the upward pressure on grain prices. Most of the three billion people projected to be added worldwide by mid-century will be born in countries already experiencing water shortages. After China and India, there is a second tier of smaller countries with large water deficits  Algeria, Egypt, Iran, Mexico, and Pakistan. Four of these already import a large share of their grain. Only Pakistan remains marginally self-sufficient. But with a population expanding by 4 million a year, it will also soon turn to the world market for grain.


          According to a UN climate report, the Himalayan glaciers that are the principal dry-season water sources of Asia's biggest rivers - Ganges, Indus, Brahmaputra, Yangtze, Mekong, Salween and Yellow - could disappear by 2035 as temperatures rise and human demand rises. Approximately 2.4 billion people live in the drainage basin of the Himalayan rivers. India, China, Pakistan, Afghanistan, Bangladesh, Nepal and Myanmar could experience floods followed by severe droughts in coming decades. In India alone, the Ganges provides water for drinking and farming for more than 500 million people.


          


          Effects of famine


          The demographic impacts of famine are sharp. Mortality is concentrated among children and the elderly. A consistent demographic fact is that in all recorded famines, male mortality exceeds female, even in those populations (such as northern India and Pakistan) where there is a normal times male longevity advantage. Reasons for this may include greater female resilience under the pressure of malnutrition, and the fact that women are more skilled at gathering and processing wild foods and other fall-back famine foods. Famine is also accompanied by lower fertility. Famines therefore leave the reproductive core of a populationadult womenlesser affected compared to other population categories, and post-famine periods are often characterized a "rebound" with increased births. Even though the theories of Thomas Malthus would predict that famines reduce the size of the population commensurate with available food resources, in fact even the most severe famines have rarely dented population growth for more than a few years. The mortality in China in 195861, Bengal in 1943, and Ethiopia in 198385 was all made up by a growing population over just a few years. Of greater long-term demographic impact is emigration: Ireland was chiefly depopulated after the 1840s famines by waves of emigration.


          


          Levels of food insecurity


          In modern times, governments and non-governmental organizations that deliver famine relief have limited resources with which to address the multiple situations of food insecurity that are occurring simultaneously. Various methods of categorizing the gradations of food security have thus been used in order to most efficiently allocate food relief. One of the earliest were the Indian Famine Codes devised by the British in the 1880s. The Codes listed three stages of food insecurity: near-scarcity, scarcity and famine, and were highly influential in the creation of subsequent famine warning or measurement systems. The early warning system developed to monitor the region inhabited by the Turkana people in northern Kenya also has three levels, but links each stage to a pre-planned response to mitigate the crisis and prevent its deterioration.


          The experiences of famine relief organizations throughout the world over the 1980s and 1990s resulted in at least two major developments: the "livelihoods approach" and the increased use of nutrition indicators to determine the severity of a crisis. Individuals and groups in food stressful situations will attempt to cope by rationing consumption, finding alternative means to supplement income, etc. before taking desperate measures, such as selling off plots of agricultural land. When all means of self-support are exhausted, the affected population begins to migrate in search of food or fall victim to outright mass starvation. Famine may thus be viewed partially as a social phenomenon, involving markets, the price of food, and social support structures. A second lesson drawn was the increased use of rapid nutrition assessments, in particular of children, to give a quantitative measure of the famine's severity.


          Since 2004, many of the most important organizations in famine relief, such as the World Food Programme, Thom Bauermann and the U.S. Agency for International Development chris Scott, have adopted a five-level scale measuring intensity and magnitude. The intensity scale uses both livelihoods' measures and measurements of mortality and child malnutrition to categorize a situation as food secure, food insecure, food crisis, famine, severe famine, and extreme famine. The number of deaths determines the magnitude designation, with under 1000 fatalities defining a "minor famine" and a "catastrophic famine" resulting in over 1,000,000 deaths.


          


          Historical famine, by region


          


          Famine in Africa


          In the mid-22nd century BC, a sudden and short-lived climatic change that caused reduced rainfall resulted in several decades of drought in Upper Egypt. The resulting famine and civil strife is believed to have been a major cause of the collapse of the Old Kingdom. An account from the First Intermediate Period states, "All of Upper Egypt was dying of hunger and people were eating their children." In 1680s, famine extended across the entire Sahel, and in 1738 half the population of Timbuktu died of famine.


          Historians of African famine have documented repeated famines in Ethiopia. Possibly the worst episode occurred in 1888 and succeeding years, as the epizootic rinderpest, introduced into Eritrea by infected cattle, spread southwards reaching ultimately as far as South Africa. In Ethiopia it was estimated that as much as 90 percent of the national herd died, rendering rich farmers and herders destitute overnight. This coincided with drought associated with an el Nino oscillation, human epidemics of smallpox, and in several countries, intense war. The great famine that afflicted Ethiopia from 1888 to 1892 cost it roughly one-third of its population. In Sudan the year 1888 is remembered as the worst famine in history, on account of these factors and also the exactions imposed by the Mahdist state. Colonial "pacification" efforts often caused severe famine, as for example with the repression of the Maji Maji revolt in Tanganyika in 1906. The introduction of cash crops such as cotton, and forcible measures to impel farmers to grow these crops, also impoverished the peasantry in many areas, such as northern Nigeria, contributing to greater vulnerability to famine when severe drought struck in 1913.


          However, for the middle part of the 20th century, agriculturalists, economists and geographers did not consider Africa to be famine prone (they were much more concerned about Asia). There were notable counter-examples, such as the famine in Rwanda during World War II and the Malawi famine of 1949, but most famines were localized and brief food shortages. The specter of famine recurred only in the early 1970s, when Ethiopia and the west African Sahel suffered drought and famine. The Ethiopian famine of that time was closely linked to the crisis of feudalism in that country, and in due course helped to bring about the downfall of the Emperor Haile Selassie. The Sahelian famine was associated with the slowly growing crisis of pastoralism in Africa, which has seen livestock herding decline as a viable way of life over the last two generations.


          Since then, African famines have become more frequent, more widespread and more severe. Many African countries are not self-sufficient in food production, relying on income from cash crops to import food. Agriculture in Africa is susceptible to climatic fluctuations, especially droughts which can reduce the amount of food produced locally. Other agricultural problems include soil infertility, land degradation and erosion, and swarms of desert locusts which can destroy whole crops and livestock diseases. The most serious famines have been caused by a combination of drought, misguided economic policies, and conflict. The 198385 famine in Ethiopia, for example, was the outcome of all these three factors, made worse by the Communist government's censorship of the emerging crisis. In Sudan at the same date, drought and economic crisis combined with denials of any food shortage by the then-government of President Gaafar Nimeiry, to create a crisis that killed perhaps 250,000 peopleand helped bring about a popular uprising that overthrew Nimeiry.


          Numerous factors make the food security situation in Africa tenuous, including political instability, armed conflict and civil war, corruption and mismanagement in handling food supplies, and trade policies that harm African agriculture. An example of a famine created by human rights abuses is the 1998 Sudan famine. AIDS is also having long-term economic effects on agriculture by reducing the available workforce, and is creating new vulnerabilities to famine by overburdening poor households. On the other hand, in the modern history of Africa on quite a few occasions famines acted as a major source of acute political instability. In Africa, if current trends of population growth and soil degradation continue, the continent might be able to feed just 25% of its population by 2025, according to UNU's Ghana-based Institute for Natural Resources in Africa.


          Recent examples include Ethiopia in 1973 and mid-1980s, Sudan in the late-1970s and again in 1990 and 1998. The 1980 famine in Karamoja, Uganda was, in terms of mortality rates, one of the worst in history. 21% of the population died, including 60% of the infants.


          In October 1984, television reports around the world carried footage of starving Ethiopians whose plight was centered around a feeding station near the town of Korem. BBC newsreader Michael Buerk gave moving commentary of the tragedy on 23 October 1984, which he described as a "biblical famine". This prompted the Band Aid single, which was organised by Bob Geldof and featured more than 20 other pop stars. The Live Aid concerts in London and Philadelphia raised further funds for the cause. An estimated 900,000 people die within one year as a result of the famine, but the tens of millions of pounds raised by Band Aid and Live Aid are widely believed to have saved the lives of around 6,000,000 more Ethiopians who were in danger of death.


          More than 20 years on, famine and other forms of poverty are still affecting Ethiopia, but all concerned have insisted that the problems would have been far worse had it not been for Geldof and his fundraising causes.


          


          Famine in Asia


          


          China
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          Chinese scholars had kept count of 1,828 rampages by the famine since 108 B.C. to 1911 in one province or another  an average of close to one famine per year. From 1333 to 1337 a terrible famine killed 6,000,000 Chinese. The four famines of 1810, 1811, 1846, and 1849 are said to have killed not less than 45,000,000 people. The period from 1850 to 1873 saw, as a result of Taiping Rebellion, drought, and famine, the population of China drop by over 60 million people. China's Qing Dynasty bureaucracy, which devoted extensive attention to minimizing famines, is credited with averting a series of famines following El Nio-Southern Oscillation-linked droughts and floods. These events are comparable, though somewhat smaller in scale, to the ecological trigger events of China's vast 19th century famines. (Pierre-Etienne Will, Bureaucracy and Famine) Qing China carried out its relief efforts, which included vast shipments of food, a requirement that the rich open their storehouses to the poor, and price regulation, as part of a state guarantee of subsistence to the peasantry (known as ming-sheng).


          When a stressed monarchy shifted from state management and direct shipments of grain to monetary charity in the mid-nineteenth century, the system broke down. Thus the 186768 famine under the Tongzhi Restoration was successfully relieved but the Great North China Famine of 187778 , caused by drought across northern China, was a vast catastrophe. The province of Shanxi was substantially depopulated as grains ran out, and desperately starving people stripped forests, fields, and their very houses for food. Estimated mortality is 9.5 to 13 million people.( Mike Davis, Late Victorian Holocausts)


          


          Great Leap Forward


          The largest famine of the 20th century, and almost certainly of all time, was the 195861 Great Leap Forward famine in China. The immediate causes of this famine lay in Chairman Mao Zedong's ill-fated attempt to transform China from an agricultural nation, Communist Party cadres across China insisted that peasants abandon their farms for collective farms, and begin to produce steel in small foundries, often melting down their farm instruments in the process. Collectivization undermined incentives for the investment of labor and resources in agriculture; unrealistic plans for decentralized metal production sapped needed labor; unfavorable weather conditions; and communal dining halls encouraged overconsumption of available food (see Chang, G, and Wen, G (1997), " Communal dining and the Chinese Famine 1958-1961" ). Such was the centralized control of information and the intense pressure on party cadres to report only good newssuch as production quotas met or exceededthat information about the escalating disaster was effectively suppressed. When the leadership did become aware of the scale of the famine, it did little to respond, and continued to ban any discussion of the cataclysm. This blanket suppression of news was so effective that very few Chinese citizens were aware of the scale of the famine, and the greatest peacetime demographic disaster of the 20th century only became widely known twenty years later, when the veil of censorship began to lift.


          The 195861 famine is estimated to have caused excess mortality of about 30 million, with a further 30 million cancelled or delayed births. It was only when the famine had wrought its worst that Mao reversed the agricultural collectivization policies, which were effectively dismantled in 1978. China has not experienced a major famine since 1961 (Woo-Cummings, 2002).


          


          India


          Owing to its almost entire dependence upon the monsoon rains, India is more liable than any other country in the world to crop failures, which upon occasion deepen into famine. There were 14 famines in India between 11th and 17th century (Bhatia, 1985). For example, during the 1022-1033 Great famines in India entire provinces were depopulated. Famine in Deccan killed at least 2 million people in 1702-1704. B.M. Bhatia believes that the earlier famines were localised, and it was only after 1860, during the British rule, that famine came to signify general shortage of foodgrains in the country. There were approximately 25 major famines spread through states such as Tamil Nadu in the south, and Bihar and Bengal in the east during the latter half of the 19th century.


          Romesh Dutt argued as early as 1900, and present-day scholars such as Amartya Sen agree, that the famines were a product of both uneven rainfall and British economic and administrative policies, which since 1857 had led to the seizure and conversion of local farmland to foreign-owned plantations, restrictions on internal trade, heavy taxation of Indian citizens to support unsuccessful British expeditions in Afghanistan (see The Second Anglo-Afghan War), inflationary measures that increased the price of food, and substantial exports of staple crops from India to Britain. (Dutt, 1900 and 1902; Srivastava, 1968; Sen, 1982; Bhatia, 1985.) Some British citizens, such as William Digby, agitated for policy reforms and famine relief, but Lord Lytton, the governing British viceroy in India, opposed such changes in the belief that they would stimulate shirking by Indian workers. The first, the Bengal famine of 1770, is estimated to have taken around 10 million lives  one-third of Bengal's population at the time. The famines continued until independence in 1947, with the Bengal Famine of 194344 even though there were no crop failures killing 1.5 million to 3 million Bengalis during World War II.


          The observations of the Famine Commission of 1880 support the notion that food distribution is more to blame for famines than food scarcity. They observed that each province in British India, including Burma, had a surplus of foodgrains, and the annual surplus was 5.16 million tons (Bhatia, 1970). At that time, annual export of rice and other grains from India was approximately one million tons.


          In 1966, there was a close call in Bihar, when the United States allocated 900,000 tons of grain to fight the famine.


          


          North Korea


          Famine struck North Korea in the mid-1990s, set off by unprecedented floods. This autarkic urban, industrial society had achieved food self-sufficiency in prior decades through a massive industrialization of agriculture. However, the economic system relied on massive concessionary inputs of fossil fuels, primarily from the Soviet Union and the People's Republic of China. When the Soviet collapse and China's marketization switched trade to a hard currency, full price basis, North Korea's economy collapsed. The vulnerable agricultural sector experienced a massive failure in 199596, expanding to full-fledged famine by 199699. An estimated 600,000 died of starvation (other estimates range from 200,000 to 3.5 million). North Korea has not yet resumed its food self-sufficiency and relies on external food aid from China, Japan, South Korea and the United States. Recently, North Korea requested that food supplies no longer be delivered. (Woo-Cummings, 2002)


          


          Vietnam


          Various famines have occurred in Vietnam. Japanese occupation during World War II caused the Vietnamese Famine of 1945, which caused 2 million deaths. Following the unification of the country after the Vietnam War, Vietnam briefly experienced a food shortage in the 1980s, which prompted many people to flee the country.


          


          Famine in Europe


          


          Western Europe


          The Great Famine of 13151317 (or to 1322) was the first crisis that would strike Europe in the 14th century, millions in northern Europe would die over an extended number of years, marking a clear end to the earlier period of growth and prosperity during the 11th and 12th centuries. Starting with bad weather in the spring of 1315, universal crop failures lasted until the summer of 1317, from which Europe did not fully recover until 1322. It was a period marked by extreme levels of criminal activity, disease and mass death, infanticide, and cannibalism. It had consequences for Church, State, European society and future calamities to follow in the 14th century.


          The 17th century was a period of change for the food producers of Europe. For centuries they had lived primarily as subsistence farmers in a feudal system. They had obligations to their lords, who had suzerainty over the land tilled by their peasants. The lord of a fief would take a portion of the crops and livestock produced during the year. Peasants generally tried to minimize the amount of work they had to put into agricultural food production. Their lords rarely pressured them to increase their food output, except when the population started to increase, at which time the peasants were likely to increase the production themselves. More land would be added to cultivation until there was no more available and the peasants were forced to take up more labour-intensive methods of production. Nonetheless, they generally tried to work as little as possible, valuing their time to do other things, such as hunting, fishing or relaxing, as long as they had enough food to feed their families. It was not in their interest to produce more than they could eat or store themselves.


          During the 17th century, continuing the trend of previous centuries, there was an increase in market-driven agriculture. Farmers, people who rented land in order to make a profit off of the product of the land, employing wage labour, became increasingly common, particularly in western Europe. It was in their interest to produce as much as possible on their land in order to sell it to areas that demanded that product. They produced guaranteed surpluses of their crop every year if they could. Farmers paid their labourers in money, increasing the commercialization of rural society. This commercialization had a profound impact on the behaviour of peasants. Farmers were interested in increasing labour input into their lands, not decreasing it as subsistence peasants were.


          Subsistence peasants were also increasingly forced to commercialize their activities because of increasing taxes. Taxes that had to be paid to central governments in money forced the peasants to produce crops to sell. Sometimes they produced industrial crops, but they would find ways to increase their production in order to meet both their subsistence requirements as well as their tax obligations. Peasants also used the new money to purchase manufactured goods. The agricultural and social developments encouraging increased food production were gradually taking place throughout the sixteenth century, but were spurred on more directly by the adverse conditions for food production that Europe found itself in the early seventeenth century  there was a general cooling trend in the Earth's temperature starting at the beginning end of the sixteenth century.


          The 1590s saw the worst famines in centuries across all of Europe, except in certain areas, notably the Netherlands. Famine had been relatively rare during the 16th century. The economy and population had grown steadily as subsistence populations tend to when there is an extended period of relative peace (most of the time). Subsistence peasant populations will almost always increase when possible since the peasants will try to spread the work to as many hands as possible. Although peasants in areas of high population density, such as northern Italy, had learned to increase the yields of their lands through techniques such as promiscuous culture, they were still quite vulnerable to famines, forcing them to work their land even more intensively.


          Famine is a very destabilizing and devastating occurrence. The prospect of starvation led people to take desperate measures. When scarcity of food became apparent to peasants, they would sacrifice long-term prosperity for short-term survival. They would kill their draught animals, leading to lowered production in subsequent years. They would eat their seed corn, sacrificing next year's crop in the hope that more seed could be found. Once those means had been exhausted, they would take to the road in search of food. They migrated to the cities where merchants from other areas would be more likely to sell their food, as cities had a stronger purchasing power than did rural areas. Cities also administered relief programs and bought grain for their populations so that they could keep order. With the confusion and desperation of the migrants, crime would often follow them. Many peasants resorted to banditry in order to acquire enough to eat.


          One famine would often lead to difficulties in following years because of lack of seed stock or disruption of routine, or perhaps because of less-available labour. Famines were often interpreted as signs of God's displeasure. They were seen as the removal, by God, of His gifts to the people of the Earth. Elaborate religious processions and rituals were made to prevent God's wrath in the form of famine.


          The great famine of the 1590s began the period of famine and decline in the 17th century. The price of grain, all over Europe was high, as was the population. Various types of people were vulnerable to the succession of bad harvests that occurred throughout the 1590s in different regions. The increasing number of wage labourers in the countryside were vulnerable because they had no food of their own, and their meager living was not enough to purchase the expensive grain of a bad-crop year. Town labourers were also at risk because their wages would be insufficient to cover the cost of grain, and, to make matters worse, they often received less money in bad-crop years since the disposable income of the wealthy was spent on grain. Often, unemployment would be the result of the increase in grain prices, leading to ever-increasing numbers of urban poor.


          All areas of Europe were badly affected by the famine in these periods, especially rural areas. The Netherlands was able to escape most of the damaging effects of the famine, though the 1590s were still difficult years there. Actual famine did not occur, for the Amsterdam grain trade [with the Baltic] guaranteed that there would always be something to eat in the Netherlands although hunger was prevalent.


          The Netherlands had the most commercialized agriculture in all of Europe at this time, growing many industrial crops, such as flax, hemp, and hops. Agriculture became increasingly specialized and efficient. As a result, productivity and wealth increased, allowing the Netherlands to maintain a steady food supply. By the 1620s, the economy was even more developed, so the country was able to avoid the hardships of that period of famine with even greater impunity.


          The years around 1620 saw another period of famines sweep across Europe. These famines were generally less severe than the famines of twenty-five years earlier, but they were nonetheless quite serious in many areas. Perhaps the worst famine since 1600, the great famine in Finland in 1696, killed a third of the population. PDF(589 KiB)


          The period of 174043 saw frigid winters and summer droughts which led to famine across Europe leading to a major spike in mortality.(cited in Davis, Late Victorian Holocausts, 281)


          Other areas of Europe have known famines much more recently. France saw famines as recently as the nineteenth century. Famine still occurred in eastern Europe during the 20th century.
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          The frequency of famine can vary with climate changes. For example, during the little ice age of the 15th century to the 18th century, European famines grew more frequent than they had been during previous centuries.


          Because of the frequency of famine in many societies, it has long been a chief concern of governments and other authorities. In pre-industrial Europe, preventing famine, and ensuring timely food supplies, was one of the chief concerns of many governments, which employed various tools to alleviate famines, including price controls, purchasing stockpiles of food from other areas, rationing, and regulation of production. Most governments were concerned by famine because it could lead to revolt and other forms of social disruption.


          In contrast, the Great Irish Famine, 1845-1849, was in no small part the result of policies of the Whig government of the United Kingdom under Lord Russell. Unlike in Britain, the land in Ireland was owned mostly by Anglican people of English descent, who did not identify culturally or ethnically with their peasants. The landlords were known as the Anglo-Irish. As the landowners felt no compunction to use their political clout to aid their tenants, the British government's expedient response to the food crisis in Ireland was to leave the matter solely to market forces to decide. A strict free-market approach, aided by the British army guarding ports and food depots from the starving crowds, ensured food exports continued as before, and even increased during the famine period. The immediate effect was 1,000,000 dead and another 1,000,000 refugees fleeing to Britain and the United States. After the famine passed, infertility caused by famine, diseases and immigration spurred by the landlord-run economy being so thoroughly undermined, caused the population to enter into a 100-year decline. It was not until the 1970's that the population of Ireland, then at half of what it had been before the famine, began to rise again. This period of Irish population decline after the famine was at a time when the European population doubled and the English population increased fourfold. This left the country severely underpopulated. The population decline continued in parts of the country worst affected by the famine until the 1990s - 150 years after the famine and the British government's laissez-faire economic policy. Before the Hunger, Ireland's population was over half of England's. Today it is an eighth. The population of Ireland is 6 million but there are over 80 million more people of Irish descent outside of Ireland. That is 20 more times the population of Ireland.


          Others state it was not the free market that caused the Irish famine, because at the time, Ireland did not have a free market. Irish Catholic citizens were prohibited by law from owning land, from leasing land, from voting, from holding political office, from living in a corporate town or within five miles of a corporate town, from obtaining education, from entering a profession, and from doing many other things that are necessary in order to succeed and prosper in life.


          Famine returned to the Netherlands during World War II in what was known as the Hongerwinter. It was the last famine of Europe, in which approximately 30,000 people died of starvation. Some other areas of Europe also experienced famine at the same time.


          


          Italy


          The harvest failures were devastating for the northern Italian economy. The economy of the area had recovered well from the previous famines, but the famines from 1618 to 1621 coincided because of a period of war in the area. The economy did not recover fully for centuries. There were serious famines in the late-1640s and less severe ones in the 1670s throughout northern Italy.


          


          England


          From 1536 England began legislating Poor Laws which put a legal responsibility on the rich, at a parish level, to maintain the poor of that parish. English agriculture lagged behind the Netherlands, but by 1650 their agricultural industry was commercialized on a wide scale. The last peace-time famine in England was in 162324. There were still periods of hunger, as in the Netherlands, but there were no more famines as such. Rising population levels continued to put a strain on food security, despite potatoes becoming increasingly important in the diet of the poor. On balance, potatoes increased food security in England where they never replaced bread as the staple of the poor. Climate conditions were never likely to simultaneously be catastrophic for both the wheat and potato crops.


          


          Iceland


          In 1783 the volcano Laki in south-central Iceland erupted. The lava caused little direct damage, but ash and sulfur dioxide spewed out over most of the country, causing three-quarters of the island's livestock to perish. In the following famine, around ten thousand people died, one-fifth of the population of Iceland. [Asimov, 1984, 152-153]


          


          Russia and the USSR


          Droughts and famines in Imperial Russia are known to have happened every 10 to 13 years, with average droughts happening every 5 to 7 years. Famines continued in the Soviet era, the most notorious being the Holodomor in Ukraine (19321933). The last major famine in the USSR happened in 1947 due to the severe drought.
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        Fantastic Mr. Fox


        
          

          


          Fantastic Mr. Fox is a children's book written by Roald Dahl, first published in the US by Alfred A. Knopf in 1970 with illustrations by Donald Chaffin. Some later editions were illustrated by Tony Ross, others by Quentin Blake and Jill Bennett.


          


          Plot


          The story is about a fox called Mr. Fox. At night, he steals chickens, ducks, and turkeys from three mean farmers  Boggis, Bunce and Bean  in order to feed his family. The farmers are fed up with this and try everything to kill him. One night they wait outside his foxhole in an attempt to ambush him. When Mr. Fox emerges from his home, they fire at him but only succeed in blowing off his tail.


          Determined to catch him, the farmers use spades and shovels to dig their way into the foxes' home, but Mr and Mrs Fox and their four children dig a tunnel deeper into the ground and manage to escape. The farmers even resort to using bulldozers in order to dig deeper into the ground, but to no avail.


          The three men therefore decide to play a waiting game, keeping watch on the entrance to the tunnel with shotguns at the ready, while their men patrol the area to make sure the foxes don't escape.


          After three days of starving, Mr. Fox comes up with a plan. He and his children dig further on and end up in Boggis' number one chicken house. There they steal some chickens and depart without leaving any sign of their presence there. They also raid Bunce's storehouse of ducks, geese and vegetables and Bean's underground cellar of apple cider.


          Along the way they meet Badger and other digging animals who are also starving due to the farmers' siege of the hillside. Mr Fox, feeling responsible for the whole affair, invites the other animals to a feast made from the loot and they all decide to make an underground town where they will be safe, while discreetly obtaining food from the farmers.


          Meanwhile Boggis, Bunce and Bean keep guard on the tunnel entrance in pouring rain, unaware that Mr Fox and his friends are stealing their food right under their noses.


          


          


          Verse about the Three Farmers


          In the book, local children sing the following verse to taunt the three farmers:


          Boggis and Bunce and Bean

          One fat, one short, one lean.

          These horrible crooks

          So different in looks

          Were nonetheless equally mean.


          


          Opera


          Fantastic Mr Fox has been adapted into an opera by Tobias Picker (libretto by Donald Sturrock).


          


          Film version


          The book is being adapted into a film by director Wes Anderson for release in 2009.


          


          Editions


          
            	ISBN 0-375-82207-0 ( hardcover, 2002)


            	ISBN 0-14-131128-2 ( paperback, 2001)


            	ISBN 0-14-130753-6 (paperback, 2000)


            	ISBN 0-670-88025-6 (hardcover, 1998)


            	ISBN 0-14-130113-9 (paperback, 1998)


            	ISBN 0-14-038251-8 (paperback, 1996)


            	ISBN 0-14-032872-6 (paperback, 1988)


            	ISBN 0-394-80497-X (hardcover, 1970)
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          A farm is an area of land, including various structures, devoted primarily to the practice of farming, the production and management of food, either produce or livestock (see also ranching). It is the basic production facility in food production. Farms may be owned and operated by a single individual, family, or community, or by a corporation or company. A farm can be a holding of any size from a fraction of a hectare to several thousand hectares.


          A business producing tree fruits or nuts is called an orchard; a vineyard produces raisins, wine or table grapes. The stable is used for operations principally involved in the production of horses and other animals and livestock. A farm that is primarily used for the production of milk and dairy is a dairy farm. A market garden or truck farm is a farm that raises vegetables, but little or no grain. Additional specialty farms include fish farms, which raise fish in captivity as a food source, and tree farms, which grow trees for sale for transplant, lumbering, or decorative use. A plantation is usually a large farm or estate, on which cotton, tobacco, coffee, or sugar cane, are cultivated, usually by resident laborers.


          The development of farming and farms was an important component in establishing towns. Once people have moved from hunting and/or gathering and from simple horticulture to active farming, social arrangements of roads, distribution, collection, and marketing can evolve. With the exception of plantations and colonial farms, farm sizes tend to be small in newly-settled lands and to extend as transportation and markets become sophisticated. Farming rights have been the central tenet of a number of revolutions, wars of liberation, and post-colonial economics.


          
            
              	
            

          


          


          Etymology


          The word came via French ferme from Late Latin firma = "fixed payment" from Latin firmus = "firm, solid", and originally referred to a big landowner farming out his land among other men to run it, rather than running it all himself. As times have changed fewer people are needed to assist in running the farm because of the increase of mechanization.


          


          Farming


          The term farming covers a wide spectrum of agricultural production work. At one end of this spectrum is the subsistence farmer, who farms a small area with limited resource inputs, and produces only enough food to meet the needs of his/her family. At the other end is commercial intensive agriculture, including industrial agriculture. Such farming involves large fields and/or numbers of animals, large resource inputs (pesticides, fertilizers, etc.), and a high level of mechanization. These operations generally attempt to maximize financial income from grain, produce, or livestock.


          Traditionally, the goal of farming was to create a profit, and to produce an amount of cultivated material (i.e. corn, wheat, etc) so that the resulting harvest has more worth than the cost of planting such a harvest. The costs could include the acquisition of seeds as well as the time and energy required to tend to such a venture. The resulting product is often used to sustain those who farm as both a food to eat and a commodity to sell.


          


          Types of farming


          
            	Collective farming


            	Factory farming


            	Intensive farming


            	Organic farming


            	Vertical farming


            	Fell farming

          


          


          Specialized farms


          


          Dairy farms
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          Dairy farming is a class of agriculture, where female cattle, goats, or other mammals are raised for their milk, which may be either processed on-site or transported to a dairy for processing and eventual retail sale.


          In most Western countries, a centralized dairy facility processes milk and dairy products, such as cream, butter, and cheese. In the United States, these dairies are usually local companies, while in the southern hemisphere facilities may be run by very large nationwide or trans-national corporations (such as Fonterra).


          Dairy farms generally sell the male calves borne by their mothers for veal meat, as dairy breeds are not normally satisfactory for commercial beef production. Many dairy farms also grow their own feed, typically including corn, alfalfa, and hay. This is fed directly to the cows, or stored as silage for use during the winter season. Additional dietary supplements are added to the feed to improve milk production.


          



          


          Poultry farms


          Poultry farms are devoted to raising chickens, turkeys, ducks, and other fowl, generally for meat or eggs.


          


          Ownership


          Farm control and ownership has traditionally been a key indicator of status and power, especially in agrarian societies. The distribution of farm ownership has historically been closely linked to form of government. Medieval feudalism was essentially a system that centralized control of farmland, control of farm labor and political power, while the early American democracy, in which land ownership was a prerequisite for voting rights, was built on relatively easy paths to individual farm ownership. However, the gradual modernization and mechanization of farming, which greatly increases both the efficiency and capital requirements of farming, has led to increasingly large farms owned by individuals or corporations. This has usually been accompanied by the decoupling of political power from farm ownership.


          


          Forms of ownership


          In some societies (especially socialist and communist), collective farming is the norm, with either government ownership of the land or common ownership by a local group. Especially in societies without widespread industrialized farming, tenant farming and sharecropping are common; farmers either pay landowners for the right to use farmland or give up a portion of the crops.


          


          History


          The practice of agriculture first began around 8000 BC in the Fertile Crescent of Mesopotamia (part of present day Iraq, Turkey, Syria and Jordan which was then greener).


          


          Farms around the world


          


          British Isles and Europe
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          In the UK, farm as an agricultural unit, always denotes the area of pasture and other fields together with its farmhouse and farmyard, barns, cowsheds, stables, etc. In England there is a vague point when a large farm ceases to be referred to as a farm and becomes an estate; although this term can refer to a collection of farms in the same ownership.


          


          North America
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          The land and buildings of a farm are called the "farmstead." Enterprises where livestock are raised on rangeland are called ranches. Where livestock are raised in confinement on feed produced elsewhere, the term feedlot is usually used


          In 1910 there were 6,406,000 farms and 10,174,000 family workers; In 2000 there were only 2,172,000 farms and 2,062,300 family workers.


          
            [image: Michelsen Farmstead Provincial Historic Site of Alberta, Stirling Agricultural Village]

            
              Michelsen Farmstead Provincial Historic Site of Alberta, Stirling Agricultural Village
            

          


          In the United States, eighty-one percent of all farmworkers are migrant workers, and seventy-one percent are foreign-born. Eighty percent of farmworkers are men, with the average age being 31. Additionally, farmworkers earn less than $75,000 per year, making an average hourly rate of less than $27.00. On average, farmworker families earn $10,000 per year, which is significantly below the 2005 U.S. poverty level of $19,874 for a family of four.


          In 2007, corn acres are expected to increase by 15% because of the high demand for ethanol, both in and outside of the U.S. Producers are expecting to plant 90.5 million acres (366,000 km) of corn, making it the largest corn crop since 1944.


          


          Australia


          Farming is a significant economic sector in Australia. A farm is an area of land used for primary production which will include buildings.


          Where most of the income is from some other employment, and the farm is really an expanded residence, the term hobby farm is common. This will allow sufficient size for recreational use but be very unlikely to produce sufficient income to be self-sustaining. Hobby farms are commonly around 5acres (20,000m) but may be much larger depending upon land prices (which vary regionally).


          Often very small farms used for intensive primary production are referred to by the specialization they are being used for, such as a dairy rather than a dairy farm, a piggery, a market garden, etc. This also applies to feedlots, which are specifically developed to a single purpose and are often not able to be used for more general purpose (mixed) farming practices.


          In remote areas farms can become quite large. As with estates in England, there is no defined size or method of operation at which a large farm becomes a station.


          Regardless of size, the term station is only used for farms where the main activity is grazing. Some cotton farms in north-western New South Wales or south-western Queensland have been formed by combining previous sheep stations once sufficient water has become available to allow cotton to be grown .


          


          Farm buildings
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              A pastoral farm scene with a classic red barn.
            

          


          Farms require buildings to facilitate the action of farming the material at hand. Such buildings can include a farm house (for the farmers), a grain silo (for storing grain), and a barn (for the storing of certain animals.)


          


          Farm equipment


          
            	Baler


            	Combine harvester


            	Farm tractor


            	Mower


            	Pickup truck


            	Plough

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Farm"
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              	Capital

              (and largest city)

              	Trshavn

            


            
              	Official languages

              	Faroese, Danish
            


            
              	Demonym

              	Faroese
            


            
              	Government
            


            
              	-

              	Monarch

              	Margrethe II
            


            
              	-

              	Prime Minister

              	Jannes Eidesgaard
            


            
              	Autonomous province of the Kingdom of Denmark
            


            
              	-

              	Home rule

              	April 1, 1948
            


            
              	Area
            


            
              	-

              	Total

              	1,399km( 180th)

              540 sqmi
            


            
              	-

              	Water(%)

              	0.5
            


            
              	Population
            


            
              	-

              	August 2007estimate

              	48 500( 214th)
            


            
              	-

              	2004census

              	48,470
            


            
              	-

              	Density

              	34/km( 176th)

              88/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$2.2 billion( notranked)
            


            
              	-

              	Per capita

              	$45,250 (2006estimate)( notranked)
            


            
              	HDI(2006)

              	0.9431(high)( 15th)
            


            
              	Currency

              	Faroese krna ( DKK)
            


            
              	Time zone

              	GMT
            


            
              	-

              	Summer( DST)

              	EST( UTC+1)
            


            
              	Internet TLD

              	.fo
            


            
              	Calling code

              	+298
            


            
              	1

              	Information for Denmark including the Faroe Islands and Greenland.
            


            
              	2

              	The currency, printed with Faroese motifs, is issued at par with the Danish kroner, incorporates the same security features and uses the same sizes and standards as Danish coins and banknotes. Faroese krnur (singular krna) use the Danish ISO 4217 code "DKK".
            

          


          
            [image: Faroe Islands NASA satellite image.]
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          The Faroe Islands or Faeroe Islands or simply Faroe(s) or Faeroes ( Faroese: Froyar, meaning "Sheep Islands", Danish: Frerne, Old Norse: Freyjar) are a group of islands in Northern Europe, between the Norwegian Sea and the North Atlantic Ocean, roughly equidistant between Iceland, Scotland, and Norway. They have been an autonomous province of the Kingdom of Denmark since 1948, making it a member of the Rigsfllesskab. The Faroese have, over the years, taken control of most matters except defence (though they have a native coast guard), foreign affairs and the legal system. These three areas are the responsibility of Denmark.


          The Faroes have close traditional ties to Iceland, Shetland, Orkney, the Outer Hebrides and Greenland. The archipelago was politically detached from Norway in 1814. The Faroes are represented in the Nordic Council as a part of the Danish delegation.


          


          History


          The early history of the Faroe Islands is not well known. Irish hermits (monks) settled in the sixth century, introducing sheep and oats and the early Irish language to the islands. Saint Brendan, who lived circa 484 578, is said to have visited the Faroe Islands on two or three occasions ( 512- 530 AD), naming two of the islands Sheep Island and Paradise Island of Birds.


          Later (~ 650 AD) the Vikings replaced the early Irish and their settlers, bringing the Old Norse language to the islands, which locally evolved into the modern Faroese language spoken today. The settlers are not thought to have come directly from Norway, but rather they were Norwegian settlers from Shetland and Orkney, and Norse-Gaels from the Irish Sea and Western Isles of Scotland.


          According to Freyinga Saga, emigrants who left Norway to escape the tyranny of Harald I of Norway settled in the islands about the end of the ninth century. Early in the eleventh century, Sigmund, whose family had flourished in the southern islands but had been almost exterminated by invaders from the northern islands, escaped to Norway and was sent back to take possession of the islands for Olaf Tryggvason, king of Norway. He introduced Christianity and, though he was subsequently murdered, Norwegian supremacy was upheld. Norwegian control of the islands continued until 1380, when Norway entered the Kalmar Union with Denmark, which gradually evolved into Danish control of the islands. The reformation reached the Faroes in 1538. When the union between Denmark and Norway was dissolved as a result of the Treaty of Kiel in 1814, Denmark retained possession of the Faroe Islands.


          The trade monopoly in the Faroe Islands was abolished in 1856 and the country has since then developed towards a modern fishing nation with its own fleet. The national awakening since 1888 was first based on a struggle for the Faroese language, and thus more culturally oriented, but after 1906 was more and more politically oriented with the foundation of the political parties of the Faroe Islands.


          On April 12, 1940, the Faroes were occupied by British troops. The move followed the invasion of Denmark by Nazi Germany and had the objective of strengthening British control of the North Atlantic (see Second Battle of the Atlantic). In 1942-43 the British Royal Engineers built the only airport in the Faroes, Vgar Airport. Control of the islands reverted to Denmark following the war, but in 1948 a home-rule regime was implemented granting a high degree of local autonomy. The Faroes declined to join Denmark in entering the European Community (now European Union) in 1973. The islands experienced considerable economic difficulties following the collapse of the fishing industry in the early 1990s, but have since made efforts to diversify the economy. Support for independence has grown and is the objective of the government.


          


          Politics
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              Tinganes in Trshavn, seat of the government.
            

          


          The government of the Faroes holds the executive power in local government affairs. The head of the government is called the Lgmaur or prime minister in English. Any other member of the cabinet is called a landsstrismaur. Today, elections are held in the municipalities, on a national level for the Lgting, and inside the Kingdom of Denmark for the Folketing. For the Lgting elections there are seven electoral districts, each one comprising a ssla, while Streymoy is divided into a northern and southern part ( Trshavn region).


          


          The Faroes and Denmark


          The Treaty of Kiel in 1814 terminated the Danish-Norwegian union. Norway came under the rule of the King of Sweden, but the Faroe Islands, Iceland, and Greenland remained as possessions of Denmark. Subsequently, the Lgting was abolished 1816, and the Faroe Islands were to be governed as a regular Danish amt, with the Amtmand as its head of government. In 1851 the Lgting was resurrected, but served mainly as an advisory power until 1948.


          At the end of the Second World War a portion of the population favoured independence from Denmark, and on September 14, 1946 a public election was held on the question of secession. It is not considered a referendum, as the parliament was not bound to follow the decision of the vote. This was the first time that the Faroese people were asked if they favoured independence or if they wanted to continue as a part of the Danish kingdom. The outcome of the vote produced a small majority in favour of secession, but the coalition in parliament could not reach a resolution on how this election should be interpreted and implemented, and because of these irresolvable differences the coalition fell apart. A parliamentary election was held just a few months later, in which the political parties that favoured staying in the Danish kingdom increased their share of the vote and formed a coalition. Based on this increased share of the votes, they chose to reject secession. Instead, a compromise was made and the Folketing passed a home-rule law, which came into effect in 1948. The Faroe Islands' status as a Danish amt was brought to an end with the home-rule law; the Faroe Islands were given a high degree of self-governance, supported by a substantial annual subsidy from Denmark.


          The islanders are about evenly split between those favouring independence and those who prefer to continue as a part of the Kingdom of Denmark. Within both camps there is, however, a wide range of opinions. Of those who favour independence, some are in favour of an immediate unilateral declaration. Others see it as something to be attained gradually and with the full consent of the Danish government and the Danish nation. In the unionist camp there are also many who foresee and welcome a gradual increase in autonomy even as strong ties to Denmark are maintained.


          


          The Faroes and the European Union


          As explicitly asserted by both Rome treaties, the Faroe Islands are not part of the European Union. Moreover, a protocol to the treaty of accession of Denmark to the European Communities stipulates that Danish nationals residing in the Faroe Islands are not to be considered as Danish nationals within the meaning of the treaties. Hence, Danish people living in the Faroes are not citizens of the European Union (other EU nationals living there remain EU citizens). The Faroes are not covered by the Schengen free movement agreement, but there are no border checks when travelling between the Faroes and any Schengen country since the Faroes are part of the Nordic Passport Union since 1966 and since 2001 there are no border checks between the Nordic and the rest of the Schengen area as part of the Schengen agreement.


          


          Regions and municipalities
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              Map of Faroe
            

          


          Administratively, the islands are divided into 34 municipalities (kommunur) within which 120 or so cities and villages lie.


          Traditionally, there are also the six sslur ("regions"; Noroyar, Eysturoy, Streymoy, Vgar, Sandoy and Suuroy). Although today ssla technically means "police district", the term is still commonly used to indicate a geographical region. In earlier times, each ssla had its own ting (assembly), the so-called vrting ("spring ting").


          


          Geography
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              The uninhabited island Ltla Dmun.
            

          


          The Faroe Islands are an island group consisting of eighteen islands off the coast of Northern Europe, between the Norwegian Sea and the north Atlantic Ocean, about halfway between Iceland and Norway; the closest neighbours being the Northern and Western Isles of Scotland. Its coordinates are .


          Its area is 1,399 square kilometres (540 sq.mi), and has no major lakes or rivers. There are 1,117 kilometres (694 mi) of coastline, and no land boundaries with any other country. The only island that is uninhabited is Ltla Dmun.


          The islands are rugged and rocky with some low peaks; the coasts are mostly bordered by cliffs. The highest point is Slttaratindur, 882 metres (2,894 ft) above sea level. There are areas below sea level.


          The Faroe Islands are dominated by tholeiitic basalt lava which was part of the great Thulean Plateau during the Paleogene period.


          


          Distances to nearest countries and islands


          
            	North Rona (uninhabited, Scotland): 256 km (159 miles)


            	Sula Sgeir (uninhabited, Scotland): 257km (160miles)


            	Shetland ( Foula) (Scotland): 284km (176miles)


            	Scotland (British Mainland): 310km (193miles)


            	Iceland: 450km (280miles)


            	Norway: 675km (419miles)


            	Ireland: 678km (421miles)

          


          


          Economy
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              A local fisherman in Klaksvk
            

          


          After the severe economic troubles of the early 1990s, brought on by a drop in the vital fish catch and poor management of the economy, the Faroe Islands have come back in the last few years, with unemployment down to 5% in mid-1998. In 2006 unemployment declined to 3%, one of the lowest rates in Europe. Nevertheless, the almost total dependence on fishing means that the economy remains extremely vulnerable. Petroleum found close to the Faroese area gives hope for deposits in the immediate area, which may provide a basis for sustained economic prosperity.


          Since 2000, new information technology and business projects have been fostered in the Faroe Islands to attract new investment. The introduction of Burger King in Trshavn was widely publicized and a sign of the globalization of Faroese culture. It is not yet known whether these projects will succeed in broadening the islands' economic base. While having one of the lowest unemployment rates in Europe, this should not necessarily be taken as a sign of a recovering economy, as many young students move to Denmark and other countries once they are finished with high school. This leaves a largely middle-aged and elderly population that may lack the skills and knowledge to fill newly developed positions on the Faroes.


          


          Transportation
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              The new ferry Smyril enters the Faroe Islands
            

          


          Vgar Airport has scheduled service to destinations from Vgar Island. The largest Faroese airline is Atlantic Airways.


          Due to the rocky terrain and relatively small size of the Faroe Islands, its transportation system was not as extensive as other places of the world. This situation has changed, and today the infrastructure has been developed extensively. Some 80% of the population in the islands is connected by under-ocean tunnels, bridges, and causeways which bind the three largest islands and three other large islands to the northeast together, while the other two large islands to the south of the main area are connected to the main area with new fast ferries. There are good roads that lead to every village in the islands, except for seven of the smaller islands with only one village each.


          


          Demographics
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              Faroese folk dancers in national costumes.
            

          


          The vast majority of the population are ethnic Faroese, of Norse and Celtic descent.


          Recent DNA analyses have revealed that Y chromosomes, tracing male descent, are 87% Scandinavian. The studies show that mitochondrial DNA, tracing female descent, is 84% Scottish / Irish.


          Of the approximately 48,000 inhabitants of the Faroe Islands (16,921 private households (2004)), 98% are realm citizens, meaning Faroese, Danish, or Greenlandic. By birthplace one can derive the following origins of the inhabitants: born on the Faroes 91.7%, in Denmark 5.8%, and in Greenland 0.3%. The largest group of foreigners is Icelanders comprising 0.4% of the population, followed by Norwegians and Polish, each comprising 0.2%. Altogether, on the Faroe Islands there are people from 77 different nationalities.


          Faroese is spoken in the entire country as a first language. It is not possible to say exactly how many people worldwide speak the Faroese language. This is for two reasons: Firstly, many ethnic Faroese live in Denmark and few who are born there return to the Faroes with their parents or as adults. Secondly, there are some established Danish families on the Faroes who speak Danish at home.


          The Faroese language is one of the smallest of the Germanic languages. Faroese grammar is most similar to Icelandic and Old Norse. In contrast, spoken Faroese differs much from Icelandic and is closer to Norwegian dialects from the west coast of Norway. In the twentieth century, Faroese became the official language and since the Faroes are a part of the Danish realm Danish is taught in schools as a compulsory second language.


          Faroese language policy provides for the active creation of new terms in Faroese suitable for modern life.


          


          Population Trends (1327-2004)
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          If the first inhabitants of the Faroe Islands were Irish monks, then they must have lived as a very small group of settlers. Later, when the Vikings colonised the Islands, there was a considerable increase in the population. However, it never exceeded 5,000 until the eighteenth century. Around 1349, about half of the islands' people died of the plague.


          Only with the rise of the deep sea fishery (and thus independence from difficult agriculture) and with general progress in the health service was rapid population growth possible in the Faroes. Beginning in the eighteenth century, the population increased tenfold in 200 years.


          At the beginning of the 1990s, the Faroe Islands entered a deep economic crisis with heavy, noticeable emigration; however, this trend reversed in subsequent years to a net immigration.


          
            
              	
                
                  
                    	Year

                    	Inhabitants
                  


                  
                    	1327

                    	ca. 4,000
                  


                  
                    	1350

                    	ca. 2,000
                  


                  
                    	1769

                    	4,773
                  


                  
                    	1801

                    	5,255
                  


                  
                    	1834

                    	6,928
                  


                  
                    	1840

                    	7,314
                  


                  
                    	1845

                    	7,782
                  


                  
                    	1850

                    	8,137
                  


                  
                    	1855

                    	8,651
                  


                  
                    	1880

                    	11,220
                  


                  
                    	1900

                    	15,230
                  


                  
                    	1911

                    	ca. 18,800
                  


                  
                    	1925

                    	22,835
                  


                  
                    	1950

                    	31,781
                  

                

              

              	
                
                  
                    	Year

                    	Inhabitants
                  


                  
                    	1970

                    	ca. 38,000
                  


                  
                    	1975

                    	40,441
                  


                  
                    	1985

                    	45,749
                  


                  
                    	1989

                    	47,787
                  


                  
                    	1995

                    	43,358
                  


                  
                    	1996

                    	43,784
                  


                  
                    	1997

                    	44,262
                  


                  
                    	1998

                    	44,817
                  


                  
                    	1999

                    	45,409
                  


                  
                    	2000

                    	46,196
                  


                  
                    	2001

                    	46,996
                  


                  
                    	2002

                    	47,704
                  


                  
                    	2003

                    	48,214
                  


                  
                    	2004

                    	48,353
                  

                

              
            

          


          


          Urbanization and regionalization


          The Faroese population is spread across most of the country; it was not until recent decades that significant urbanization occurred. Industrialisation has been remarkably decentralised, and the country has therefore maintained quite a viable rural culture. Nevertheless, villages with poor harbour facilities have been the losers in the development from agriculture to fishing, and in the most peripheral agricultural areas, also known as the the outer islands, there are scarcely any young people left. In recent decades, the village-based social structure has nevertheless been placed under pressure; instead there has been a rise in interconnected "centres" that are better able to provide goods and services than the badly connected periphery. This means that shops and services are now relocating en masse from the villages into the centres, and in turn this also means that slowly but steadily the Faroese population concentrates in and around the centres.


          In the 1990s the old national policy of developing the villages (Bygdamenning) was abandoned, and instead the government started a process of regional development (kismenning). The term "region" referred to the large islands of the Faroes. Nevertheless the government was not able to press through the structural reform of merging the small rural municipalities in order to create sustainable, decentralized entities that could drive forward the regional development. As the regional development has been difficult on the administrative level, the government has instead made heavy investments in infrastructure, interconnecting the regions.


          Altogether it becomes less meaningful to perceive the Faroes as a society based on various islands and regions. The huge investments in roads, bridges and sub-sea tunnels (see also Transportation in the Faroe Islands) have tied together the islands, creating a coherent economic and cultural sphere that covers almost 90% of the entire population. From this perspective it is reasonable to perceive the Faroes as a dispersed city or even to refer to it as the Faroese Network City.


          


          Religion
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              Church of Viareii from 1892
            

          


          According to Freyinga Saga, Sigmundur Brestisson brought Christianity to the islands in 999. However, archaeology from a site in Leirvk suggests that Celtic Christianity may have arrived 150 years earlier, or more. The Faroe Islands' church Reformation was completed on 1 January 1540. According to official statistics from 2002, 84.1% of the Faroese population are members of the state church, the Faroese People's Church (Flkakirkjan), a form of Lutheranism. Faroese members of the clergy who have had historical importance include V. U. Hammershaimb (1819-1909), Frederik Petersen (1853-1917) and, perhaps most significantly, Jkup Dahl (1878-1944), who had a great influence in making sure that the Faroese language was spoken in the church instead of Danish.


          In the late 1820s, the Christian Evangelical religious movement, the Plymouth Brethren, was established in England. In 1865, a member of this movement, William Gibson Sloan, travelled to the Faroes from Shetland. At the turn of the nineteenth century, the Faroese Plymouth Brethren numbered thirty. Today, approximately 10% of the Faroese population are members of the Open Brethren community (Brrasamkoman). About 5% belong to other Christian churches, such as the Adventists, who operate a private school in Trshavn. Jehovah's Witnesses also number four congregations (approximately 80 to 100 members). The Roman Catholic congregation comprises approximately 170 members. The municipality of Trshavn operates their old Franciscan school. There are also around fifteen Bah's who meet at four different places. Unlike Iceland, there is no organized satr community, but there is a fair share of pagan lore such as ballads with pagan content, and to this day it is not officially accepted to perform Faroese ballads in consecrated buildings.


          The best known church buildings in the Faroe Islands include St. Olafs Church and the Magnus Cathedral in Kirkjubur; the Vesturkirkjan and the Maria Church, both of which are situated in Trshavn; the church of Fmjin; the octagonal church in Haldarsvk; Christianskirkjan in Klaksvk and also the two pictured here.


          In 1948, Victor Danielsen (Plymouth Brethren) completed the first Bible translation. It was translated into Faroese from different modern languages. Jacob Dahl and Kristian Osvald Vider (Flkakirkjan) completed the second translation in 1961. The latter was translated from the original Biblical languages (Hebrew, Greek, etc.) into Faroese.


          


          Culture


          [bookmark: .C3.93lavs.C3.B8ka]


          lavska
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          The national holiday lavska, is on the 29 July, commemorating the death of Saint Olaf. The celebrations are held in Trshavn. They really commence on the evening of the 28th, and carry on until the 31 July.


          The official part of the celebration starts on the 29th, with the opening of the Faroese Parliament, a custom which dates back some 900 years. This begins with a service held in Trshavn Cathedral, all members of parliament as well as civil and church officials walk to the cathedral in a procession. All of the parish ministers take turns giving the sermon. After the service, the procession returns to the parliament for the opening ceremony.


          Other celebrations are marked by different kind of sports competitions, the rowing competition (in Trshavn harbour) being the most popular, art exhibitions, pop concerts, and the famous Faroese dance. The celebrations have many facets, and only a few are mentioned here.


          Another way many people mark the occasion is to wear the national Faroese dress.


          


          The Nordic House in the Faroe Islands


          The Nordic House in the Faroe Islands (in Faroese Norurlandahsi) is the most important cultural institution in the Faroes. Its aim is to support and promote Nordic and Faroese culture, locally and in the Nordic region. Erlendur Patursson (1913-1986), Faroese member of the Nordic Council, brought forward the idea of a Nordic cultural house in the Faroe Islands. A Nordic competition for architects was held in 1977, in which 158 architects participated. Winners were Ola Steen from Norway and Kolbrn Ragnarsdttir from Iceland. By staying true to folklore, the architects built the Nordic House to resemble an enchanting hill of elves. The house opened in Trshavn in 1983. The Nordic House is a cultural organization under the Nordic Council of Ministers. The Nordic House is run by a steering committee of eight, of which three are Faroese and five from the other Nordic countries. There is also a local advisory body of fifteen members, representing Faroese cultural organizations. The House is managed by a director appointed by the steering committee for a four-year term.


          


          Music
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          The Faroe Islands have a very active music scene. The islands have their own symphony orchestra, the classical ensemble Aldubran and many different choirs; the most well-known being Havnarkri. The most well-known Faroese composers are Sunleif Rasmussen and the Dane Kristian Blak. Blak is also head of the record company Tutl.


          The first Faroese opera ever was by Sunleif Rasmussen. It is entitled  amansgari ( The Madmans Garden), and it opened on the October 12, 2006, at the Nordic House. The opera is based on a short story by the writer William Heinesen.


          Young Faroese musicians who have gained much popularity recently are Eivr (Eivr Plsdttir), Lena (Lena Andersen), Teitur (Teitur Lassen), Hgni Reistrup, Hgni Lisberg and Brandur Enni.


          Well-known bands include Tr, Gestir, Boys In A Band, 200 and the former band Clickhaze.


          The festival for contemporary and classical music, Summartnar, is held each summer. Large open-air music festivals for popular music with both local and international musicians participating are G! Festival in Gta in July and Summarfestivalurin in Klaksvk in August.


          


          Traditional food
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          Traditional Faroese food is mainly based on meat and potatoes and uses few fresh vegetables. Mutton is the basis of many meals, and one of the most popular treats is skerpikjt, well aged, wind-dried mutton which is quite chewy. The drying shed, known as a hjallur, is a standard feature in many Faroese homes, particularly in the small towns and villages. Other traditional foods are rst kjt (semi-dried mutton) and rstur fiskur, matured fish. Another Faroese specialty is Grind og spik, pilot whale meat and blubber. (A parallel meat/fat dish made with offal is garnatlg). Well into the last century meat and blubber from the pilot whale meant food for a long time. Fresh fish also features strongly in the traditional local diet, as do seabirds, such as Faroese puffins, and their eggs. Dried fish is also commonly eaten.


          


          Sport


          The Faroe Islands compete in the biannual Island Games, which have been hosted by the islands in 1989. 10 football teams contest the Faroe Islands Premier League Football, currently ranked 48th by UEFA's League coefficient. The Faroe Islands national football team is one of the weakest members of UEFA, currently ranked 50th of 53, and one of the weakest members of FIFA, currently ranked 197th of 207 national teams.


          Whaling events occur annually in the Faroe Islands. Pilot whales and some other small whale species are harvested in strictly regulated non-commercial hunts.


          


          Public holidays


          
            	
              
                	See also: Public holidays in Denmark

              

            

          


          
            
              	New Year's Day, 1 January


              	Maundy Thursday


              	Good Friday


              	Easter Sunday


              	Easter Monday


              	Flag day, 25 April


              	General Prayer Day ( Store Bededag), 4th Friday after Easter


              	Ascension Day


              	Whit Sunday, 4 June


              	Whit Monday, 5 June


              	Constitution Day, 5 June ( day holiday)


              	St.Olavs Eve, 28 July ( day holiday)


              	St.Olavs Day, 29 July (National holiday)


              	Christmas Eve, 24 December


              	Christmas Day, 25 December


              	Boxing Day, 26 December


              	New Years Eve, 31 December ( day holiday)

            

          


          


          Climate


          The climate is technically defined as Maritime Subarctic according to the ( Kppen climate classification:Cfc). The overall character of the islands' climate is determined by the strong cooling influence of the Atlantic Ocean, which here produces the North Atlantic Current. This, together with the remoteness of any sources of warm airflows ensures that winters are mild (mean temperature 3.0 to 4.0C) while summers are cool (mean temperature 9.5 to 10.5C). The islands are windy, cloudy and cool throughout the year with over 260 rainy days in the year. The islands lie in the path of depressions moving north eastwards and this means that strong winds and heavy rain are possible at all times of the year. Sunny days are rare and overcast days are common.


          


          Flora
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          The natural vegetation of the Faroe Islands is dominated by Arctic-alpine plants, wild flowers, grasses, moss and lichen. Most of the lowland area is grassland and some is heath, dominated by shrubby heathers, mainly Calluna vulgaris.


          The Faroese nature is characterised by the lack of trees, and resembles that of Connemara and Dingle in Ireland and the Scottish islands.


          A few small plantations consisting of plants collected from similar climates like Tierra del Fuego in South America and Alaska thrive on the islands.


          


          Fauna


          


          Birds


          The bird fauna of the Faroe Islands is dominated by sea-birds and birds attracted to open land like heather, probably due to the lack of woodland and other suitable habitats. Many species have developed special Faroese sub-species: Eider, Starling, Wren, Guillemot, and Black Guillemot. The Pied Raven was endemic to the Faroe Islands, but has now become extinct.


          


          Mammals


          Only a few species of wild land mammals are found in the Faroe Islands today, all introduced by humans.


          Grey Seals (Halichoerus grypus) are very common around the Faroese shores.


          Several species of cetacean live in the waters around the Faroe Islands. Best known are the Short-finned Pilot Whales (Globicephala melaena), but the more exotic Killer whales (Orcinus orca) sometimes visit the Faroese fjords.


          


          Natural history and biology


          A collection of Faroese marine algae resulting from a survey sponsored by NATO, the British Museum (Natural History) and the Carlsberg Foundation, is preserved in the Ulster Museum (catalogue numbers: F3195F3307). It is one of ten exsiccatae sets.
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          Fascism is a term used to describe authoritarian nationalist political ideologies or mass movements that are concerned with notions of cultural decline or decadence and seek to achieve a millenarian national rebirth by exalting the nation or race, and promoting cults of unity, strength and purity.


          Fascists promote a type of national unity that is usually based on (but not limited to) ethnic, cultural, national, racial, and/or religious attributes. Various scholars attribute different characteristics to fascism, but the following elements are usually seen as among its integral parts: nationalism, militarism, anti-communism, totalitarianism, statism, dictatorship, class collaboration, economic planning (including corporatism and autarky), social darwinism, populism, collectivism, autocracy and opposition to classic political and economic liberalism.


          Some authors reject broad usage of the term or exclude certain parties and regimes. Following the defeat of the Axis powers in World War II, there have been few self-proclaimed fascist groups and individuals. In contemporary political discourse, the term fascist is often used by adherents of some ideologies as a pejorative description of their opponents.


          


          The term fascism


          The term fascismo was coined by the Italian Fascist dictator Benito Mussolini and the Neo-Hegelian philosopher Giovanni Gentile. It is derived from the Italian word fascio, which means "bundle" or "union", and from the Latin word fasces. The fasces, which consisted of a bundle of rods tied around an axe, were an ancient Roman symbol of the authority of the civic magistrates; they were carried by his Lictors and could be used for corporal and capital punishment at his command. Furthermore, the symbolism of the fasces suggested strength through unity: a single rod is easily broken, while the bundle is difficult to break. It is also strongly associated with the fascist militia "fasci italiani di combattimento" ("League of Combat"). Originally, the term "fascism" (fascismo) was used by the political movement that ruled Italy from 1922 to 1943 under the leadership of Benito Mussolini.


          


          Definitions and scope of the word


          Historians, political scientists, and other scholars have engaged in long and furious debates concerning the exact nature of fascism and its core tenets. Since the 1990s, there has been a growing move toward some rough consensus reflected in the work of Stanley Payne, Roger Eatwell, Roger Griffin, and Robert O. Paxton. According to most scholars of fascism, there are both left and right influences on fascism as a social movement, and fascism, especially once in power, has historically attacked communism, conservatism and parliamentary liberalism, attracting support primarily from the "far right" or "extreme right." (See: Fascism and ideology).


          Mussolini defined fascism as being a collectivistic ideology in opposition to socialism, classical liberalism, democracy and individualism. He wrote in The Doctrine of Fascism:


          
            Anti-individualistic, the fascist conception of life stresses the importance of the State and accepts the individual only insofar as his interests coincide with those of the State, which stands for the conscience and the universal will of man as a historic entity.... The fascist conception of the State is all-embracing; outside of it no human or spiritual values can exist, much less have value.... Fascism is therefore opposed to that form of democracy which equates a nation to the majority, lowering it to the level of the largest number.... We are free to believe that this is the century of authority, a century tending to the 'right', a Fascist century. If the nineteenth century was the century of the individual we are free to believe that this is the 'collective' century, and therefore the century of the State.

          


          Since Mussolini, there have been many conflicting definitions of the term fascism. Former Columbia University Professor Robert O. Paxton has written that:


          
            Fascism may be defined as a form of political behaviour marked by obsessive preoccupation with community decline, humiliation, or victim-hood and by compensatory cults of unity, energy, and purity, in which a mass-based party of committed nationalist militants, working in uneasy but effective collaboration with traditional elites, abandons democratic liberties and pursues with redemptive violence and without ethical or legal restraints goals of internal cleansing and external expansion."

          


          Paxton further defines fascism's essence as:


          
            ...a sense of overwhelming crisis beyond reach of traditional solutions; 2. belief ones group is the victim, justifying any action without legal or moral limits; 3. need for authority by a natural leader above the law, relying on the superiority of his instincts; 4. right of the chosen people to dominate others without legal or moral restraint; 5. fear of foreign `contamination."

          


          Stanley Payne's Fascism: Comparison and Definition (1980) uses a lengthy itemized list of characteristics to identify fascism, including the creation of an authoritarian state; a regulated, state-integrated economic sector; fascist symbolism; anti-liberalism; anti-communism; anti- conservatism. He argues that common aim of all fascist movements was elimination of the autonomy or, in some cases, the existence of large-scale capitalism. Semiotician Umberto Eco attempts to identify the characteristics of proto-fascism as the cult of tradition, rejection of modernism, cult of action for action's sake, life is lived for struggle, fear of difference, rejection of disagreement, contempt for the weak, cult of masculinity and machismo, qualitative populism, appeal to a frustrated majority, obsession with a plot, illicitly wealthy enemies, education to become a hero, and speaking Newspeak, in his popular essay Eternal Fascism: Fourteen Ways of Looking at a Blackshirt. More recently, an emphasis has been placed upon the aspect of populist fascist rhetoric that argues for a "re-birth" of a conflated nation and ethnic people.


          Free market economists, principally those of the Austrian School, like Ludwig Von Mises argue that fascism is a form of socialist dictatorship similar to that of the Soviet Union.


          


          Authoritarian and totalitarian state


          Although the broadest descriptions of fascism may include every authoritarian state that has ever existed, most theorists see important distinctions to be made. Fascism in Italy arose in the 1920s as a mixture of syndicalist notions with an anti- materialist theory of the state; the latter had already been linked to an extreme nationalism. Fascists accused parliamentary democracy of producing division and decline, and wished to renew the nation from decadence. They viewed the state as an organic entity in a positive light rather than as an institution designed to protect individual rights, or as one that should be held in check. Fascism universally dismissed the Marxist concept of " class struggle", replacing it instead with the concept of " class collaboration". Fascists embraced nationalism and mysticism, advancing ideals of strength and power.


          Fascism is typified by totalitarian attempts to impose state control over all aspects of life: political, social, cultural, and economic, by way of a strong, single-party government for enacting laws and a strong, sometimes brutal militia or police force for enforcing them. Fascism exalts the nation, state, or group of people as superior to the individuals composing it. Fascism uses explicit populist rhetoric; calls for a heroic mass effort to restore past greatness; and demands loyalty to a single leader, leading to a cult of personality and unquestioned obedience to orders ( Fhrerprinzip). Fascism is also considered to be a form of collectivism.


          


          Fascist as epithet


          The word fascist has become a slur throughout the political spectrum following World War II, and it has been uncommon for political groups to call themselves fascist. In contemporary political discourse, adherents of some political ideologies tend to associate fascism with their enemies, or define it as the opposite of their own views. In the strict sense of the word, Fascism covers movements before WWII, and later movements are described as Neo-fascist.


          Some have argued that the term fascist has become hopelessly vague over the years and that it has become little more than a pejorative epithet. George Orwell wrote in 1944:


          
            ...the word Fascism is almost entirely meaningless. In conversation, of course, it is used even more wildly than in print. I have heard it applied to farmers, shopkeepers, Social Credit, corporal punishment, fox-hunting, bull-fighting, the 1922 Committee, the 1941 Committee, Kipling, Gandhi, Chiang Kai-Shek, homosexuality, Priestley's broadcasts, Youth Hostels, astrology, women, dogs and I do not know what else... almost any English person would accept bully as a synonym for Fascist.

          


          


          Italian Fascism


          Fascio (plural: fasci) is an Italian word used in the late nineteenth century to refer to radical political groups of many different (and sometimes opposing) orientations. A number of nationalist fasci later evolved into the twentieth century movement known as fascism. Benito Mussolini claimed to have founded fascism, and Italian fascism (in Italian, fascismo) was the authoritarian political movement that ruled Italy from 1922 to 1943 under Mussolini's leadership. Fascism in Italy combined elements of corporatism, totalitarianism, nationalism, militarism and anti-Communism. Fascism won support as an alternative to the unpopular liberalism of the time. It opposed communism, international socialism, and capitalism as international socialism did not accept nationalism while capitalism was blamed for allowing Italy being dominanted economically by other world powers in the past. The Italian Fascists was promoted fascism as the patriotic "third way" to international socialism and capitalism. Corporatism was the economic policy of the Fascists which they claimed would bring together workers and businessmen into corporations where they would be required to negotiate wages.


          


          Differences and similarities between Italian Fascism and Nazism


          Although the modern consensus sees Nazism as a type or offshoot of fascism, some scholars, such as Gilbert Allardyce and A.F.K. Organski, argue that Nazism is not fascism  either because the differences are too great, or because they believe fascism cannot be generic. A synthesis of these two opinions, states that German Nazism was a form of racially-oriented fascism, while Italian fascism was state-oriented.


          Nazism differed from Italian fascism in that it had a stronger emphasis on race, in terms of social and economic policies. Though both ideologies denied the significance of the individual, Italian fascism saw the individual as subservient to the state, whereas Nazism saw the individual, as well as the state, as ultimately subservient to the race. Mussolini's Fascism held that cultural factors existed to serve the state, and that it was not necessarily in the state's interest to interfere in cultural aspects of society. The only purpose of government in Mussolini's fascism was to uphold the state as supreme above all else, a concept which can be described as statolatry. Where fascism talked of state, Nazism spoke of the Volk and of the Volksgemeinschaft.


          The Nazi movement, at least in its overt ideology, spoke of class-based society as the enemy, and wanted to unify the racial element above established classes; however, the Italian fascist movement sought to preserve the class system and uphold it as the foundation of established and desirable culture. Nevertheless, the Italian fascists did not reject the concept of social mobility, and a central tenet of the fascist state was meritocracy. Yet, fascism also heavily based itself on corporatism, which was supposed to supersede class conflicts. Despite these differences, Kevin Passmore (2002 p.62) observes:


          
            There are sufficient similarities between Fascism and Nazism to make it worthwhile applying the concept of fascism to both. In Italy and Germany a movement came to power that sought to create national unity through the repression of national enemies and the incorporation of all classes and both genders into a permanently mobilized nation.

          


          


          Nationalism


          All fascist movements advocate nationalism, especially ethnic nationalism and seek to integrate as many of their dominant nationality's people and as much of their people's territory into the state. Fascists support irredentism and expansionism to unite and expand the nation.


          


          Dictatorship


          A key element of fascism is its endorsement of the leadership of a dictator over a country. The leader of the movement is often literally known as the "Leader" (Duce in Italian, Fuhrer in German, Conductator in Romanian). Fascist leaders are not always heads of state but are always the head of government of the state, such as Benito Mussolini as Prime Minister of the Kingdom of Italy.


          


          Anti-Communism


          The Russian Revolution inspired attempted revolutionary movements in Italy, with a wave of factory occupations. Most historians view fascism as a response to these developments, as a movement that both tried to appeal to the working class and divert them from Marxism. It also appealed to capitalists as a bulwark against Bolshevism. Italian fascism took power with the blessing of Italy's king after years of leftist-led unrest led many conservatives to fear that a communist revolution was inevitable ( Marxist philosopher Antonio Gramsci popularized the conception that fascism was the Capital's response to the organized workers' movement). Mussolini took power during the 1922 March on Rome.


          Throughout Europe, numerous aristocrats, conservative intellectuals, capitalists and industrialists lent their support to fascist movements in their countries that emulated Italian Fascism. In Germany, numerous right-wing nationalist groups arose, particularly out of the post-war Freikorps used to crush both the Spartacist uprising and the Bavarian Soviet Republic.


          With the worldwide Great Depression of the 1930s, liberalism and the liberal form of capitalism seemed doomed, and Communist and fascist movements swelled. These movements were bitterly opposed to each other and fought frequently, the most notable example of the conflict being the Spanish Civil War. This war became a proxy war between the fascist countries and their international supporters  who backed Francisco Franco  and the worldwide Communist movement, which was aided by the Soviet Union and which allied uneasily with anarchists  who backed the Popular Front.


          Initially, the Soviet Union supported a coalition with the western powers against Nazi Germany and popular fronts in various countries against domestic fascism. This policy largely failed due to distrust shown by the western powers (especially Britain) towards the Soviet Union. The Munich Agreement between Germany, France and Britain heightened Soviet fears that the western powers endeavored to force them to bear the brunt of a war against Nazism. The lack of eagerness on the part of the British during diplomatic negotiations with the Soviets served to make the situation even worse. The Soviets changed their policy and negotiated a non-aggression pact known as the Molotov-Ribbentrop Pact in 1939. Vyacheslav Molotov claims in his memoirs that the Soviets believed this agreement was necessary to buy them time to prepare for an expected war with Germany. Stalin expected the Germans not to attack until 1942, but the pact ended in 1941 when Nazi Germany invaded the Soviet Union in Operation Barbarossa. Fascism and communism reverted to being deadly enemies. The war, in the eyes of both sides, was a war between ideologies.


          Even within socialist and communist circles, theoreticians debated the nature of fascism. Communist theoretician Rajani Palme Dutt crafted one view that stressed the crisis of capitalism. Leon Trotsky, an early leader in the Russian Revolution, believed that fascism occurs when "the workers' organizations are annihilated; that the proletariat is reduced to an amorphous state; and that a system of administration is created which penetrates deeply into the masses and which serves to frustrate the independent crystallization of the proletariat."


          


          Military policy


          Fascists typically advocate a strong military that is capable of both defensive and offensive actions. In Germany and Italy under Hitler and Mussolini, enormous amounts of funding was dedicated to the military. In some fascist regimes, the fascist movement itself has a paramilitary wing which is included in the armed forces of the country, such as the SS in Germany and the MVSN in Italy, which are devoted directly and specifically to the fascist movement.


          


          Economic planning


          Fascists opposed what they believe to be laissez-faire or quasi-laissez-faire economic policies dominant in the era prior to the Great Depression. People of many different political stripes blamed laissez-faire capitalism for the Great Depression, and fascists promoted their ideology as a " third way" between capitalism and Marxian socialism. Their policies manifested as a radical extension of government control over the economy without wholesale expropriation of the means of production. Fascist governments nationalized some key industries, managed their currencies and made some massive state investments. They also introduced price controls, wage controls and other types of economic planning measures. Fascist governments instituted state-regulated allocation of resources, especially in the financial and raw materials sectors.


          Other than nationalization of certain industries, private property was allowed, but property rights and private initiative were contingent upon service to the state. For example, "an owner of agricultural land may be compelled to raise wheat instead of sheep and employ more labor than he would find profitable." According to historian Tibor Ivan Berend, dirigisme was an inherent aspect of fascist economies. The Labour Charter of 1927, promulgated by the Grand Council of Fascism, stated in article 7:


          
            	"The corporative State considers private initiative, in the field of production, as the most efficient and useful instrument of the Nation," then goes on to say in article 9 that: "State intervention in economic production may take place only where private initiative is lacking or is insufficient, or when are at stakes the political interest of the State. This intervention may take the form of control, encouragement or direct management."

          


          Fascism also operated from a Social Darwinist view of human relations. Their aim was to promote "superior" individuals and weed out the weak. In terms of economic practice, this meant promoting the interests of successful businessmen while destroying trade unions and other organizations of the working class. Lawrence Britt suggests that protection of corporate power is an essential part of fascism. Historian Gaetano Salvemini argued in 1936 that fascism makes taxpayers responsible to private enterprise, because "the State pays for the blunders of private enterprise... Profit is private and individual. Loss is public and social."


          Economic policy in the first few years of Italian fascism was largely liberal, with the Ministry of Finance controlled by the old liberal Alberto De Stefani. The government undertook a low-key laissez-faire program - the tax system was restructured (February 1925 law, 23 June 1927 decree-law, etc.), there were attempts to attract foreign investment and establish trade agreements, efforts were made to balance the budget and cut subsidies. The 10% tax on capital invested in banking and industrial sectors was repealed, while the tax on directors and administrators of anonymous companies (SA) was cut down by half. All foreign capital was exonerated of taxes, while the luxury tax was also repealed. Mussolini also opposed municipalization of enterprises.


          The 19 April 1923 law abandoned life insurance to private companies, repealing the 1912 law which had created a State Institute for insurances and which had envisioned to give a state monopoly ten years later. Furthermore, a 19 November 1922 decree suppressed the Commission on War Profits, while the 20 August 1923 law suppressed the inheritance tax inside the family circle.


          There was a general emphasis on what has been called productivism - national economic growth as a means of social regeneration and wider assertion of national importance. Up until 1925, the country enjoyed modest growth but structural weaknesses increased inflation and the currency slowly fell (1922 L90 to 1, 1925 L145 to 1). In 1925 there was a great increase in speculation and short runs against the lira. The levels of capital movement became so great the government attempted to intervene. De Stefani was sacked, his program side-tracked, and the Fascist government became more involved in the economy in step with the increased security of their power.


          In 1925, the Italian state abandoned its monopoly on telephones' infrastructure, while the state production of matches was handed over to a private "Consortium of matches' productors." In some sectors, the state did intervene. Thus, following the deflation crisis which started in 1926, banks such as the Banca di Roma, the Banca di Napoli or the Banca di Sicilia were assisted by the state.


          Fascists were most vocal in their opposition to finance capitalism, interest charging, and profiteering. Some fascists, particularly Nazis, considered finance capitalism a " parasitic" " Jewish conspiracy". Nevertheless, fascists also opposed Marxism and independent trade unions.


          According to sociologist Stanislav Andreski, fascist economics "foreshadowed most of the fundamental features of the economic system of Western European countries today: the radical extension of government control over the economy without a wholesale expropriation of the capitalists but with a good dose of nationalisation, price control, incomes policy, managed currency, massive state investment, attempts at overall planning (less effectual than the Fascist because of the weakness of authority)." Politics professor Stephen Haseler credits fascism with providing a model of economic planning for social democracy.


          In Nazi economic planning, in place of ordinary profit incentive to guide the economy, investment was guided through regulation to accord to the needs of the State. The profit incentive for business owners was retained, though greatly modified through various profit-fixing schemes: "Fixing of profits, not their suppression, was the official policy of the Nazi party." However the function of profit in automatically guiding allocation of investment and unconsciously directing the course of the economy was replaced with economic planning by Nazi government agencies.


          


          Fascism, sexuality, and gender roles


          


          There has been a revival of interest in recent times, among many academic historians, with regard to the so-called "cult of masculinity" that permeated fascism, the attempts to systematically control female sexuality and reproductive behaviour for the ends of the State. Italian fascists viewed increasing the birthrate of Italy as a major goal of their regime, with Mussolini launching a program, called the 'Battle For Births', to almost double the country's population. The exclusive role assigned to women within the State was to be mothers and not workers or soldiers; Template:Page cite needed however, Mussolini did not practice what some of his supporters preached. From an early stage, he gave women high positions within Fascism, and in Germany, the leader of one of the major feminist organizations pleaded with Hitler to be incorporated into the Nazi Party as early as 1928. Fascists have generally been opposed to the concept of women's rights per se, preferring the traditions of chivalry to guide male-female relations.


          According to Anson Rabinbach and Jessica Benjamin, "The crucial element of fascism is its explicit sexual language, what Theweleit calls 'the conscious coding' or the 'over-explicitness of the fascist language of symbol.' This fascist symbolization creates a particular kind of psychic economy which places sexuality in the service of destruction. According to this intellectual theory, despite its sexually-charged politics, fascism is an anti- eros, 'the core of all fascist propaganda is a battle against everything that constitutes enjoyment and pleasure' He shows that in this world of war the repudiation of one's own body, of femininity, becomes a psychic compulsion which associates masculinity with hardness, destruction, and self-denial."


          


          Fascism and Religion


          According to a biographer of Mussolini, "Initially, fascism was fiercely anti-Catholic" - the Church being a competitor for dominion of the people's hearts. The attitude of fascism toward religion has run the spectrum from persecution, to denunciation to cooperation. Relations were close in the likes of the Belgian Rexists (which was eventually denounced by the Church), but in the Nazi and Fascist parties it ranged from tolerance to near total renunciation.


          Mussolini, originally an atheist, published anti-Catholic writings and planned for the confiscation of Church property, but eventually moved to accommodation. Hitler was born a Roman Catholic but renounced his faith at the age of twelve and largely used religious references to attract religious support to the Nazi political agenda. Mussolini largely endorsed the Roman Catholic Church for political legitimacy, as during the Lateran Treaty talks, Fascist officials engaged in bitter arguments with Vatican officials and put pressure on them to accept the terms that the regime deemed acceptable. In addition, many Fascists were anti-clerical in both private and public life. Hitler in public sought the support of both the Protestant and Roman Catholic religions in Germany, but in a far more muted manner than Mussolini's support of Roman Catholicism. The Nazi party had decidedly pagan elements and there were quarters of Italian fascism which were quite anti-clerical, but religion did play a real part in the Ustasha in Croatia.


          One position is that religion and fascism could never have a lasting connection because both are a "holistic wetanshauungen" claiming the whole of the person. Along these lines, Yale political scientist, Juan Linz and others have noted that secularization had created a void which could be filled by a total ideology, making totalitarianism possible, and Roger Griffin has characterized fascism as a type of anti-religious political religion. Such political religions vie with existing religions, and try, if possible, to replace or eradicate them. Hitler and the Nazi regime attempted to found their own version of Christianity called Positive Christianity which made major changes in its interpretation of the Bible which said that Jesus Christ was the son of God, but was not a Jew and claimed that Christ despised Jews, and that the Jews were the ones solely responsible for Christ's death.


          In Mexico the fascist Red Shirts not only renounced religion but were vehemently atheist, killing priests, and on one occasion gunned down Catholics as they left Mass.


          Although both Hitler and Mussolini were anticlerical, they both understood that it would be rash to begin their Kulturkampfs prematurely, such a clash, possibly inevitable in the future, being put off while they dealt with other enemies.
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          Fashion refers to styles of dress (but can also include cuisine, literature, art, architecture, and general comportment) that are popular in a culture at any given time. Such styles may change quickly, and "fashion" in the more colloquial sense refers to the latest version of these styles. Inherent in the term is the idea that the mode will change more quickly than the culture as a whole.


          The terms "fashionable" and "unfashionable" are employed to describe whether someone or something fits in with the current or even not so current, popular mode of expression. The term "fashion" is frequently used in a positive sense, as a synonym for glamour, beauty and style. In this sense, fashions are a sort of communal art, through which a culture examines its notions of beauty and goodness. The term "fashion" is also sometimes used in a negative sense, as a synonym for fads and trends, and materialism. A number of cities are recognized as global fashion centers and are recognized for their fashion weeks, where designers exhibit their new clothing collections to audiences. These cities are New York City, Milan, Paris, and London. Other cities, mainly Los Angeles, Berlin, Tokyo, Rome, Miami, Hong Kong, So Paulo, Sydney, Madrid, Vienna, and Dubai also hold fashion weeks and are better recognized every year.


          


          Areas of fashion


          Fashions are social phenomena common to many fields of human activity and thinking. The rise and fall of fashions has been especially documented and examined in the following fields:


          
            	Architecture, interior design, and landscape design


            	Arts and crafts


            	Body type, clothing or costume, cosmetics, personal grooming, hairstyle, and personal adornment


            	Dance and music


            	Forms of address, slang, and other forms of speech


            	Economics and spending choices, as studied in behavioural finance


            	Entertainment, games, hobbies, sports, and other pastimes


            	Etiquette


            	Management, management styles and ways of organizing


            	Politics and media, especially the topics of conversation encouraged by the media


            	Philosophy and spirituality (One might argue that religion is prone to fashions, although official religions tend to change so slowly that the term cultural shift is perhaps more appropriate than "fashion")


            	Social networks and the diffusion of representations and practices


            	Sociology and the meaning of clothing for identity-building


            	Technology, such as the choice of computer programming techniques


            	Hospitality industry such as designer uniforms custom made for a hotel, restaurant, casino, resort or club, in order to reflect a property and brand. see "uniforms"

          


          Of these fields, costume especially has become so linked in the public eye with the term "fashion" that the more general term "costume" has mostly been relegated to only mean fancy dress or masquerade wear, while the term "fashion" means clothing generally, and the study of it. This linguistic switch is due to the so-called fashion plates which were produced during the Industrial Revolution, showing novel ways to use new textiles. For a broad cross-cultural look at clothing and its place in society, refer to the entries for clothing, costume and fabrics. The remainder of this article deals with clothing fashions in the Western world.


          


          Clothing


          The habit of people continually changing the style of clothing worn, which is now worldwide, at least among urban populations, is generally held by historians to be a distinctively Western one. At other periods in Ancient Rome and other cultures changes in costume occurred, often at times of economic or social change, but then a long period without large changes followed. In 8th century Cordoba, Spain, Ziryab, a famous musician - a star in modern terms - is said to have introduced sophisticated clothing styles based on seasonal and daily timings from his native Baghdad and his own inspiration.
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          The beginnings of the habit in Europe of continual and increasingly rapid change in styles can be fairly clearly dated to the middle of the 14th century, to which historians including James Laver and Fernand Braudel date the start of Western fashion in clothing. The most dramatic manifestation was a sudden drastic shortening and tightening of the male over-garment, from calf-length to barely covering the buttocks, sometimes accompanied with stuffing on the chest to look bigger. This created the distinctive Western male outline of a tailored top worn over leggings or trousers which is still with us today.


          The pace of change accelerated considerably in the following century, and women and men's fashion, especially in the dressing and adorning of the hair, became equally complex and changing. Art historians are therefore able to use fashion in dating images with increasing confidence and precision, often within five years in the case of 15th century images. Initially changes in fashion led to a fragmentation of what had previously been very similar styles of dressing across the upper classes of Europe, and the development of distinctive national styles, which remained very different until a counter-movement in the 17th to 18th centuries imposed similar styles once again, finally those from Ancien Rgime in France. Though fashion was always led by the rich, the increasing affluence of early modern Europe led to the bourgeoisie and even peasants following trends at a distance sometimes uncomfortably close for the elites - a factor Braudel regards as one of the main motors of changing fashion.


          The fashions of the West are generally unparalleled either in antiquity or in the other great civilizations of the world. Early Western travellers, whether to Persia, Turkey, Japan or China frequently remark on the absence of changes in fashion there, and observers from these other cultures comment on the unseemly pace of Western fashion, which many felt suggested an instability and lack of order in Western culture. The Japanese Shogun's secretary boasted (not completely accurately) to a Spanish visitor in 1609 that Japanese clothing had not changed in over a thousand years. However in Ming China, for example, there is considerable evidence for rapidly changing fashions in Chinese clothing,


          
            [image: Albrecht D�rer's drawing contrasts a well turned out bourgeoise from Nuremberg (left) with her counterpart from Venice, in. The Venetian lady's high chopines make her taller.]
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          Ten 16th century portraits of German or Italian gentlemen may show ten entirely different hats, and at this period national differences were at their most pronounced, as Albrecht Drer recorded in his actual or composite contrast of Nuremberg and Venetian fashions at the close of the 15th century (illustration, right). The "Spanish style" of the end of the century began the move back to synchronicity among upper-class Europeans, and after a struggle in the mid 17th century, French styles decisively took over leadership, a process completed in the 18th century.


          Though colors and patterns of textiles changed from year to year, the cut of a gentleman's coat and the length of his waistcoat, or the pattern to which a lady's dress was cut changed more slowly. Men's fashions largely derived from military models, and changes in a European male silhouette are galvanized in theatres of European war, where gentleman officers had opportunities to make notes of foreign styles: an example is the "Steinkirk" cravat or necktie.


          The pace of change picked up in the 1780s with the increased publication of French engravings that showed the latest Paris styles; though there had been distribution of dressed dolls from France as patterns since the 16th century, and Abraham Bosse had produced engravings of fashion from the 1620s. By 1800, all Western Europeans were dressing alike (or thought they were): local variation became first a sign of provincial culture, and then a badge of the conservative peasant.


          Although tailors and dressmakers were no doubt responsible for many innovations before, and the textile industry certainly led many trends, the history of fashion design is normally taken to date from 1858, when the English-born Charles Frederick Worth opened the first true haute couture house in Paris. Since then the professional designer has become a progressively more dominant figure, despite the origins of many fashions in street fashion.


          Modern Westerners have a wide choice available in the selection of their clothes. What a person chooses to wear can reflect that person's personality or likes. When people who have cultural status start to wear new or different clothes a fashion trend may start. People who like or respect them may start to wear clothes of a similar style.


          Fashions may vary considerably within a society according to age, social class, generation, occupation sexual orientation, and geography as well as over time. If, for example, an older person dresses according to the fashion of young people, he or she may look ridiculous in the eyes of both young and older people. The terms "fashionista" or " fashion victim" refer to someone who slavishly follows the current fashions


          One can regard the system of sporting various fashions as a fashion language incorporating various fashion statements using a grammar of fashion. (Compare some of the work of Roland Barthes.)


          


          Changes


          
            [image: In youth subculture fashion is sometimes used to flout previously-held societal norms, such as by wearing pants low to expose underwear. (2008)]
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          Fashion, by description, changes constantly. The changes may proceed more rapidly than in most other fields of human activity (language, thought, etc). For some, modern fast-paced changes in fashion embody many of the negative aspects of capitalism: it results in waste and encourages people qua consumers to buy things unnecessarily. Other people enjoy the diversity that changing fashion can apparently provide, seeing the constant change as a way to satisfy their desire to experience "new" and "interesting" things. Note too that fashion can change to enforce uniformity, as in the case where so-called Mao suits became the national uniform of mainland China.


          At the same time there remains an equal or larger range designated 'out of fashion'.(These or similar fashions may cyclically come back 'into fashion' in due course, and remain 'in fashion' again for a while.)


          Practically every aspect of appearance that can be changed has been changed at some time, for example skirt lengths ranging from ankle to mini to so short that it barely covers anything, etc. In the past, new discoveries and lesser-known parts of the world could provide an impetus to change fashions based on the exotic: Europe in the eighteenth or nineteenth centuries, for example, might favour things Turkish at one time, things Chinese at another, and things Japanese at a third. A modern version of exotic clothing includes club wear. Globalization has reduced the options of exotic novelty in more recent times, and has seen the introduction of non-Western wear into the Western world.


          Fashion houses and their associated fashion designers, as well as high-status consumers (including celebrities), appear to have some role in determining the rates and directions of fashion change.


          Intellectual property


          Within the fashion industry, intellectual property is not enforced as it is within the film industry and music industry. While brand names and logos are protected, designs are not. Smaller, boutique, designers have lost revenue after their designs have been taken and marketed by bigger businesses with more resources. Some observers have noted, however, that the relative freedom that fashion designers have to "take inspiration" from others' designs contributes to the fashion industry's ability to establish clothing trends. Enticing consumers to buy clothing by establishing new trends is, some have argued, a key component of the industry's success. Intellectual property rules that interfere with the process of trend-making would, on this view, be counter-productive. In 2005, the World Intellectual Property Organization (WIPO) held a conference calling for stricter intellectual property enforcement within the fashion industry to better protect small and medium businesses and promote competitiveness within the textile and clothing industries.
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          In chemistry, especially biochemistry, a fatty acid is a carboxylic acid often with a long unbranched aliphatic tail ( chain), which is either saturated or unsaturated. Carboxylic acids as short as butyric acid (4 carbon atoms) are considered to be fatty acids, whereas fatty acids derived from natural fats and oils may be assumed to have at least 8 carbon atoms, e.g., caprylic acid (octanoic acid). Most of the natural fatty acids have an even number of carbon atoms, because their biosynthesis involves acetyl-CoA, a coenzyme carrying a two-carbon-atom group (see fatty acid synthesis).


          Fatty acids are produced by the hydrolysis of the ester linkages in a fat or biological oil (both of which are triglycerides), with the removal of glycerol. See oleochemicals.


          


          Definition


          Fatty acids are aliphatic monocarboxylic acids, derived from, or contained in esterified form in an animal or vegetable fat, oil or wax. Natural fatty acids commonly have a chain of 4 to 28 carbons (usually unbranched and even numbered), which may be saturated or unsaturated. By extension, the term is sometimes used to embrace all acyclic aliphatic carboxylic acids. This would include acetic acid, which is not usually considered a fatty acid because it is so short that the triglyceride triacetin made from it is substantially miscible with water and is thus not a lipid.


          


          Types


          
            [image: Three dimensional representations of several fatty acids]

            
              Three dimensional representations of several fatty acids
            

          


          Fatty acids can be saturated and unsaturated, depending on double bonds. In addition, they also differ in length.


          


          Saturated fatty acids


          Saturated fatty acids do not contain any double bonds or other functional groups along the chain. The term "saturated" refers to hydrogen, in that all carbons (apart from the carboxylic acid [-COOH] group) contain as many hydrogens as possible. In other words, the omega () end contains 3 hydrogens (CH3-), and each carbon within the chain contains 2 hydrogen atoms.


          Saturated fatty acids form straight chains and, as a result, can be packed together very tightly, allowing living organisms to store chemical energy very densely. The fatty tissues of animals contain large amounts of long-chain saturated fatty acids. In IUPAC nomenclature, fatty acids have an [-oic acid] suffix. In common nomenclature, the suffix is usually -ic.


          The shortest descriptions of fatty acids include only the number of carbon atoms and double bonds in them (e.g., C18:0 or 18:0). C18:0 means that the carbon chain of the fatty acid consists of 18 carbon atoms, and there are no (zero) double bonds in it, whereas C18:1 describes an 18-carbon chain with one double bond in it. Each double bond can be in either a cis- or trans- conformation, and stands in a different position with respect to the ends of the fatty acid; therefore, not all C18:1s (for example) are identical. If there is one or more double bonds in the fatty acid, it is no longer considered saturated, but rather, mono- or polyunsaturated.


          Most commonly-occurring saturated fatty acids are of the following varieties:


          
            
              	Common name

              	IUPAC name

              	Chemical structure

              	Abbr.

              	Melting point (C)
            


            
              	Butyric

              	Butanoic acid

              	CH3(CH2)2COOH

              	C4:0

              	-8
            


            
              	Caproic

              	Hexanoic acid

              	CH3(CH2)4COOH

              	C6:0

              	-3
            


            
              	Caprylic

              	Octanoic acid

              	CH3(CH2)6COOH

              	C8:0

              	16-17
            


            
              	Capric

              	Decanoic acid

              	CH3(CH2)8COOH

              	C10:0

              	31
            


            
              	Lauric

              	Dodecanoic acid

              	CH3(CH2)10COOH

              	C12:0

              	44-46
            


            
              	Myristic

              	Tetradecanoic acid

              	CH3(CH2)12COOH

              	C14:0

              	58.8
            


            
              	Palmitic

              	Hexadecanoic acid

              	CH3(CH2)14COOH

              	C16:0

              	63-64
            


            
              	Stearic

              	Octadecanoic acid

              	CH3(CH2)16COOH

              	C18:0

              	69.9
            


            
              	Arachidic

              	Eicosanoic acid

              	CH3(CH2)18COOH

              	C20:0

              	75.5
            


            
              	Behenic

              	Docosanoic acid

              	CH3(CH2)20COOH

              	C22:0

              	74-78
            


            
              	Lignoceric

              	Tetracosanoic acid

              	CH3(CH2)22COOH

              	C24:0

              	
            

          


          


          Unsaturated fatty acids


          
            [image: Comparison of the trans isomer (top) and the cis-isomer of oleic acid.]
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          Unsaturated fatty acids are of similar form, except that one or more alkenyl functional groups exist along the chain, with each alkene substituting a single-bonded " -CH2-CH2-" part of the chain with a double-bonded "-CH=CH-" portion (that is, a carbon double-bonded to another carbon).


          The two next carbon atoms in the chain that are bound to either side of the double bond can occur in a cis or trans configuration.


          
            	cis


            	A cis configuration means that adjacent hydrogen atoms are on the same side of the double bond. The rigidity of the double bond freezes its conformation and, in the case of the cis isomer, causes the chain to bend and restricts the conformational freedom of the fatty acid. The more double bonds the chain has in the cis configuration, the less flexibility it has. When a chain has many cis bonds, it becomes quite curved in its most accessible conformations. For example, oleic acid, with one double bond, has a "kink" in it, whereas linoleic acid, with two double bonds, has a more pronounced bend. Alpha-linolenic acid, with three double bonds, favors a hooked shape. The effect of this is that, in restricted environments, such as when fatty acids are part of a phospholipid in a lipid bilayer, or triglycerides in lipid droplets, cis bonds limit the ability of fatty acids to be closely packed, and therefore could affect the melting temperature of the membrane or of the fat.


            	trans


            	A trans configuration, by contrast, means that the next two hydrogen atoms are bound to opposite sides of the double bond. As a result, they do not cause the chain to bend much, and their shape is similar to straight saturated fatty acids.

          


          In most naturally-occurring unsaturated fatty acids, each double bond has 3n carbon atoms after it, for some n, and all are cis bonds. Most fatty acids in the trans configuration (trans fats) are not found in nature and are the result of human processing (e.g., hydrogenation).


          The differences in geometry between the various types of unsaturated fatty acids, as well as between saturated and unsaturated fatty acids, play an important role in biological processes, and in the construction of biological structures (such as cell membranes).


          


          Nomenclature


          There are several different systems of nomenclature in use for unsaturated fatty acids. The following table describes the most common systems.


          
            
              	System

              	Example

              	Explanation
            


            
              	Trivial nomenclature

              	Palmitoleic acid

              	Trivial names (or common names) are non-systematic historical names which are the most frequent naming system used in literature. Most common fatty acids have trivial names in addition to their systematic names (see below). These names do not follow any pattern, but are concise and generally unambiguous.
            


            
              	Systematic nomenclature

              	(9Z)-octadec-9-enoic acid

              	Systematic names (or IUPAC names) derive from the standard IUPAC Rules for the Nomenclature of Organic Chemistry, published in 1979, along with a recommendation published specifically for lipids in 1977. Counting begins from the carboxylic acid end. Double bonds are labelled with cis-/ trans- notation or E-/ Z- notation, where appropriate. This notation is generally more verbose than common nomenclature, but has the advantage of being more technically clear and descriptive.
            


            
              	x nomenclature

              	cis,cis-9,12

              	In x (or delta-x) nomenclature, each double bond is indicated by x, where the double bond is located on the xth carboncarbon bond, counting from the carboxylic acid end. Each double bond is preceded by a cis- or trans- prefix, indicating the conformation of the molecule around the bond. For example, linoleic acid is designated .
            


            
              	nx nomenclature

              	n3

              	nx (n minus x; also x or omega-x) nomenclature does not provide names for individual compounds, but is a shorthand way to categorize fatty acids by their physiological properties. A double bond is located on the xth carboncarbon bond, counting from the terminal methyl carbon (designated as n or ) toward the carbonyl carbon. For example, -Linolenic acid is classified as a n3 or omega-3 fatty acid, and so it shares properties with other compounds of this type. The x or omega-x notation is common in popular literature, but IUPAC has deprecated it in favour of nx notation in technical documents. The most commonly researched fatty acid types are n3 and n6, which have unique biological properties.
            


            
              	Lipid numbers

              	18:3

              18:3,n6

              18:3,cis,cis,cis-9,12,15


              	Lipid numbers take the form C:D, where C is the number of carbon atoms in the fatty acid and D is the number of double bonds in the fatty acid. This notation is ambiguous, as different fatty acids can have the same numbers. Consequently, this notation is usually paired with either a x or nx term.
            

          


          Examples of unsaturated fatty acids:


          
            
              	Common name

              	Chemical structure

              	x

              	C:D

              	nx
            


            
              	Myristoleic acid

              	CH3(CH2)3CH=CH(CH2)7COOH

              	cis-9

              	14:1

              	n5
            


            
              	Palmitoleic acid

              	CH3(CH2)5CH=CH(CH2)7COOH

              	cis-9

              	16:1

              	n7
            


            
              	Oleic acid

              	CH3(CH2)7CH=CH(CH2)7COOH

              	cis-9

              	18:1

              	n9
            


            
              	Linoleic acid

              	CH3(CH2)4CH=CHCH2CH=CH(CH2)7COOH

              	cis,cis-9,12

              	18:2

              	n6
            


            
              	-Linolenic acid

              	CH3CH2CH=CHCH2CH=CHCH2CH=CH(CH2)7COOH

              	cis,cis,cis-9,12,15

              	18:3

              	n3
            


            
              	Arachidonic acid

              	CH3(CH2)4CH=CHCH2CH=CHCH2CH=CHCH2CH=CH(CH2)3COOH NIST

              	cis,cis,cis,cis-58,11,14

              	20:4

              	n6
            


            
              	Eicosapentaenoic acid

              	CH3CH2CH=CHCH2CH=CHCH2CH=CHCH2CH=CHCH2CH=CH(CH2)3COOH

              	cis,cis,cis,cis,cis-5,8,11,14,17

              	20:5

              	n3
            


            
              	Erucic acid

              	CH3(CH2)7CH=CH(CH2)11COOH

              	cis-13

              	22:1

              	n9
            


            
              	Docosahexaenoic acid

              	CH3CH2CH=CHCH2CH=CHCH2CH=CHCH2CH=CHCH2CH=CHCH2CH=CH(CH2)2COOH

              	cis,cis,cis,cis,cis,cis-4,7,10,13,16,19

              	22:6

              	n3
            

          


          


          Essential fatty acids


          The human body can produce all but two of the fatty acids it needs. These two, linoleic acid (LA acid) and alpha-linolenic acid (ALA), are widely distributed in plant oils. In addition, fish oils contain the longer-chain omega-3 fatty acids eicosapentaenoic acid (EPA) and docosahexaenoic acid (DHA). Other marine oils, such as from seal, also contain significant amounts of docosapentaenoic acid (DPA), which is also an omega-3 fatty acid. Although the body to some extent can convert LA and LNA into these longer-chain omega-3 fatty acids, the omega-3 fatty acids found in marine oils help fulfill the requirement of essential fatty acids (and have been shown to have wholesome properties of their own).


          Since they cannot be made in the body from other substrates and must be supplied in food, they are called essential fatty acids. Mammals lack the ability to introduce double bonds in fatty acids beyond carbons 9 and 10. Hence linoleic acid and alpha-linolenic acid are essential fatty acids for humans.


          In the body, essential fatty acids are primarily used to produce hormone-like substances that regulate a wide range of functions, including blood pressure, blood clotting, blood lipid levels, the immune response, and the inflammation response to injury infection.


          Essential fatty acids are polyunsaturated fatty acids and are the parent compounds of the omega-6 and omega-3 fatty acid series, respectively. They are essential in the human diet because there is no synthetic mechanism for them. Humans can easily make saturated fatty acids or monounsaturated fatty acids with a double bond at the omega-9 position, but do not have the enzymes necessary to introduce a double bond at the omega-3 position or omega-6 position.


          The essential fatty acids are important in several human body systems, including the immune system and in blood pressure regulation, since they are used to make compounds such as prostaglandins. The brain has increased amounts of linolenic and alpha-linoleic acid derivatives. Changes in the levels and balance of these fatty acids due to a typical Western diet rich in omega-6 and poor in omega-3 fatty acids is alleged" Study Links Brain Fatty Acid Levels To Depression", ScienceDaily, Bethesda, MD: American Society For Biochemistry And Molecular Biology ( 2005- 05-25). Retrieved on 2008- 01-18. to be associated with depression and behavioral change, including violence. The actual connection, if any, is still under investigation. Further, changing to a diet richer in omega-3 fatty acids, or consumption of supplements to compensate for a dietary imbalance, has been associated with reduced violent behaviour and increased attention span, but the mechanisms for the effect are still unclear. So far, at least three human studies have shown results that support this: two school studies as well as a double blind study in a prison.


          Fatty acids play an important role in the life and death of cardiac cells because they are essential fuels for mechanical and electrical activities of the heart.


          


          Trans fatty acids


          A trans fatty acid (commonly shortened to trans fat) is an unsaturated fatty acid molecule that contains a trans double bond between carbon atoms, which makes the molecule less 'kinked' in comparison to fatty acids with cis double bonds. These bonds are characteristically produced during industrial hydrogenation of plant oils. Research suggests that amounts of trans fats correlate with circulatory diseases such as atherosclerosis and coronary heart disease more than the same amount of non-trans fats, for reasons that are not fully understood. It is known, however, that trans fats raise the LDL (bad) cholesteral and lowers the HDL (good) cholestrol. They have also been shown to have other harmful effects such as increasing triglycerides and Lp(a) lipoproteins. It is also thought to cause more inflammation, which is thought to occur though damage to the cells lining of blood vessels.


          


          Long and short


          In addition to saturation, fatty acids are short, medium or long.


          
            	Short chain fatty acids (SCFA) are fatty acids with aliphatic tails of less than eight carbons.


            	Medium chain fatty acids (MCFA) are fatty acids with aliphatic tails of 814 carbons, which can form medium chain triglycerides.


            	Long chain fatty acids (LCFA) are fatty acids with aliphatic tails of 16 carbons or more.

          


          When discussing essential fatty acids, (EFA) a slightly different terminology applies. Short-chain EFA are 18 carbons long; long-chain EFA have 20 or more carbons.


          


          Free fatty acids


          Fatty acids can be bound or attached to other molecules, such as in triglycerides or phospholipids. When they are not attached to other molecules, they are known as "free" fatty acids.


          The uncombined fatty acids or free fatty acids may come from the breakdown of a triglyceride into its components (fatty acids and glycerol). However as fats are insoluble in water they must be bound to appropriate regions in the plasma protein albumin for transport around the body. The levels of "free fatty acid" in the blood are limited by the number of albumin binding sites available.


          Free fatty acids are an important source of fuel for many tissues since they can yield relatively large quantities of ATP. Many cell types can use either glucose or fatty acids for this purpose. In particular, heart and skeletal muscle prefer fatty acids. The brain cannot use fatty acids as a source of fuel; it relies on glucose, or on ketone bodies. Ketone bodies are produced in the liver by fatty acid metabolism during starvation, or during periods of low carbohydrate intake.


          


          Fatty acids in dietary fats


          The following table gives the fatty acid, vitamin E and cholesterol composition of some common dietary fats.


          
            
              	

              	Saturated

              	Monounsaturated

              	Polyunsaturated

              	Cholesterol

              	Vitamin E
            


            
              	

              	g/100g

              	g/100g

              	g/100g

              	mg/100g

              	mg/100g
            


            
              	Animal fats
            


            
              	Lard

              	40.8

              	43.8

              	9.6

              	93

              	0.00
            


            
              	Butter

              	54.0

              	19.8

              	2.6

              	230

              	2.00
            


            
              	Vegetable fats
            


            
              	Coconut oil

              	85.2

              	6.6

              	1.7

              	0

              	.66
            


            
              	Palm oil

              	45.3

              	41.6

              	8.3

              	0

              	33.12
            


            
              	Cottonseed oil

              	25.5

              	21.3

              	48.1

              	0

              	42.77
            


            
              	Wheat germ oil

              	18.8

              	15.9

              	60.7

              	0

              	136.65
            


            
              	Soya oil

              	14.5

              	23.2

              	56.5

              	0

              	16.29
            


            
              	Olive oil

              	14.0

              	69.7

              	11.2

              	0

              	5.10
            


            
              	Corn oil

              	12.7

              	24.7

              	57.8

              	0

              	17.24
            


            
              	Sunflower oil

              	11.9

              	20.2

              	63.0

              	0

              	49.0
            


            
              	Safflower oil

              	10.2

              	12.6

              	72.1

              	0

              	40.68
            


            
              	Rapeseed/Canola oil

              	5.3

              	64.3

              	24.8

              	0

              	22.21
            

          


          


          Acidity


          Short chain carboxylic acids such as formic acid and acetic acid are miscible with water and dissociate to form reasonably strong acids ( pKa 3.77 and 4.76, respectively). Longer-chain fatty acids do not show a great change in pKa. Nonanoic acid, for example, has a pKa of 4.96. However, as the chain length increases the solubility of the fatty acids in water decreases very rapidly, so that the longer-chain fatty acids have very little effect on the pH of a solution. The significance of their pKa values therefore has relevance only to the types of reactions in which they can take part.


          Even those fatty acids that are insoluble in water will dissolve in warm ethanol, and can be titrated with sodium hydroxide solution using phenolphthalein as an indicator to a pale-pink endpoint. This analysis is used to determine the free fatty acid content of fats, i.e., the proportion of the triglycerides that have been hydrolyzed.


          


          Reaction of fatty acids


          Fatty acids react just like any other carboxylic acid, which means they can undergo esterification and acid-base reactions. Reduction of fatty acids yields fatty alcohols. Unsaturated fatty acids can also undergo addition reactions, most commonly hydrogenation, which is used to convert vegetable oils into margarine. With partial hydrogenation, unsaturated fatty acids can be isomerized from cis to trans configuration. In the Varrentrapp reaction certain unsaturated fatty acids are cleaved in molten alkali, a reaction at one time of relevance to structure elucidation.


          


          Auto-oxidation and rancidity


          Fatty acids at room temperature undergo a chemical change known as auto-oxidation. The fatty acid breaks down into hydrocarbons, ketones, aldehydes, and smaller amounts of epoxides and alcohols. Heavy metals present at low levels in fats and oils promote auto-oxidation. Fats and oils often are treated with chelating agents such as citric acid.


          


          Circulation


          


          Digestion and intake


          Short- and medium chain fatty acids are absorbed directly into the blood via intestine capillaries and travel through the portal vein just as other absorbed nutrients do. However, long chain fatty acids are too large to be directly released into the tiny intestine capillaries. Instead they are absorbed into the fatty walls of the intestine villi and reassembled again into triglycerides. The triglycerides are coated with cholesterol and protein (protein coat) into a compound called a chylomicron.


          Within the villi, the chylomicron enters a lymphatic capillary called a lacteal, which merges into larger lymphatic vessels. It is transported via the lymphatic system and the thoracic duct up to a location near the heart (where the arteries and veins are larger). The thoracic duct empties the chylomicrons into the bloodstream via the left subclavian vein. At this point the chylomicrons can transport the triglycerides to where they are needed.


          


          Distribution


          Blood fatty acids are in different forms in different stages in the blood circulation. They are taken in through the intestine in chylomicrons, but also exist in very low density lipoproteins (VLDL) and low density lipoproteins (LDL) after processing in the liver. In addition, when released from adipocytes, fatty acids exist in the blood as free fatty acids.
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        Fault (geology)


        
          

          In geology a fault, or fault line, is a planar rock fracture which shows evidence of relative movement. Large faults within the Earth's crust are the result of differential or shear motion and active fault zones are the causal locations of most earthquakes. Earthquakes are caused by energy release during rapid slippage along a fault. A fault which runs along the boundary between two tectonic plates is called a transform fault.


          Since faults do not usually consist of a single, clean fracture, the term fault zone is used when referring to the zone of complex deformation that is associated with the fault plane. The two sides of a non-vertical fault are called the hanging wall and footwall. By definition, the hanging wall occurs above the fault and the footwall occurs below the fault. This terminology comes from mining. When working a tabular ore body the miner stood with the footwall under his feet and with the hanging wall hanging above him.


          
            [image: Figure 1. Fault in shales near Adelaide, Australia]

            
              Figure 1. Fault in shales near Adelaide, Australia
            

          


          


          Mechanics


          
            [image: Figure 2. The Junction fault, dividing the Allegheny Plateau and the true Appalachian Mountains in Pennsylvania.]

            
              Figure 2. The Junction fault, dividing the Allegheny Plateau and the true Appalachian Mountains in Pennsylvania.
            

          


          The creation and behaviour of faults, in both an individual small fault and within the greater fault zones which define the tectonic plates, is controlled by the relative motion of rocks on either side of the fault surface.


          Because of friction and the rigidity of the rock, the rocks cannot simply glide or flow past each other. Rather, stress builds up in rocks and when it reaches a level that exceeds the strain threshold, the accumulated potential energy is released as strain, which is focused into a plane along which relative motion is accommodated  the fault.


          Strain is both accumulative and instantaneous depending on the rheology of the rock; the ductile lower crust and mantle accumulates deformation gradually via shearing whereas the brittle upper crust reacts by fracture, or instantaneous stress release to cause motion along the fault. A fault in ductile rocks can also release instantaneously when the strain rate is too great. The energy released by instantaneous strain release is the cause of earthquakes, a common phenomenon along transform boundaries.


          


          Microfracturing and AMR theory


          Microfracturing, or microseismicity, is sometimes thought of as a symptom caused by rocks under strain, where small-scale failures, perhaps on areas the size of a dinner plate or a small area, release stress under high strain conditions. It is only when sufficient microfractures link up into a large slip surface that a large seismic event or earthquake can occur.


          According to this theory, after a large earthquake, the majority of the stress is released and the frequency of microfracturing is exponentially lower. A related theory, accelerating moment release (AMR), hypothesizes that the seismicity rate accelerates in a well-behaved way prior to large earthquakes, and may be a promising tool for earthquake prediction on the scale of days to years.


          This is being increasingly used to predict rock failures within mines and applications are being attempted for the portions of faults within brittle rheological conditions. Similar behaviour is observed in the tremors preceding volcanic eruptions.


          


          Slip, heave, throw
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          The sense of slip is defined by the relative movements of geological features present on either side of the fault plane and is a vector. The sense of slip defines the type of fault. This is distinct from the throw of the fault, which is the vertical offset. Heave is the measured horizontal offset of the fault.


          The vector of slip can be qualitatively measured by fault bend folding, drag folding of strata on either side of the fault (figure 2), and the direction and magitude of heave and throw can be measured only by finding common intersection points on either side of the fault. In practise it is usually only possible to find the slip direction of faults, and an approximation of the heave and throw vector.


          


          Fault types


          Faults can be categorized into three groups based on the sense of slip. A fault where the main sense of movement (or slip) on the fault plane is vertical is known as a dip-slip fault. Where the main sense of slip is horizontal the fault is known as a transcurrent or strike-slip fault. Oblique-slip faults have significant components of both strike and dip slip.


          For all naming distinctions, it is the orientation of the net dip and sense of slip of the fault which must be considered, not the present-day orientation, which may have been altered by local or regional folding or tilting.



          


          Dip-slip faults
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          Dip-slip faults can be again classified into the types "reverse" and "normal". A normal fault occurs when the crust is extended. Alternatively such a fault can be called an extensional fault. The hanging wall moves downward, relative to the footwall. A downthrown block between two normal faults dipping towards each other is called a graben. An upthrown block between two normal faults dipping away from each other is called a horst. Low-angle normal faults with regional tectonic significance may be designated detachment faults.


          A reverse fault is the opposite of a normal fault  the hanging wall moves up relative to the footwall. Reverse faults are indicative of shortening of the crust. The dip of a reverse fault is relatively steep, greater than 45.


          A thrust fault has the same sense of motion as a reverse fault, but with the dip of the fault plane at less than 45. Thrust faults typically form ramps, flats and fault-bend (hanging wall and foot wall) folds. Thrust faults are responsible for forming nappes and klippen in the large thrust belts.


          The fault plane is the plane that represents the fracture surface of a fault. Flat segments of thrust fault planes are known as flats, and inclined sections of the thrust are known as ramps. Typically thrust faults move within formations by forming flats, and climb up section with ramps.


          Fault-bend folds are formed by movement of the hangingwall over a non-planar fault surface and are found associated with both extensional and thrust faults.


          Faults may be reactivated at a later time with the movement in the opposite direction to the original movement (fault inversion). A normal fault may therefore become a reverse fault and vice versa.
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          Strike-slip faults
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          The fault surface is usually near vertical and the footwall moves either left or right or laterally with very little vertical motion. Strike-slip faults with left-lateral motion are also known as sinistral faults. Those with right-lateral motion are also known as dextral faults. A special class of strike-slip faults is the transform faults which are a plate tectonics feature related to spreading centers such as mid-ocean ridges.
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          Oblique-slip faults
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          A fault which has a component of dip-slip and a component of strike-slip is termed an 'oblique-slip fault'. Nearly all faults will have some component of both dip-slip and strike-slip, so defining a fault as oblique requires both dip and strike components to be measurable and significant. Some oblique faults occur within transtensional and transpressional regimes, others occur where the direction of extension or shortening changes during the deformation but the earlier formed faults remain active.


          


          Fault rock


          All faults have a measurable thickness, made up of deformed rock that is characteristic of the level in the crust where the faulting happened, the rock types affected by the fault and the presence and nature of any mineralising fluids. Fault rocks are classified by their textures and the implied mechanism of deformation. A fault that passes through different levels of the lithosphere will have many different types of fault rock developed along its surface. Continued dip-slip displacement will tend to juxtapose fault rocks characteristic of different crustal levels, with varying degrees of overprinting. This effect is particularly clear in the case of detachment faults and major thrust faults.


          The main types of fault rock are:


          
            	Cataclasite - A fault rock which is cohesive with a poorly developed or absent planar fabric, or which is incohesive, characterised by generally angular clasts and rock fragments in a finer-grained matrix of similar composition.


            	Mylonite - A fault rock which is cohesive and characterized by a well developed planar fabric resulting from tectonic reduction of grain size, and commonly containing rounded porphyroclasts and rock fragments of similar composition to minerals in the matrix


            	Tectonic or Fault Breccia - A medium- to coarse-grained cataclasite containing >30% visible fragments.


            	Fault Gouge - An incohesive, clay-rich fine- to ultrafine-grained cataclasite, which may possess a planar fabric and containing <30% visible fragments. Rock clasts may be present


            	Pseudotachylite - Ultrafine-grained vitreous-looking material, usually black and flinty in appearance, occurring as thin planar veins, injection veins or as a matrix to pseudoconglomerates or breccias, which infills dilation fractures in the host rock.


            	Clay smear clay-rich fault gouge formed in sedimentary sequences containing clay-rich layers which are strongly deformed and sheared into the fault gouge.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fault_(geology)"
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        Fauna of Australia


        
          

          


          The fauna of Australia consists of a huge variety of unique animals; some 83% of mammals, 89% of reptiles, 90% of fish and insects and 93% of amphibians that inhabit the continent are endemic to Australia. This high level of endemism can be attributed to the continent's long geographic isolation, tectonic stability, and the effects of an unusual pattern of climate change on the soil and flora over geological time. A unique feature of Australia's fauna is the relative scarcity of native placental mammals. Consequently the marsupialsa group of mammals that raise their young in a pouch, including the macropods, opossums and dasyuromorphsoccupy many of the ecological niches placental animals occupy elsewhere in the world. Australia is home to two of the five known extant species of monotremes and has numerous venomous species, which include the Platypus, spiders, scorpions, octopus, jellyfish, molluscs, stonefish, and stingrays. Uniquely, Australia has more venomous than non-venomous species of snakes.


          The settlement of Australia by Indigenous Australians more than 40,000years ago, and by Europeans from 1788, has significantly affected the fauna. Hunting, the introduction of non-native species, and land-management practices involving the modification or destruction of habitats have led to numerous extinctions. Some examples include the Paradise Parrot, Pig-footed Bandicoot and the Broad-faced Potoroo. Unsustainable land use still threatens the survival of many species. To target threats to the survival of its fauna, Australia has passed wide-ranging federal and state legislation and established numerous protected areas.


          


          Origins
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          Both geologic and climatic events helped to make Australia's fauna unique. Australia was once part of the southern supercontinent Gondwana, which also included South America, Africa, India and Antarctica. Gondwana began to break up 140million years ago (MYA); 50 MYA Australia separated from Antarctica and was relatively isolated until the collision of the Indo-Australian Plate with Asia in the Miocene era 5.3 MYA. The establishment and evolution of the present-day fauna was apparently shaped by the unique climate and the geology of the continent. As Australia drifted, it was, to some extent, isolated from the effects of global climate change. The unique fauna that originated in Gondwana, such as the marsupials, survived and adapted in Australia.


          After the Miocene, fauna of Asian origin were able to establish themselves in Australia. The Wallace Linethe hypothetical line separating the zoogeographical regions of Asia and Australasiamarks the tectonic boundary between the Eurasian and Indo-Australian plates. This continental boundary prevented the formation of land bridges and resulted in a distinct zoological distribution, with limited overlap, of most Asian and Australian fauna, with the exception of birds. Following the emergence of the circumpolar current in the mid-Oligocene era (some 15 MYA), the Australian climate became increasingly arid, giving rise to a diverse group of arid-specialised organisms, just as the wet tropical and seasonally wet areas gave rise to their own uniquely adapted species.


          


          Mammals


          Australia has a rich mammalian fossil history, as well as a variety of extant mammalian species, dominated by the marsupials. The fossil record shows that monotremes have been present in Australia since the Early Cretaceous 14599 MYA, and that marsupials and placental mammals date from the Eocene 5634 MYA, when modern mammals first appeared in the fossil record. Although marsupials and placental mammals did coexist in Australia in the Eocene, only marsupials have survived to the present. The placental mammals made their reappearance in Australia in the Miocene, when Australia moved closer to Indonesia, and bats and rodents started to appear reliably in the fossil record. The marsupials evolved to fill specific ecological niches, and in many cases they are physically similar to the placental mammals in Eurasia and North America that occupy similar niches, a phenomenon known as convergent evolution. For example, the top predator in Australia, the Tasmanian Tiger, bore a striking resemblance to canids such as the Gray Wolf; gliding opossums and flying squirrels have similar adaptations enabling their arboreal lifestyle; and the Numbat and anteaters are both digging insectivores.


          


          Monotremes and marsupials


          Monotremes are mammals with a unique method of reproduction: they lay eggs instead of giving birth to live young. Two of the five known living species of monotreme occur in Australia: the Platypus and the Short-beaked Echidna. The Platypus  a venomous, egg-laying, duck-billed, amphibious mammal  is one of the strangest creatures in the animal kingdom. When a Platypus pelt was first presented by Joseph Banks to English naturalists in the late 18th century, they were convinced it must be a cleverly created hoax. Another strange monotreme is the Short-beaked Echidna; covered in hairy spikes, with a tubular snout in the place of a mouth, it has a tongue that can move in and out of the snout about 100 times per minute to capture termites.
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          Australia is also home to the world's largest and most diverse selection of marsupials: mammals with a pouch in which they rear their young. The marsupial carnivores  order Dasyuromorphia  are represented by two surviving families: the Dasyuridae with 51 members, and the Myrmecobiidae with the Numbat as its sole surviving member.


          The Thylacine, or Tasmanian Tiger was the largest Dasyuromorphia and the last living specimen of the family Thylacinidae; however, the last known specimen died in captivity in 1936. The world's largest surviving carnivorous marsupial is the Tasmanian Devil; it is the size of a small dog and can hunt, although it is mainly a scavenger. It became extinct on the mainland some 600 years ago and is now found only in Tasmania. There are four species of quoll, or native cat, all of which are threatened species. The remainder of the Dasyuridae are referred to as 'marsupial mice'; most weigh less than 100grams. There are two species of marsupial mole  order Notoryctemorphia  that inhabit the deserts of Western Australia. These rare, blind, earless carnivores spend most of their time underground; little is known about them.


          The marsupial omnivores include the bandicoots and bilbies, order Peramelemorphia. There are seven species in Australia, most of which are endangered. These small creatures share several characteristic physical features: a plump, arch-backed body with a long, delicately tapering snout, large upright ears, long thin legs, and a thin tail. The evolutionary origin of this group is unclear, but they share characteristics from both carnivorous and herbivorous marsupials.
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          The marsupial herbivores are classified in the order Diprotodontia, and further into the suborders Vombatiformes, Phalangeriformes and Macropodiformes. The Vombatiformes include the Koala and the three species of wombat. One of Australia's best-known marsupials, the Koala is an arboreal (tree-dwelling) species that feeds on the leaves of some 120 species of eucalyptus. Wombats, on the other hand, live on the ground and feed on grasses, sedges and roots. Wombats use their rodent-like front teeth and powerful claws to dig extensive burrow systems; they are mainly crepuscular and nocturnal. Wombats are also well known for their backwards facing pouches.


          The Phalangeriformes includes possums and is a diverse group of arboreal marsupials, including six families and 26 species. They vary in size from the Pygmy possum, weighing just 7g, to the cat-sized Common Ringtail and Brushtail possums. The Sugar and Squirrel Gliders are common species of gliding possum, found in the eucalyptus forests of eastern Australia, while the Feathertail Glider is the smallest glider species. The gliding opossums have membranes, called "patagiums," that extend from the fifth finger of their forelimb back to the first toe of their hind foot. These membranes, when outstretched, allow them to glide between trees.


          The Macropodiformes are divided into three families that are found in all Australian environments except alpine areas: the Hypsiprymnodontidae, with the Musky Rat-kangaroo as its only member; the Potoroidae, with 10 species; and the Macropodidae which had 53 members in Australia, but some species are extinct. The Potoroidae include the bettongs, potaroos and rat-kangaroos, small species that make nests and carry plant material with their tails. The Macropodiae include kangaroos, wallabies and associated species; size varies widely within this family. Most macropods move in a bipedal, energy-efficient hopping motion. They have powerfully muscled tails and large hind legs with long narrow hind feet. The hind feet have a distinctive arrangement of four toes, while the short front legs have five separate digits. The Musky Rat-kangaroo is the smallest macropod and the only species that is not bipedal, while the male Red Kangaroo is the largest, reaching a height of about 2m and weighing up to 85kg.


          


          Placental mammals
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          Australia has indigenous placental mammals from two orders: the bats, order Chiroptera, represented by six families, and the mice and rats, order Rodentia, family Muridae. Bats and rodents are relatively recent arrivals to Australia. Bats probably arrived from Asia, and they are present in the fossil record only from as recently as 15 MYA. Although 7% of the world's bats species live in Australia, there are only two endemic genera of bats. Rodents first arrived in Australia 510 MYA and underwent a wide radiation to produce the species collectively known as the "old endemic" rodents. The old endemics are represented by 14 extant genera. About a million years ago, the rat entered Australia from New Guinea and evolved into seven species of Rattus, collectively called the "new endemics."


          Since human settlement, many placental mammals have been introduced to Australia and are now feral. The first was the Dingo; fossil evidence suggests that people from the north brought the Dingo to Australia about 5,000 years ago. When Europeans settled Australia they intentionally released many species into the wild, including the Red Fox, Brown Hare, and the European Rabbit. Other domestic species have escaped and over time have produced wild populations including the cat, Fallow Deer, Red Deer, Sambar Deer, Rusa Deer, Chital, Hog Deer, Domestic Horse, Donkey, Pig, Domestic Goat, Water Buffalo, and the Dromedary. Only three species of Australia's non-indigenous placental mammals were not deliberately introduced: the House Mouse, Black Rat and the Brown Rat.
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          Forty-six marine mammals from the order Cetacea are found in Australian coastal waters, but since many of these species have a global distribution, some authors do not consider them Australian species. There are nine species of baleen whale, including the enormous Humpback Whale. There are 37 species of toothed whale, which include all six genera of the family Ziphiidae ( Beaked whales), and 21 species of oceanic dolphin, including the Australian Snubfin Dolphin, a species first described in 2005. Some oceanic dolphins, such as the Orca, can be found in all waters around the continent; others, such as the Irrawaddy Dolphin, are confined to the warm northern waters. The Dugong (Order Sirenia) is an endangered marine species that inhabits the waters of northeastern and northwestern Australia, particularly the Torres Strait. It can grow up to 3m long and weigh as much as 400kg. The dugong is the only herbivorous marine mammal in Australia, feeding on sea grass in coastal areas. The destruction of sea grass beds is a threat to the survival of this species.


          Ten species of seals and sea-lions (superfamily Pinnipedia) live off the southern Australian coast and in Sub-Antarctic Australian territories.


          


          Birds
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          Australia and its territories are home to over 800 species of bird; about 350 of these are endemic to the zoogeographic region that covers Australia, New Guinea and New Zealand. The fossil record of birds in Australia is patchy; however, there are records of the ancestors of contemporary species as early as the Late Oligocene. Birds with a Gondwanan history include the flightless ratites (the Emu and Southern Cassowary), megapodes (the Malleefowl and Australian Brush-turkey), and a huge group of endemic parrots, order Psittaciformes. Australian parrots comprise a sixth of the worlds parrots, including many cockatoos and galahs. The Kookaburra is the largest species of the kingfisher family, known for its call, which sounds uncannily like loud, echoing human laughter.


          The passerines of Australia, also known as songbirds or perching birds, include wrens, robins, the magpie group, thornbills, pardalotes, the huge honeyeater family, treecreepers, lyrebirds, birds of paradise and bowerbirds. The Satin Bowerbird is a fascinating bird that has attracted the interest of evolutionary psychologists: it has a complex courtship ritual in which the male creates a bower filled with blue, shiny items to woo mates.
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          Relatively recent colonists from Eurasia are swallows, larks, thrushes, cisticolas, sunbirds, and some raptors, including the large Wedge-tailed Eagle. A number of bird species have been introduced by humans; some, like the European Goldfinch and Greenfinch, coexist happily with Australian species, while others, such as the Common Starling, Common Blackbird, House Sparrow and Indian Mynah, are destructive of some native bird species and thus destabilise the native ecosystem.


          About 200 species of seabird live on the Australian coast, including many species of migratory seabird. Australia is at the southern end of the East Asian-Australasian flyway for migratory water birds, which extends from Far-East Russia and Alaska through Southeast Asia to Australia and New Zealand. About two million birds travel this route to and from Australia each year. One very common large seabird is the Australian Pelican, which can be found in most waterways in Australia. The Little Penguin is the only species of penguin that breeds on mainland Australia.


          


          Amphibians and reptiles
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          Australia has four families of native frogs and one introduced toad, the Cane Toad. In 1935 the Cane Toad was introduced to Australia in a failed attempt to control pests in sugarcane crops. It has since become a devastating pest, spreading across northern Australia. As well as competing with native insectivores for food, the Cane Toad produces a venom that is toxic to native fauna, as well as to man. The Myobatrachidae, or southern frogs, are Australia's largest group of frogs, with 120 species from 21 genera. A notable member of this group is the colourful and endangered Corroboree Frog. The tree frogs, from family Hylidae, are common in high rainfall areas on the north and east coasts; there are 77 Australian species from three genera. The 18 species from two genera of the Microhylidae frogs are restricted to the rainforests; the smallest species, the Scanty Frog, is from this family. There is a single species from the world's dominant frog group, family Ranidae  the Australian Wood Frog  which only occurs in the Queensland rainforests. As elsewhere, there has been a precipitous decline in Australia's frog populations in recent years. Although the full reasons for the decline are uncertain, it can be at least partly attributed to the fatal amphibian fungal disease chytridiomycosis.
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          Australia has both saltwater and freshwater crocodiles. The Saltwater Crocodile, known colloquially as the "salty," is the largest living crocodile species; reaching over 7m and weighing over 1,000kg, they can and do kill people. They live on the coast and in the freshwater rivers and wetlands of northern Australia, and they are farmed for their meat and leather. Freshwater Crocodiles, found only in Northern Australia, are not considered dangerous to man.


          The Australian coast is visited by six species of sea turtle: the Flatback, Green Sea, Hawksbill, Olive Ridley, Loggerhead and the Leatherback Sea Turtles; all are protected in Australian waters. There are 29 species of Australian freshwater turtles from eight genera of family Chelidae. The Pig-nosed Turtle is the only Australian member of that family. Australia and Antarctica are the only continents without any living species of land tortoise.
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          Australia is the only continent where venomous snakes outnumber their non-venomous cousins. Australian snakes belong to seven families. Of these, the most venomous species, including the Fierce Snake, Eastern Brown Snake, Taipan and Eastern Tiger Snake are from the family Elapidae. Of the 200 species of elapid, 86 are found only in Australia. Thirty-three sea snakes from family Hydrophiidae inhabit Australia's northern waters; many are extremely venomous. Two species of sea snake from the Acrochordidae also occur in Australian waters. Australia has only 11 species from the world's most significant snake family Colubridae; none are endemic, and they are considered to be relatively recent arrivals from Asia. There are 15 python species and 31 species of insectivorous blind snake.
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          There are more lizards in Australia than anywhere else in the world, with representatives of five families. There are 114 species in 18 genera of gecko found throughout the Australian continent. The Pygopodidae is a family of limbless lizards endemic to the Australian region; of the 34 species from eight genera, only one species does not occur in Australia. The Agamidae or Dragon lizards are represented by 66 species in 13 genera, including the Thorny Devil, Bearded Dragon and Frill-necked Lizard. There are 26 species of monitor lizard, family Varanidae, in Australia, where they are commonly known as goannas. The largest Australian monitor is the Perentie, which can reach up to 2m in length. There are 389 species of skink from 38 genera, comprising about 50% of the total Australian lizard fauna; this group includes the blue-tongued lizards.


          


          Fish
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          More than 4,400 species of fish inhabit Australia's waterways; of these, 90% are endemic. However, because of the relative scarcity of freshwater waterways, Australia has only 170 species of freshwater fish. Two families of freshwater fish have ancient origins: the arowana or "bony tongues," and the Queensland lungfish. The Queensland lungfish is the most primitive of the lungfish, having evolved before Australia separated from Gondwana. One of the smallest freshwater fish, peculiar to the southwest of Western Australia, is the salamanderfish, which can survive desiccation in the dry season by burrowing into mud. Other families with a potentially Gondwanan origin include the Retropinnidae, Galaxiidae, Aplochitonidae and Percichthyidae. Apart from the ancient freshwater species, 70% of Australia's freshwater fish have affinities with tropical Indo-Pacific marine species that have adapted to freshwater. Nevertheless, fossil evidence indicates that many of these freshwater species are still ancient in origin. These species include freshwater lampreys, herrings, catfish, rainbowfish, and some 50 species of gudgeon, including the Sleepy Cod. Native freshwater game fish include the Barramundi, Murray Cod, and Golden Perch. Two species of endangered freshwater shark are found in the Northern Territory.


          Several exotic freshwater fish species, including brown, brook and rainbow trout, Atlantic and Chinook salmon, redfin perch, carp and mosquitofish, have been introduced to Australian waterways. The mosquitofish is a particularly aggressive species known for harassing and nipping the fins of other fish. It has been linked to declines and localised extinctions of several small native fish species. The introduced trout species have had serious negative impacts on a number of upland native fish species including trout cod, Macquarie perch and galaxias species as well as other upland fauna such as the Spotted Tree Frog. The carp is strongly implicated in the dramatic loss in waterweed, decline of small native fish species and permanently elevated levels of turbidity in the Murray-Darling Basin of southwest Australia.
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          Most of Australia's fish species are marine. Groups of interest include the moray eels and squirrelfish, as well as the pipefish and seahorses, whose males incubate their partner's eggs in a specialised pouch. There are 80 species of grouper in Australian waters, including one of the world's biggest bony fish, the Giant Grouper, which can grow as large as 2.7m and weigh up to 400kg. The trevally, a group of 50 species of silver schooling fish, and the snappers are popular species for commercial fishing. The Great Barrier Reef supports a huge variety of small- and medium-sized reef fish, including the damselfish, butterflyfish, angelfish, gobies, cardinalfish, wrassees, triggerfish and surgeonfish. There are several venomous fish, among them several species of stonefish and pufferfish and the red lionfish, all of which have toxins that can kill humans. There are 11 venomous species of stingray, the largest of which is the smooth stingray. The barracudas are one of the reef's largest species. However, large reef fish should not be eaten for fear of ciguatera poisoning.
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          Sharks inhabit all the coastal waters and estuarine habitats of Australias coast. There are 166 species, including 30 species of requiem shark, 32 of catshark, six of wobbegong shark, and 40 of dogfish shark. There are three species from the family Heterodontidae: the Port Jackson shark, the zebra bullhead shark and the crested bullhead shark. In 2004, there were 12 unprovoked shark attacks in Australia, of which two were fatal. Only 3 species of shark pose a significant threat to humans: the bull shark, the tiger shark and the great white shark. Some popular beaches in Queensland and New South Wales are protected by shark netting, a method that has reduced the population of both dangerous and harmless shark species through accidental entanglement. The overfishing of sharks has also significantly reduced shark numbers in Australian waters, and several species are now endangered. A megamouth shark was found on a Perth beach in 1988; very little is known about this species, but this discovery may indicate the presence of the species in Australian coastal waters.


          


          Invertebrates


          
            
              	Taxonomic group

              	Estimated number of species described

              	Estimated total number of species in Australia
            


            
              	Porifera

              	1,416

              	~3,500
            


            
              	Cnidaria

              	1,270

              	~1,760
            


            
              	Platyhelminthes

              	1,506

              	~10,800
            


            
              	Acanthocephala

              	57

              	~160
            


            
              	Nematoda

              	2,060

              	30,000
            


            
              	Mollusca

              	9,336

              	~12,250
            


            
              	Annelida

              	2,125

              	~4,230
            


            
              	Onychophora

              	56

              	~56
            


            
              	Crustacea

              	6,426

              	~9,500
            


            
              	Arachnida

              	5,666

              	~27,960
            


            
              	Insecta

              	58,532

              	~83,860
            


            
              	Echinodermata

              	1,206

              	~1,400
            


            
              	Other invertebrates

              	2,929

              	~7,230
            


            
              	Modified from: Williams et al. 2001.
            

          


          Of the estimated 200,000 animal species in Australia, about 96% are invertebrates. While the full extent of invertebrate diversity is uncertain, 90% of insects and molluscs are considered endemic. Invertebrates occupy many ecological niches and are important in all ecosystems as decomposers, pollinators, and food sources. The largest group of invertebrates is the insects, comprising 75% of Australia's known species of animals. The most diverse insect orders are the Coleoptera, with 28,200 species of beetles and weevils, the Lepidoptera with 20,816 species including butterflies and moths, and 12,781 species of Hymenoptera, including the ants, bees and wasps. Order Diptera, which includes the flies and mosquitoes, comprises 7,786 species, Order Hemiptera, including bugs, aphids and hoppers, comprises 5,650 species; and there are 2,827 species of order Orthoptera, including grasshoppers, crickets and katydids. Introduced species that pose a significant threat to native species include the European wasp, the red fire ant, the yellow crazy ant and feral honeybees which compete with native bees.
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          Australia has a wide variety of arachnids, including 135 species of spider that are familiar enough to have common names. There are numerous highly venomous species, including the notorious Sydney funnel-web and redback spiders, whose bites can be deadly. There are thousands of species of mites and ticks from order Acarina. Australia also has eight species of pseudoscorpion and nine scorpion species.


          In the Annelida (sub)class Oligochaeta there are many families of aquatic worms, and for native terrestrial worms: the Enchytraeidae (pot worms) and the "true" earthworms in families Acanthodrilidae, Octochaetidae and Megascolecidae. The latter includes the world's largest earthworm, the giant Gippsland earthworm, found only in Gippsland, Victoria. On average they reach 80cm in length, but specimens up to 3.7m in length have been found.
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          The large family Parastacidae includes 124 species of Australian freshwater crayfish. These include the world's smallest crayfish, the swamp crayfish, which does not exceed 30mm in length, and the world's largest crayfish, the Tasmanian giant freshwater crayfish, measuring up to 76cm long and weighing 4.5kg. The crayfish genus Cherax includes the common yabby, in addition to the farmed species marron and Queensland red claw. Species from the genus Engaeus, commonly known as the land crayfish, are also found in Australia. Engaeus species are not entirely aquatic, because they spend most of their lives living in burrows. Australia has seven species of freshwater crab from the genus Austrothelphusa. These crabs live burrowed into the banks of waterways and can plug their burrows, surviving through several years of drought. The extremely primitive freshwater mountain shrimp, found only in Tasmania, are a unique group, resembling species found in the fossil record from 200 MYA.
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              A magnificent sea anemone on the Great Barrier Reef, with an Ocellaris clownfish.
            

          


          A huge variety of marine invertebrates are found in Australian waters, with the Great Barrier Reef an important source of this diversity. Families include the Porifera or sea sponges, the Cnidaria (includes the jellyfish, corals and sea anemones, comb jellies), the Echinodermata (includes the sea urchins, starfish, brittle stars, sea cucumbers, the lamp shells) and the Mollusca (includes snails, slugs, limpets, squid, octopus, cockles, oysters, clams, and chitons). Venomous invertebrates include the box jellyfish, the blue-ringed octopus, and ten species of cone snail, which can cause respiratory failure and death in humans. The crown-of-thorns starfish usually inhabits the Reef at low densities. However, under conditions that are not yet well understood, they can reproduce to reach an unsustainable population density when coral is devoured at a rate faster than it can regenerate. This presents a serious reef management issue. Other problematic marine invertebrates include the native species purple sea-urchin and the white urchin, which have been able to take over marine habitats and form urchin barrens due to the over harvesting of their natural predators which include abalone and rock lobster. Introduced invertebrate pests include the Asian mussel, New Zealand green-lipped mussel, black-striped mussel and the Northern Pacific seastar, all of which displace native shellfish.


          There are many unique marine crustaceans in Australian waters. The best-known class, to which all the edible species of crustacean belong, is Malacostraca. The warm waters of northern Australia are home to many species of decapod crustaceans, including crabs, false crabs, hermit crabs, lobsters, shrimps, and prawns. The Peracarids, including the amphipods and isopods, are more diverse in the colder waters of southern Australia. Less-well-known marine groups include the classes Remipedia, Cephalocarida, Branchiopoda, Maxillopoda (which includes the barnacles, copepods and fish lice), and the Ostracoda. Notable species include the Tasmanian giant crab, the second largest crab species in the world, found in deep water, and weighing up to 13kg, and the Australian spiny lobsters, such as the Western rock lobster, which are distinct from other lobster species as they do not have claws.


          


          Invasive species
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          Introduction of exotic fauna in Australia by design, accident and natural processes has led to a considerable number of invasive, feral and pest species which have flourished and now impact the environment adversely. Introduced organisms affect the environment in a number of ways. Rabbits render land economically useless. Red Foxes affect local endemic fauna by predation while the cane toad poisons the predators by being eaten. The invasive species include birds ( Indian Mynah) and fish ( common carp), insects ( red imported fire ant) and molluscs ( Asian mussel). The problem is compounded by invasive exotic flora as well as introduced diseases, fungi and parasites.


          Costly, laborious and time-consuming efforts at control of these species has met with little success and this continues to be a major problem area in the conservation of Australia's biodiversity.


          


          Human impact and conservation


          For at least 40,000 years, Australia's fauna played an integral role in the traditional lifestyles of Indigenous Australians, who exploited many species as a source of food and skins. Vertebrates commonly harvested included macropods, opossums, seals, fish and the Short-tailed Shearwater, most commonly known as the Muttonbird. Invertebrates used as food included insects like the Bogong moth and larvae collectively called witchetty grubs and molluscs. The use of fire-stick farming, in which large swathes of bushland were burnt to facilitate hunting, modified both flora and fauna  and are thought to have contributed to the extinction of large herbivores with a specialised diet, such as the flightless birds from the genus Genyornis. The role of hunting and landscape modification by aboriginal people in the extinction of the Australian megafauna is debated.
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          The impact of Aborigines on native species populations is widely considered to be less significant than that of the European settlers, whose impact on the landscape has been on a relatively large scale. Since European settlement, direct exploitation of native fauna, habitat destruction and the introduction of exotic predators and competitive herbivores has led to the extinction of some 27 mammal, 23 bird and 4 frog species. Much of Australia's fauna is protected by legislation; a notable exception is kangaroos, which are prolific and are regularly culled. The federal Environment Protection and Biodiversity Conservation Act 1999 was created to meet Australia's obligations as a signatory to the 1992 Convention on Biological Diversity. This act protects all native fauna and provides for the identification and protection of threatened species. In each state and territory, there is statutory listing of threatened species. At present, 380 animal species are classified as either endangered or threatened under the EPBC Act, and other species are protected under state and territory legislation. More broadly, a complete cataloguing of all the species within Australia has been undertaken, a key step in the conservation of Australian fauna and biodiversity. In 1973, the federal government established the Australian Biological Resources Study (ABRS), which coordinates research in the taxonomy, identification, classification and distribution of flora and fauna. The ABRS maintains free online databases cataloguing much of the described Australian flora and fauna.


          Australia is a member of the International Whaling Commission and is strongly opposed to commercial whalingall Cetacean species are protected in Australian waters. Australia is also a signatory to the CITES agreement and prohibits the export of endangered species. Protected areas have been created in every state and territory to protect and preserve the country's unique ecosystems. These protected areas include national parks and other reserves, as well as 64 wetlands registered under the Ramsar Convention and 16 World Heritage Sites. As of 2002, 10.8% (774,619.51km) of the total land area of Australia is within protected areas. Protected marine zones have been created in many areas to preserve marine biodiversity; as of 2002, these areas cover about 7% (646,000km) of Australia's marine jurisdiction. The Great Barrier Reef is managed by the Great Barrier Reef Marine Park Authority under specific federal and state legislation. Some of Australia's fisheries are already overexploited, and quotas have been set for the sustainable harvest of many marine species.


          The State of the Environment Report, 2001, prepared by independent researchers for the federal government, concluded that the condition of the environment and environmental management in Australia had worsened since the previous report in 1996. Of particular relevance to wildlife conservation, the report indicated that many processessuch as salinity, changing hydrological conditions, land clearing, fragmentation of ecosystems, poor management of the coastal environment, and invasive speciespose major problems for protecting Australia's biodiversity.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fauna_of_Australia"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Feather


        
          

          Feathers are one of the epidermal growths that form the distinctive outer covering, or plumage, on birds. They are the outstanding characteristic that distinguishes the Class Aves from all other living groups. Other Theropoda also had feathers (see Feathered dinosaurs).
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          Characteristics
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          Feathers are among the most complex structural organs found in vertebrates: integumentary appendages, formed by controlled proliferation of cells in the epidermis, or outer skin layer, that produce keratin proteins. The -keratins in feathers, beaks and claws  and the claws, scales and shells of reptiles  are composed of protein strands hydrogen-bonded into -pleated sheets, which are then further twisted and crosslinked by disulfide bridges into structures even tougher than the -keratins of mammalian hair, horns and hoof.


          Feathers insulate birds from water and cold temperatures. The individual feathers in the wings and tail play important roles in controlling flight. These have their own identity and are not just randomly distributed. Some species have a crest of feathers on their heads. Although feathers are light, a bird's plumage weighs two or three times more than its skeleton, since many bones are hollow and contain air sacs. Colour patterns serve as camouflage against predators for birds in their habitats, and by predators looking for a meal. As with fish, the top and bottom colors may be different to provide camouflage during flight. Striking differences in feather patterns and colors are part of the sexual dimorphism of many bird species and are particularly important in selection of mating pairs. The remarkable colors and feather sizes of some species have never been fully explained.


          There are two basic types of feather: vaned feathers which cover the exterior of the body, and down feathers which are underneath the vaned feathers. The pennaceous feathers are vaned feathers. Also called contour feathers, pennaceous feathers are distributed over the whole body. Some of them are modified into remiges, the flight feathers of the wing, and rectrices, the flight feathers of the tail. A typical vaned feather features a main shaft, called the rachis. Fused to the rachis are a series of branches, or barbs; the barbs themselves are also branched and form the barbules. These barbules have minute hooks called barbicels for cross-attachment. Down feathers are fluffy because they lack barbicels, so the barbules float free of each other, allowing the down to trap much air and provide excellent thermal insulation. At the base of the feather, the rachis expands to form the hollow tubular calamus, or quill, which inserts into a follicle in the skin.
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          The Dyck texture is what causes the colors blue and green in most parrots. This is due to a texture effect in microscopic portions of the feather itself, rather than pigment, or the Tyndall effect as was previously believed. The Dyck texture alters colour produced by pigment. Thus, an albino parrot will be white. The spectacular red feathers of certain parrots owe their vibrancy to a rare set of pigments found nowhere else in nature. Albinism is a rare lack of pigment in some or all of a bird's feathers.


          In some birds, the feather colors may be created or altered by uropygial gland secretions. The yellow bill colors of many hornbills are produced by preen gland secretions. Other differences that may only be visible in the ultraviolet region are also possible.
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          A bird's feathers are replaced periodically during its life through molting. New feathers are formed through the same follicle from which the old ones were fledged.


          Some birds have a supply of powder down feathers which grow continuously, with small particles regularly breaking off from the ends of the barbules. These particles produce a powder that sifts through the feathers on the bird's body and acts as a waterproofing agent and a feather conditioner. Powder down has evolved independently in several taxa and can be found in down as well as pennaceous feathers. They may be scattered in plumage in the pigeons and parrots or in localized patches on the breast, belly or flanks as in herons and frogmouths. Herons use their bill to break the feathers and to spread them while cockatoos may use their head as a powder puff to apply the powder. Waterproofing can be lost by exposure to emulsifying agents due to human pollution. Feathers can become waterlogged and birds may sink. It is also very difficult to clean and rescue birds whose feathers have been fouled by oil spills.


          Bristles are stiff, tapering feathers with a large rachis but few barbs. Rictal bristles are bristles found around the eyes and bill. They may serve a similar purpose to eyelashes and vibrissae in mammals. It has been suggested that they may aid insectivorous birds in prey capture or that it may have sensory functions, however there is no clear evidence. In one study, Willow Flycatchers (Empidonax traillii) and they were found to catch insects equally well before and after removal of the rictal bristles.


          
            [image: Feather tracts or pterylae and their naming]

            
              Feather tracts or pterylae and their naming
            

          


          Feathers are not uniformly distributed on the skin of the bird except in the Penguin. In most birds the feathers grow from specific tracts of skin called pterylae while there are regions which are free of feathers called apterylae. The arrangement of these feather tracts, pterylosis, varies across bird families.


          


          Evolution


          Feathers most likely originated as a filamentous insulation structure, or possibly as markers for mating, with flight emerging only as a secondary purpose. It has been thought that feathers evolved from the scales of reptiles, but recent research suggests that while there is a definite relationship between these structures, it remains uncertain of the exact process. (see Quarterly Review of Biology 77:3 (September 2002): 261-95). In experiments where a virus was used to reduce the levels of certain proteins in chicken embryos, the chickens retained webbed feet, and the scutes developed into feathers. The scales, however, did not develop into feathers, and the research suggests that feathers did not evolve from reptilian scales.


          


          Feathered dinosaurs


          Several dinosaurs have been discovered with feathers on their limbs that would not have functioned for flight. One theory is that feathers originally developed on dinosaurs as a means of insulation; those small dinosaurs that then grew longer feathers may have found them helpful in gliding, which would have begun the evolutionary process that resulted in some proto-birds like Archaeopteryx and Microraptor zhaoianus. Other dinosaurs discovered with feathers include Pedopenna daohugouensis, Sinosauropteryx, and Dilong paradoxus, a tyrannosauroid which is 60 to 70 million years older than Tyrannosaurus rex. Currently the question is not whether birds are dinosaurs, but whether they are deinonychosaurians or are dromaeosaurids. It has been suggested that Pedopenna is older than Archaeopteryx, however, their age remains doubted by some experts.


          


          Human uses
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          Feathers have a number of utilitarian and cultural and religious uses.


          


          Utilitarian functions


          Feathers are both soft and excellent at trapping heat; thus, they are sometimes used in high-class bedding, especially pillows, blankets, and mattresses. They are also used as filling for winter clothing, such as quilted coats and sleeping bags; goose down especially has great loft, the ability to expand from a compressed, stored state to trap large amounts of compartmentalized, insulating air. Bird feathers have long been used for fletching arrows and in the past were used for ink pens. Colorful feathers such as those belonging to pheasants have been used to decorate fishing lures and hats. During the 18th, 19th, and even 20th Centuries a booming international trade in plumes, to satisfy market demand in North America and Europe for extravagant head-dresses as adornment for fashionable women, caused so much destruction (for example, to egret breeding colonies) that a major campaign against it by conservationists caused the fashion to change and the market to collapse.


          Feathers of large birds (most often geese) have been and are used to make quill pens. The word pen itself is derived from the Latin penna for feather. The French nom-de-plume for pen name has a similar origin.


          


          Cultural and religious uses
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          Eagle feathers have great cultural and spiritual value to American Indians in the USA and First Nations peoples in Canada as religious objects. In the United States the religious use of eagle and hawk feathers are governed by the eagle feather law (50 CFR 22), a federal law limiting the possession of eagle feathers to certified and enrolled members of federally recognized Native American tribes.


          Various birds and their plumages serve as cultural icons throughout the world, from the hawk in ancient Egypt to the bald eagle and the turkey in the United States. In Greek mythology, Daedelus the inventor and Icarus tried to escape his prison by attaching feathered wings to his shoulders with wax, which was melted by the Sun.
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              	Fed Cup
            


            
              	Current season or competition:

              2008 Fed Cup
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              	Sport

              	Tennis
            


            
              	Founded

              	1963
            


            
              	No. of teams

              	8 (World Group)

              74 (total)
            


            
              	Country(ies)

              	ITF member nations
            


            
              	Most recent

              champion(s)
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          Fed Cup is the premier team competition in women's tennis, launched in 1963 to celebrate the 50th Anniversary of the International Tennis Federation (ITF). The competition was known as the Federation Cup until 1995.


          The men's equivalent of the Fed Cup is the Davis Cup.


          


          History


          The idea for the event can be traced back to 1919, when Hazel Hotchkiss Wightman came up with the concept for a women's team competition. When this was rejected, she instead presented a trophy in 1923 for an annual contest between the United States and Great Britain, who were at that time the strongest tennis-playing nations. Nell Hopman, wife of the legendary Australian Davis Cup Captain Harry Hopman, later took up Mrs Wightman's original idea.


          In 1962, when a British resident of the United States, Mary Hardwick Hare, presented a dossier proving that support for such an event was overwhelming, the ITF was persuaded that a team championship played over one week in a different venue each year was a 'good idea'. It had taken 40 years for Wightmans idea of a womens Davis Cup to become a reality. Finally in 1963, the ITF launched the Federation Cup to celebrate its 50th anniversary. Open to all nations and not just USA and Great Britain, the much awaited competition became a resounding success.


          Played over one week in a different venue each year, the inaugural event attracted 16 countries. The competition was supported by the top players right from the start. Held at the Queen's Club, in London, the first contest between Australia and the United States set the tone with Grand Slam champions Darlene Hard, Billie Jean King, Margaret Smith and Lesley Turner all proudly representing their country on court. The United States emerged the champion nation and has since put their mark on the competition, collecting a record 17 titles over the years.


          That first Federation Cup had attracted entries from 16 teams, a respectable number considering that there was no prize money and teams had to meet their own expenses. Sponsorship would later enable this number to expand dramatically, first by the Colgate Group in 1976, and, from 1981 to 1994 by the Japanese communications and computer giant NEC. By 1994, 73 nations competed, and the host nation of a Federation Cup week was now required to build a special tennis complex, giving rise to what became known as the Federation Cup "legacy." In addition to the kudos of showcasing the premier international women's team competition, nations viewed their involvement as providing an unprecedented opportunity for their national game to develop.


          The rise in entries led to the creation of regional qualifying competitions in 1992 and, subsequently in 1995, the Federation Cup adopted a new format and shortened its name to the Fed Cup. Having seen the great success that the home-and-away format had achieved in Davis Cup, the format for the Fed Cup was changed in 1995 so that women, as well as men, could play for their country in their country. While the format has been adjusted several times since 1995, the current format, introduced in 2005, incorporates an eight Nation World Group I and eight nation World Group II playing both home-and-away over three weekends throughout the year.


          


          Format


          


          Tournament


          While many nations enter the Fed Cup each year, only 16 countries qualify for the elite World Group and World Group II each year (eight in World Group and eight in World Group II).


          They reach World Group and World Group II as follows:


          (a) World Group - the four nations that win their World Group first round tie remain in the World Group for the following year. First round losers contest the World Group Play-offs against the four winning nations from World Group II to determine relegation/promotion for the following year's competition. (The four nations that win World Group Play-offs will be in the World Group the following year, while the four losers will start the following year in World Group II.)


          (b) World Group II - the four nations that win their World Group II ties will compete in the World Group I Play-Offs to determine relegation/promotion for the following year, as described above. Similarly the four nations that lose their World Group II ties will face winning nations from Group I Zonal competitions, in the World Group II Play-offs, to determine relegation/promotion. (The four nations that win their World Group II Play-offs will be in World Group II the following year, while the four losers will begin the next year in Group I Zonal events.)


          Once in the World Group or World Group II, four nations will be seeded in each. The decision as to which nations will be seeded is made by the Fed Cup Committee, according to the ITF Fed Cup Nations Ranking.


          At the levels below the World Group and World Group II, the Fed Cup nations compete in Zonal Competition events, which are split into three zones: The Americas Zone, the Asia/Oceania Zone and the Europe/Africa Zone. In each zone there are two groups, Group I being the higher and Group II the lower, except for the Europe/Africa Zone, which also has a Group III.


          Within the Group zonal regions, teams are split into pools and play against each other in a round robin format. The exact format of each Group event, and promotion and relegation between them, varies according to the number of participating teams. Please check the relevant tie pages for details of that year's competitions.


          However, two teams are always promoted from Europe/Africa Group I to that year's World Group II Play-Offs, while one team each go to the World Group II Play-Offs from Americas Group I and Asia/Oceania Zone Group I.


          


          Ties


          In World Group and World Group II, and World Group and World Group II Play-Off ties, each tie is contested in a best of five matches format, and is played across two days. On the first day there are two singles matches, and then the reverse singles matches take place on the following day. The final match is a doubles.


          In Zonal Groups I, II and III, ties are played over the best of three matches (two singles and a doubles).


          The First Round Ties in the World Group and World Group II are played on a home and away knock-out basis, and take place over a weekend in the early part of the year.


          World Group Semifinals and Final are played over on a home and away knock-out basis, and take place over a weekend in July (Semifinals) and September (Final).


          Play-Off ties for World Group and World Group II will also be played on a home and away knock-out basis taking place in July.


          The choice of ground for First Round, Semifinals and Play-Off ties is decided by lot or goes automatically to one of the competing nations.


          As Groups I, II and III are played in a round robin format in all three zones, each event takes place at a single venue over one week. These are held in the first half of the year (to allow promotion of teams to the World Group II Play-Off ties in the second half of the year), and dates and venues are decided by the Fed Cup Committee.


          


          Records and statistics


          


          Team


          
            
              	Country

              	Years Won

              	Runners Up
            


            
              	[image: Flag of the United States] United States

              	1963, 1966, 1967, 1969, 1976, 1977, 1978, 1979, 1980, 1981, 1982, 1986, 1989, 1990, 1996, 1999, 2000 (17)

              	1964, 1965, 1974, 1985, 1987, 1991, 1994, 1995, 2003 (9)
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              	1964, 1965, 1968, 1970, 1971, 1973, 1974 (7)

              	1963, 1969, 1975, 1976, 1977, 1978, 1979, 1980, 1984, 1993 (10)
            


            
              	[image: Flag of Spain] Spain

              	1991, 1993, 1994, 1995, 1998 (5)

              	1989, 1992, 1996, 2000, 2002 (5)
            


            
              	[image: Flag of Czechoslovakia] Czechoslovakia

              	1975, 1983, 1984, 1985, 1988 (5)

              	1986 (1)
            


            
              	[image: Flag of the Soviet Union] Soviet Union

              	2004, 2005, 2007 (3)

              	1988, 1990, 1999, 2001 (4)
            


            
              	[image: Flag of Germany] Germany

              	1987, 1992 (2)

              	1966, 1970, 1982, 1983 (4)
            


            
              	[image: Flag of France] France

              	1997, 2003 (2)

              	2004, 2005 (2)
            


            
              	[image: Flag of South Africa] South Africa

              	1972 (1)

              	1973 (1)
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              	2001 (1)

              	2006 (1)
            


            
              	[image: Flag of Italy] Italy

              	2006 (1)

              	2007(1)
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              	2002 (1)

              	(0)
            


            
              	[image: Flag of the United Kingdom] Great Britain

              	(0)

              	1967, 1971, 1972, 1981 (4)
            


            
              	[image: Flag of the Netherlands] Netherlands

              	(0)

              	1968, 1997 (2)
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              	(0)

              	1998 (1)
            

          


          
            	
              Consecutive titles

              
                	All-time: 7, United States, 1976- 1982

              

            


            	
              Consecutive finals appearances

              
                	All-time: 8, Australia, 1973- 1980

              

            


            	
              Most number of games in a tie

              
                	All-time: 172, France 4-1 Japan, 1997 World Group first round

              

            

          


          


          Individual


          
            	
              Youngest player

              
                	Denise Panagopoulou; Greece; 12 years, 360 days1

              

            


            	
              Oldest player

              
                	Gill Butterfield; Bermuda; 52 years, 162 days

              

            


            	
              Most rubbers played

              
                	100, Arantxa Snchez Vicario, Spain

              

            


            	
              Most ties played

              
                	73, Anna Smashnova, Israel

              

            


            	
              Most rubbers won

              
                	Total: 72, Arantxa Snchez Vicario, Spain


                	Singles: 50, Arantxa Snchez Vicario, Spain


                	Doubles: 38, Larisa Neiland, Soviet Union/ Latvia

              

            

          


          1Players must now be aged 14 and over


          


          Current ITF rankings


          
            
              	Rank

              	Nation

              	Points

              	Previous

              	Rank

              	Nation

              	Points

              	Previous
            


            
              	1

              	[image: Flag of Russia] Russia

              	34,500.0

              	

              	11

              	[image: Flag of the Czech Republic] Czech Republic

              	3,870.0

              	
            


            
              	2

              	[image: Flag of Italy] Italy

              	25,810.0

              	

              	12

              	[image: Flag of Japan] Japan

              	3,670.0

              	
            


            
              	3

              	[image: Flag of France] France

              	14,010.0
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          The Federal Bureau of Investigation (FBI) is the primary investigative arm of the United States Department of Justice (DOJ), serving as both a federal criminal investigative body and a domestic intelligence agency. At present, the FBI has investigative jurisdiction over violations of more than 200 categories of federal crimes, making the FBI the de-facto lead law enforcement agency of the United States government. The motto of the bureau is "Fidelity, Bravery, Integrity".


          The FBI headquarters is in Washington, D.C., and there are also 56 field offices located in major cities throughout the United States as well as over 400 resident agencies in smaller cities and towns across the nation, and more than 50 international offices, called "Legal Attachs", in U.S. embassies worldwide.


          


          Mission and priorities


          In fiscal year 2006, the FBI's total budget was approximately $8.7 billion, including $495 million in program increases to enhance counter-terrorism, counterintelligence, cyber crime, information technology, security, forensics, training, and criminal programs. According to its congressional budget justification for the fiscal year 2009, for the past several years the FBI has assumed a growing responsibility for collecting foreign intelligence, in response to a May, 2006 request from the Director of National Intelligence.


          It was established in 1908 as the Bureau of Investigation (BOI), and the name was changed to the FBI in 1935.


          The mission of the FBI is "To protect and defend the United States against terrorist and foreign intelligence threats, to uphold and enforce the criminal laws of the United States, and to provide leadership and criminal justice services to federal, state, municipal, and international agencies and partners."


          Currently, the FBI's top investigative priorities are:


          
            	Protect the United States from terrorist attack (see counter-terrorism);


            	Protect the United States against foreign intelligence operations and espionage (see counter-intelligence);


            	Protect the United States against cyber-based attacks and high-technology crimes (see cyber-warfare);


            	Combat public corruption at all levels;


            	Protect civil rights;


            	Combat transnational/national criminal organizations and enterprises (see organized crime);


            	Combat major white-collar crime;


            	Combat significant violent crime;


            	Support federal, state, local and international partners; and


            	Upgrade technology for successful performance of the FBI's mission.

          


          In August 2007, the top categories of lead criminal charges resulting from FBI investigations were:


          
            	Bank robbery and incidental crimes (107 charges)


            	Drugs (104 charges)


            	Attempt and conspiracy (81 charges)


            	Material involving sexual exploitation of minors (53 charges)


            	Mail fraud - frauds and swindles (51 charges)


            	Bank fraud (31 charges)


            	Prohibition of illegal gambling businesses (22 charges)


            	Fraud by wire, radio, or television (20 charges)


            	Hobbs Act (17 charges)


            	RICO - prohibited activities (17 charges)

          


          


          Legal authority
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          The FBI's mandate is established in Title 28 of the United States Code (U.S. Code), Section 533, which authorizes the Attorney General to "appoint officials to detect... crimes against the United States." Other federal statutes give the FBI the authority and responsibility to investigate specific crimes.


          The USA PATRIOT Act increased the powers allotted to the FBI, especially in wiretapping and monitoring of Internet activity. One of the most controversial provisions of the act is the so-called sneak and peek provision, granting the FBI powers to search a house while the residents are away, and not requiring them to notify the residents for several weeks afterwards. Under the PATRIOT Act's provisions the FBI also resumed inquiring into the library records of those who are suspected of terrorism (something it had supposedly not done since the 1970s).


          The FBI's chief tool against organized crime is the Racketeer Influenced and Corrupt Organizations (RICO) Act. The FBI is also charged with the responsibility of enforcing compliance of the United States Civil Rights Act of 1964 and investigating violations of the act in addition to prosecuting such violations with the United States Department of Justice (DOJ). The FBI also shares concurrent jurisdiction with the Drug Enforcement Administration (DEA) in the enforcement of the Controlled Substances Act of 1970.


          Information obtained through an FBI investigation is presented to the appropriate US Attorney or Department of Justice (DOJ) official, who decides if prosecution or other action is warranted.


          


          History


          In 1886, the Supreme Court, in Wabash, St. Louis & Pacific Railroad Company v. Illinois, found that the states had no power to regulate interstate commerce. The resulting Interstate Commerce Act of 1887 created a Federal responsibility for interstate law enforcement. The Justice Department, which had hired few permanent investigators since its establishment in 1870, made little effort to relieve its staff shortage until the turn of the century, when Attorney General Charles Joseph Bonaparte reached out to other agencies, including the Secret Service, for investigators. But Congress forbade this use of Treasury employees by Justice, passing a law to that effect in 1908. So the Attorney General moved to organize a formal Bureau of Investigation (BOI), complete with its own staff of special agents. Its jurisdiction derived from the Interstate Commerce Act of 1887. The FBI grew out of this force of Special Agents created on July 26, 1908 during the presidency of Theodore Roosevelt. Its first official task was visiting and making surveys of the houses of prostitution (in preparation for enforcing 'The White Slave Traffic Act' passed on June 25, 1910). In 1932, it was renamed the United States Bureau of Investigation. The following year it was linked to the Bureau of Prohibition and rechristened the Division of Investigation (DOI) before finally becoming the FBI in 1935.


          The director of the old BOI, J. Edgar Hoover, became the first FBI director and served for nearly 48 years. After Hoover's death, legislation was passed limiting the tenure of future FBI directors to a maximum of ten years. The Scientific Crime Detection Laboratory, or the FBI Laboratory, officially opened in 1932, largely as a result of Hoover's efforts. Hoover had substantial involvement in most cases and projects the FBI handled during his tenure.


          During the so-called "war on crime" of the 1930s, FBI agents apprehended or killed a number of notorious criminals who carried out a number of kidnappings, robberies, and murders throughout the nation, including John Dillinger, "Baby Face" Nelson, Kate "Ma" Barker, Alvin "Creepy" Karpis, and George "Machine Gun" Kelly. While this campaign, as well as the campaign to build-up the FBI, was carried out in response to a national crime wave, most historians now believe that if there was a crime wave at all, it was grossly exaggerated during the Great Depression.


          Other activities of its early decades included a decisive role in reducing the scope and influence of the Ku Klux Klan. Additionally, through the work of Edwin Atherton, the FBI claimed success in apprehending an entire army of Mexican neo-revolutionaries along the California border in the 1920s.
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          Beginning in the 1940s and continuing into the 1970s, the Bureau investigated cases of espionage against the United States and its allies. Eight Nazi agents who had planned sabotage operations against American targets were arrested, six of whom were executed ( Ex parte Quirin). Also during this time, a joint US/UK code breaking effort ( Venona)with which the FBI was heavily involvedbroke Soviet diplomatic and intelligence communications codes, allowing the US and British governments to read Soviet communications. This effort confirmed the existence of Americans working in the United States for Soviet intelligence. Hoover was administering this project but failed to notify the Central Intelligence Agency (CIA) until 1952. Another notable case is the arrest of Soviet spy Rudolf Abel in 1957. The discovery of Soviet spies operating in the US allowed Hoover to pursue his longstanding obsession with the threat he perceived from the American left, ranging from Communist Party of the United States of America (CPUSA) union organizers to American liberals with no revolutionary aspirations whatsoever.


          During the 1950s and 1960s, FBI officials became increasingly concerned about the influence of civil rights leaders. In 1956, for example, Hoover took the rare step of sending an open letter denouncing Dr. T.R.M. Howard, a civil rights leader, surgeon, and wealthy entrepreneur in Mississippi who had criticized FBI inaction in solving recent murders of George W. Lee, Emmett Till, and other blacks in the South. The FBI carried out controversial domestic surveillance in an operation called COINTELPRO. It aimed at investigating and disrupting dissident political organizations within the United States, including both militant and non-violent organizations, including the Southern Christian Leadership Conference, a leading civil rights organization.


          Martin Luther King, Jr. was a frequent target of investigation. The FBI found no evidence of any crime, but attempted to use tapes of King involved in sexual activity for blackmail. In his 1991 memoirs, Washington Post journalist Carl Rowan asserted that the FBI had sent at least one anonymous letter to King encouraging him to commit suicide.


          When President John F. Kennedy was shot and killed, the jurisdiction fell to the local police departments until President Lyndon B. Johnson directed the FBI to take over the investigation. To ensure that there would never be any more confusion over who would handle homicides at the federal level, Congress passed a law that put investigations of deaths of federal officials within FBI jurisdiction.


          After the Racketeer Influenced and Corrupt Organizations Act (RICO Act) took effect, the FBI began investigating the former Prohibition organized groups, which by now become fronts for crime in major cities and even small towns. All of the FBI work was done undercover and from within these organizations using the provisions provided in the RICO Act and these groups were dismantled. Although Hoover initially denied the existence of a close-knit organized crime network in the United States, the Bureau later conducted operations against known organized crime syndicates and families, including those headed by Sam Giancana and John Gotti. The RICO Act is still used today for all organized crime and any individuals that might fall under the Act.
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          In 1984, the FBI formed an elite SWAT team to help with problems that might arise at the 1984 Summer Olympics, particularly terrorism and major-crime. The formation of the team arose from the 1972 Summer Olympics at Munich, Germany when terrorists murdered Israeli Athletes. The team was named Hostage Rescue Team (HRT) and acts as the FBI lead for SWAT related procedures and all counter terrorism cases. Also formed in 1984 was the Computer Analysis and Response Team (CART). The end of the 1980s and the early part of the 1990s saw the reassignment of over 300 agents from foreign counter intelligence duties to violent crime and the designation of violent crime as the sixth national priority. But with reduced cuts to other well-established departments, and because terrorism was not longer considered a threat after the end of the Cold War, the FBI became a tool of local police forces for tracking fugitives who had crossed state lines, which was a felony. The FBI Laboratory also helped develop DNA testing, continuing the pioneering role in identification that began with its fingerprinting system in 1924.


          Between 1993 and 1996, the FBI increased its counter-terrorism role in the wake of the first 1993 World Trade Centre bombing in New York, New York and the Oklahoma City bombing in 1995, and the arrest of the Unabomber in 1996. Technological innovation and the skills of FBI Laboratory analysts helped ensure that all three of these cases were successfully prosecuted, but the FBI was also confronted by a public outcry in this period, which still haunts it today. After Congress passed the Communications Assistance for Law Enforcement Act (CALEA, 1994), the Health Insurance Portability and Accountability Act (HIPA, 1996), and the Economic Espionage Act (EEA, 1996), the FBI followed suit and underwent a technological upgrade in 1998, just as it did with its CART team in 1991. Computer Investigations and Infrastructure Threat Assessment Centre (CITAC) and the National Infrastructure Protection Centre (NIPC) were created to deal with the increase in Internet-related problems, such as computer viruses, worms, and other malicious programs that might unleash havoc in the US. With these developments, the FBI increased its electronic surveillance in public safety and national security investigations, adapting to how telecommunications advancements changed the nature of such problems.


          Within months of the September 11, 2001 attacks, FBI Director Robert Mueller, who was only sworn in three days before the attacks, called for a re-engineering of FBI structure and operations. In turn, he made countering every federal crime a top priority, including the prevention of terrorism, countering foreign intelligence operations, addressing cyber security threats, other high-tech crimes, protecting civil rights, combating public corruption, organized crime, white-collar crime, and major acts of violent crime.


          


          Organization
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          The FBI is headquartered at the J. Edgar Hoover Building in Washington, D.C., with 56 field offices in major cities across the United States. The FBI also maintains over 400 resident agencies across the United States, as well as over 50 legal attachs at United States embassies and consulates. Many specialized FBI functions are located at facilities in Quantico, Virginia, as well as in Clarksburg, West Virginia. The FBI is in process of moving its Records Management Division, which processes FOIA requests, to Winchester, Virginia.


          The FBI Laboratory, established with the formation of the BOI, did not appear in the J. Edgar Hoover Building until its completion in 1974. The lab serves as the primary lab for most DNA, biological, and physical work. Public tours of FBI headquarters ran through the FBI laboratory workspace before the move to the J. Edgar Hoover Building. The services the lab conducts include Chemistry, Combined DNA Index System (CODIS), Computer Analysis and Response, DNA Analysis, Evidence Response, Explosives, Firearms and Tool marks, Forensic Audio, Forensic Video, Image Analysis, Forensic Science Research, Forensic Science Training, Hazardous Materials Response, Investigative and Prospective Graphics, Latent Prints, Materials Analysis, Questioned Documents, Racketeering Records, Special Photographic Analysis, Structural Design, and Trace Evidence. The services of the FBI Laboratory are used by many state, local, and international agencies free of charge. The lab also maintains a second lab at the FBI Academy.


          The FBI Academy, located in Quantico, Virginia, is home to the communications and computer laboratory the FBI utilizes. It is also where new agents are sent for training to become FBI Special Agents. Going through the twenty-one week course is required for every Special Agent. It was first opened for use in 1972 on 385 acres (1.6 km) of woodland. The Academy also serves as a classroom for state and local law enforcement agencies who are invited onto the premiere law enforcement training centre. The FBI units that reside at Quantico are the Field and Police Training Unit, Firearms Training Unit, Forensic Science Research and Training Centre, Technology Services Unit (TSU), Investigative Training Unit, Law Enforcement Communication Unit, Leadership and Management Science Units (LSMU), Physical Training Unit, New Agents' Training Unit (NATU), Practical Applications Unit (PAU), the Investigative Computer Training Unit and the "College of Analytical Studies."


          The Criminal Justice Information Services (CJIS) Division, located in Clarksburg, West Virginia. It is the youngest division of the FBI only being formed in 1991 and opening in 1995. The complex itself is the length of three football fields. Its purpose is to provide a main repository for information. Under the roof of the CJIS are the programs for the National Crime Information Centre (NCIC), Uniform Crime Reporting (UCR), Fingerprint Identification, Integrated Automated Fingerprint Identification System (IAFIS), NCIC 2000, and the National Incident-Based Reporting System (NIBRS). Many state and local agencies use these systems as a source for their own investigations and contribute to the database using secure communications. FBI provides these tools of sophisticated identification and information services to local, state, federal, and international law enforcement agencies.


          The FBI often works in conjunction with other Federal agencies, including the United States Coast Guard and Customs and Border Protection (CBP) in seaport security, and the National Transportation Safety Board in investigating airplane crashes and other critical incidents. Immigration and Customs Enforcement (ICE) is the only other agency with the closest amount of investigative power. In the wake of the September 11, 2001 attacks, the FBI maintains a role in most federal criminal investigations.


          The FBI is organized in the following manner.


          
            	National Security Branch

              
                	Counterintelligence Division


                	Counterterrorism Division


                	Directorate of Intelligence

              

            


            	Criminal Investigations Branch

              
                	Criminal Investigative Division


                	Cyber Division

              

            


            	Law Enforcement Services Branch

              
                	Criminal Justice Information Services Division


                	Critical Incident Response Group


                	Laboratory Division


                	Office of International Operations


                	Office of Law Enforcement Coordination


                	Operational Technology Division


                	Training & Development Division

              

            


            	Administration Branch

              
                	Administrative Services Division


                	Facilities & Logistics Services Division


                	Finance Division


                	Records Management Division


                	Security Division

              

            


            	Office of the Chief Information officer

              
                	Information Technology Operations Division


                	Office of IT Policy & Planning


                	Office of IT Program Management


                	Office of IT Systems Development

              

            

          


          


          BOI and FBI directors


          FBI Directors are appointed by the President of the United States. They must be confirmed by the United States Senate and serve ten-year terms. J. Edgar Hoover, appointed by Calvin Coolidge in 1924, was by far the longest-serving FBI Director, serving until his death in 1972. In 1968, Congress passed legislation as part of the Omnibus Crime Control and Safe Streets Act Pub.L. 90-351, June 19, 1968, 82 Stat.197 that specified a 10-year term limit for future FBI Directors, as well as requiring Senate confirmation of appointees. As the incumbent, this legislation did not apply to Hoover, only to his successors. The current FBI Director is Robert Mueller, who was appointed in 2001 by George W. Bush.


          The FBI director is responsible for the day-to-day operations at the FBI. Along with his deputies, the director makes sure cases and operations are handled correctly. The director also is in charge of making sure the leadership in any one of the FBI field offices are manned with qualified agents. Before the Intelligence Reform and Terrorism Prevention Act was passed in the wake of the September 11, 2001 attacks, the FBI director would brief the President of the United States on any issues that arise from within the FBI. Since then, the director now reports to the Director of National Intelligence (DNI) who in turn reports to the President.


          


          Hiring process
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          While the exact process and details are classified, the process of becoming an employee of the FBI is arduous. At a minimum, FBI employees require a Top Secret (TS) security clearance, and in many instances, employees need a higher level, TS/SCI clearance. In order to get a security clearance, all potential FBI personnel must pass a series of Single Scope Background Investigations (SSBI), which are conducted by the Office of Personnel Management. Special Agents candidates also have to pass a rigorous Physical Fitness Test (PFT) that includes a 300-meter run, one-minute sit-ups, maximum push-ups, and a 1.5-mile (2.4km) run. There is also a random drug test all FBI personnel have to pass in order to become an agent. In addition to the drug test, there is a polygraph test personnel have to pass, with questions including possible drug use. After potential special agent candidates are cleared with TS clearance and the Form SF-312 non-disclosure agreement is signed, they attend the FBI training facility located on Marine Corps Base Quantico in Virginia. Candidates spend approximately 21 weeks at the FBI Academy, where they receive over 500 classroom hours and over 1000 simulated law enforcement hours to train. Upon graduation, new FBI Special Agents are placed all around the country and the world, depending on their areas of expertise. Professional support staff works out of one of the many support buildings the FBI maintains. However, any Agent or Support staff member can be transferred to any location for any length of time if their skills are deemed necessary at one of the FBI field offices or one of the 400 resident agencies the FBI maintains.


          As of October 31, 2006, the FBI had a total of 30,762 employees. That includes 12,659 special agents and 18,009 support staff, such as FBI police officers, intelligence analysts, language specialists, scientists, information technology specialists, and other professionals.


          


          Publications


          The FBI Law Enforcement Bulletin is published monthly by the FBI Law Enforcement Communication Unit, with articles of interest to state and local law enforcement personnel. First published in 1932 as Fugitives Wanted by Police, the FBI Law Enforcement Bulletin covers topics including law enforcement technology and issues, such as crime mapping and use of force, as well as recent criminal justice research, and Vi-CAP alerts, on wanted suspects and key cases.


          The FBI also publishes some reports for both law enforcement personnel as well as regular citizens covering topics including law enforcement, terrorism, cybercrime, white-collar crime, violent crime, and statistics. However, the vast majority of Federal government publications covering these topics are published by the Office of Justice Programs agencies of the United States Department of Justice, and disseminated through the National Criminal Justice Reference Service.


          


          Crime statistics
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          Uniform Crime Reports


          The Uniform Crime Reports (UCR) compile data from over 17,000 law enforcement agencies across the country. They provide detailed data regarding the volume of crimes to include arrest, clearance (or closing a case), and law enforcement officer information. The UCR focuses its data collection on violent crimes, hate crimes, and property crimes. Created in the 1920s, the UCR system has not proven to be as uniform as its name implies. The UCR data only reflect the most serious offense in the case of connected crimes and has a very restrictive definition of rape. Since about 93% of the data submitted to the FBI is in this format, the UCR stands out as the publication of choice as most states require law enforcement agencies to submit this data.


          Preliminary Annual Uniform Crime Report for 2006 was released on June 4, 2006. The report shows violent crime offenses rose 1.3%, but the number of property crime offenses decreased 2.9% compared to 2005.


          


          National Incident Based Reporting System


          The National Incident Based Reporting System (NIBRS) crime statistics system aims to address limitations inherent in UCR data. The system used by law enforcement agencies in the United States for collecting and reporting data on crimes. Local, state, and federal agencies generate NIBRS data from their records management systems. Data is collected on every incident and arrest in the Group A offense category. The Group A offenses are 46 specific crimes grouped in 22 offense categories. Specific facts about these offenses are gathered and reported in the NIBRS system. In addition to the Group A offenses, eleven Group B offenses are reported with only the arrest information. The NIBRS system is in greater detail than the summary-based UCR system. As of 2004, 5,271 law enforcement agencies submitted NIBRS data. That amount represents 20% of the United States population and 16% of the crime statistics data collected by the FBI.


          Criticism


          The FBI has endured public criticism and internal conflict in the past decade. As the FBI attempts to modernize technologically to take on a greater counter-terrorism role, there have been times where the FBI is scrutinized.


          Most of the recent controversies in the FBI have been involved with "terrorist" organizations or "operational" mishaps. In the early and late 1990s, its role in the Ruby Ridge and Waco incidents caused an uproar over the tactics that were used. During the 1996 Summer Olympics in Atlanta, Georgia, the FBI was also criticized for its investigation on the Centennial Olympic Park bombing. It has recently settled a dispute with Richard Jewell, who was a private security guard at the venue, along with some media organizations, in regards to the leaking of his name during the investigation. In the 1990s, it turned out that the fingerprint unit of the FBI's crime lab had repeatedly done shoddy work. In some cases, the technicians, given evidence that actually cleared a suspect, reported instead that it proved the suspect guilty. Many cases had to be reopened when this pattern of errors was discovered.


          In 2000, the FBI began the Trilogy project to upgrade its outdated IT infrastructure. This project, originally scheduled to take three years and cost around $380 million, ended up going far over budget and behind schedule. Efforts to deploy modern computers and networking equipment were generally successful, but attempts to develop new investigation software, outsourced to SAIC, were a disaster. Virtual Case File, or VCF, as the software was known, was plagued by poorly defined goals, and repeated changes in management. In January 2005, more than two years after the software was originally planned for completion, the FBI officially abandoned the project. At least $100 million (and much more by some estimates) was spent on the project, which was never operational. The FBI has been forced to continue using its decade-old Automated Case Support system, which is considered woefully inadequate by IT experts. In March 2005, the FBI announced it is beginning a new, more ambitious software project code-named Sentinel expected for completion by 2009.


          In February 2001, Robert Hanssen was caught selling information to the Russians. It was later learned that Hanssen, who had reached a high position within the FBI, had been selling intelligence since as early as 1979. He pleaded guilty to treason and received a life sentence in 2002, but the incident led many to question the security practices employed by the FBI. There was also a claim that Robert Hanssen might have contributed information that led to the September 11, 2001 attacks.


          The 9/11 Commission's final report on July 22, 2004 stated that the FBI and CIA were both partially to blame for not pursuing intelligence reports which could have prevented the September 11, 2001 attacks. In its most condemning assessment, the report concluded that the country had "not been well served" by either agency and listed numerous recommendations for changes within the FBI. While the FBI has acceded to most of the recommendations, including oversight by the new Director of National Intelligence, some former members of the 9/11 Commission publicly criticized the FBI in October 2005, claiming it was resisting any meaningful changes.


          On July 8, 2007 the Washington Post published excerpts from UCLA Professor Amy Zegart's book Spying Blind: The CIA, the FBI, and the Origins of 9/11. The article reported that government documents show the CIA and FBI missed 23 potential chances to disrupt the terrorist attacks of September 11, 2001. The primary reasons for these failures included: agency cultures resistant to change and new ideas; inappropriate incentives for promotion; and a lack of cooperation between the FBI, CIA and the rest of the United States Intelligence Community. The article went on to also blame the FBI's decentralized structure which prevented effective communication and cooperation between different FBI offices. The article also claimed that the FBI has still not evolved into an effective counterterrorism or counterintelligence agency, due in large part to deeply ingrained cultural resistance to change within the FBI. For example, FBI personnel practices continue to treat all staff other than Special Agents as support staff, categorizing Intelligence Analysts alongside the FBI's auto mechanics and janitors.


          A March 2007 report by the inspector general of the Justice Department described the FBI's "widespread and serious misuse" of national security letters, a form of administrative subpoena used to demand records and data pertaining to individuals. The report said that between 2003 and 2005 the FBI had issued more than 140,000 national security letters, many involving people with no obvious connections to terrorism.


          Faulty Bullet Lead Analysis Testimony


          For over 40 years, the FBI crime lab in Quantico believed lead in bullets had unique chemical signatures, and that by breaking them down and analyzing them, it was possible to match bullets, not only to a single batch of ammunition coming out of a factory, but to a single box of bullets. The National Academy of Sciences conducted an 18 month independent review of comparative bullet lead analysis. In 2003, its National Research Council published a report calling into question 30 years of FBI testimony. It found the model the FBI used for interpreting results was deeply flawed and that the conclusion that bullet fragments could be matched to a box of ammunition so overstated, that it was misleading under the rules of evidence. One year later, the FBI decided to stop doing bullet lead analysis.


          Of over 2500 cases using this analysis, there are potentially hundreds or thousands where FBI lab technicians provided forensic testimony at criminal trials. In each case, the testimony was wrong and misleading. The U.S. Government has a legal obligation to notify defendants about any information that might help prove their innocence, even after they have been convicted. Only the FBI can identify the cases in which bullet lead analysis was performed, yet it has resisted releasing that information.


          As a result of the 60 Minutes-Washington Post investigation in November, 2007, (two years later) the bureau said it will identify, review and release all of the pertinent cases, and notify prosecutors about cases in which faulty testimony was given.


          FBI Knowingly Assisted In Wrongful Conviction of Murder


          Protecting an informant, the FBI allowed four innocent men to be convicted of murder in March 1965. Three of the men were sentenced to death (which was later reduced to life in prison). The fourth defendant was sentenced to life in prison, where he spent three decades.


          In July, 2007, U.S. District Judge Nancy Gertner in Boston found the bureau helped convict the four men of the March 1965 gangland murder of Edward "Teddy" Deegan. The U.S. Government was ordered to pay $100 million in damages to the four defendants.


          


          FBI files on specific persons


          It is possible to obtain a copy of an FBI file on yourself, on a living person who gives you permission to do so, or on a deceased individual through the U.S. Freedom of Information Act. The FBI has generated files on numerous celebrities including Elvis Presley, Frank Sinatra, John Denver, John Lennon, Jane Fonda, Groucho Marx, Charlie Chaplin, MC5, Lou Costello, Sonny Bono, Mickey Mantle, and Gene Autry.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Federal_Bureau_of_Investigation"
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          The Federal Reserve System (also the Federal Reserve; informally The Fed) is the central banking system of the United States. Created in 1913 by the enactment of the Federal Reserve Act, it is a quasi-public ( government entity with private components) banking system composed of (1) the presidentially appointed Board of Governors of the Federal Reserve System in Washington, D.C.; (2) the Federal Open Market Committee; (3) 12 regional Federal Reserve Banks located in major cities throughout the nation acting as fiscal agents for the U.S. Treasury, each with its own nine-member board of directors; (4) numerous private U.S. member banks, which subscribe to required amounts of non-transferable stock in their regional Federal Reserve Banks; and (5) various advisory councils. As of 2008, Ben Bernanke serves as the Chairman of the Board of Governors of the Federal Reserve System.


          


          History


          In 1863, in order to help finance the Civil War, a system of national banks was instituted by the National Currency Act. The banks each had the power to issue standardized national bank notes based on United States bonds held by the bank. The early national banking system had two main weaknesses: an "inelastic" currency; and a lack of liquidity. During the last quarter of the 19th century and the beginning of the 20th century the United States economy went through a series of financial panics. A particularly severe panic in 1907 provided the motivation for renewed demands for banking and currency reform. The following year Congress enacted the Aldrich-Vreeland Act which provided for an emergency currency and established the National Monetary Commission to study banking and currency reform.


          


          The Federal Reserve Act
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              Newspaper clipping, December 24, 1913
            

          


          The chief of the bipartisan National Monetary Commission was financial expert and Senate Republican leader Nelson Aldrich. Aldrich set up two commissions  one to study the American monetary system in depth and the other, headed by Aldrich himself, to study the European central-banking systems and report on them. Aldrich went to Europe opposed to centralized banking, but after viewing Germany's banking system came away believing that a centralized bank was better than the government-issued bond system that he had previously supported. Centralized banking was met with much opposition from politicians, who were suspicious of a central bank and who charged that Aldrich was biased due to his close ties to wealthy bankers such as J.P. Morgan and his daughter's marriage to John D. Rockefeller, Jr.


          Aldrich fought for a private bank with little government influence, but conceded that the government should be represented on the Board of Directors. Most Republicans favored the Aldrich Plan, but it lacked enough support in the bipartisan Congress to pass. Progressive Democrats instead favored a reserve system owned and operated by the government and out of control of the "money trust", ending Wall Street's control of American currency supply. Conservative Democrats fought for a privately owned, yet decentralized, reserve system, which would still be free of Wall Street's control. The Federal Reserve Act passed Congress in late 1913 on a mostly partisan basis, with most Democrats in support and most Republicans against it.


          


          Post Bretton Woods era


          In July 1979, Paul Volcker was nominated, by President Carter, as Chairman of the Federal Reserve Board amid roaring inflation. He tightened the money supply, and by 1986 inflation had fallen sharply. In October 1979 the Federal Reserve announced a policy of "targeting" money aggregates and bank reserves in its struggle with double-digit inflation.


          In January 1987, with retail inflation at only 1%, the Federal Reserve announced it was no longer going to use money-supply aggregates, such as M2, as guidelines for controlling inflation, even though this method had been in use from 1979, apparently with great success. Before 1980, interest rates were used as guidelines; inflation was severe. The Fed complained that the aggregates were confusing. Volcker was chairman until August 1987, whereupon Alan Greenspan assumed the mantle, seven months after monetary aggregate policy had changed.


          


          Purpose


          The purpose of the Federal Reserve System is formally stated in the Federal Reserve Act:


          
            	
              
                To provide for the establishment of Federal reserve banks, to furnish an elastic currency, to afford means of rediscounting commercial paper, to establish a more effective supervision of banking in the United States, and for other purposes.

              

            

          


          The primary motivation for creating the Federal Reserve was to address banking panics. The Federal Reserve briefly describes the circumstances that led to its creation, the purpose for creating it, and functions of the system in The Federal Reserve in Plain English:


          
            	
              
                Just before the founding of the Federal Reserve, the nation was plagued with financial crises. At times, these crises led to panics, in which people raced to their banks to withdraw their deposits. A particularly severe panic in 1907 resulted in bank runs that wreaked havoc on the fragile banking system and ultimately led Congress in 1913 to write the Federal Reserve Act. Initially created to address these banking panics, the Federal Reserve is now charged with a number of broader responsibilities, including fostering a sound banking system and a healthy economy.

              

            

          


          The purpose and functions of the Federal Reserve System include:


          
            	To address banking panics


            	To serve as the central bank for the United States


            	To strike a balance between private interests of banks and the centralized responsibility of government

              
                	supervising and regulating banking institutions


                	protect the credit rights of consumers

              

            


            	To manage the nation's money supply through monetary policy

              
                	maximum employment


                	stable prices


                	moderate long-term interest rates

              

            


            	Maintain the stability of the financial system and containing systemic risk in financial markets


            	Providing financial services to depository institutions, the U.S. government, and foreign official institutions, including playing a major role in operating the nations payments system

              
                	facilitate the exchange of payments among regions


                	to be responsive to local liquidity needs

              

            


            	Strengthen U.S. standing in the world economy

          


          


          Addressing the problem of bank panics


          Bank runs occur because banking systems are usually fractional reserve lending institutions and do not have enough cash in reserves to give to all of their depositors simultaneously. Bank runs can lead to a multitude of social and economic problems. The Federal Reserve was designed as an attempt to prevent this from occurring.


          


          Elastic currency


          One way to prevent bank runs is to have a money supply that can expand when money is needed. The term "elastic currency" in the Federal Reserve Act doesn't just mean the ability to expand the money supply, but also to contract it. Some economic theories have been developed that support the idea of expanding or shrinking a money supply as economic conditions warrant. Elastic currency is defined by the Federal Reserve as:


          
            Currency that can, by the actions of the central monetary authority, expand or contract in amount warranted by economic conditions.

          


          Monetary policy of the Federal Reserve System is based partially on the theory that it is best overall to expand or contract the money supply as economic conditions change.


          


          Check clearing system


          Because some banks refused to clear checks from certain other banks during times of economic uncertainty, which increased financial problems, a check-clearing system was created in the Federal Reserve System. It is briefly described in The Federal Reserve System - Purposes and Functions:


          
            By creating the Federal Reserve System, Congress intended to eliminate the severe financial crises that had periodically swept the nation, especially the sort of financial panic that occurred in 1907. During that episode, payments were disrupted throughout the country because many banks and clearinghouses refused to clear checks drawn on certain other banks, a practice that contributed to the failure of otherwise solvent banks. To address these problems, Congress gave the Federal Reserve System the authority to establish a nationwide check-clearing system. The System, then, was to provide not only an elastic currencythat is, a currency that would expand or shrink in amount as economic conditions warrantedbut also an efficient and equitable check-collection system.

          


          


          Lender of last resort


          The Federal Reserve has the authority and financial resources to act as lender of last resort by extending credit to depository institutions or to other entities in unusual circumstances involving a national or regional emergency, where failure to obtain credit would have a severe adverse impact on the economy.


          Through its discount and credit operations, Reserve Banks provide liquidity to banks to meet short-term needs stemming from seasonal fluctuations in deposits or unexpected withdrawals. Longer term liquidity may also be provided in exceptional circumstances. The rate the Fed charges banks for these loans is the discount rate (officially the primary credit rate).


          In making these loans, the Fed serves as a buffer against unexpected day-to-day fluctuations in reserve demand and supply. This contributes to the effective functioning of the banking system, alleviates pressure in the reserves market and reduces the extent of unexpected movements in the interest rates.


          


          Central bank


          In its role as the central bank of the United States, the Fed serves as a 'banker's bank' and as the government's bank. As the banker's bank, it helps to assure the safety and efficiency of the payments system. As the government's bank, or fiscal agent, the Fed processes a variety of financial transactions involving trillions of dollars. Just as an individual might keep an account at a bank, the U.S. Treasury keeps a checking account with the Federal Reserve through which incoming federal tax deposits and outgoing government payments are handled. As part of this service relationship, the Fed sells and redeems U.S. government securities such as savings bonds and Treasury bills, notes and bonds. It also issues the nation's coin and paper currency. The U.S. Treasury, through its Bureau of the Mint and Bureau of Engraving and Printing, actually produces the nation's cash supply; the Fed Banks then distribute it to financial institutions.


          


          Federal funds


          Federal funds are the reserve balances that private banks keep at their local Federal Reserve Bank. These reserve balances are the "reserves" in "federal reserve", hence the name of the system. The purpose of keeping funds at a Federal Reserve Bank is to have a mechanism through which private banks can lend funds to one another. This market for funds plays an important role in the Federal Reserve System as it is what inspired the name of the system and it is what is used as the basis for monetary policy. Monetary policy works by influencing how much money the private banks charge each other for the lending of these funds.


          


          Balance between private banks and responsibility of government


          The system was designed out of a compromise between the competing philosophies of privatization and government regulation. While planning the design of the system, some people wanted the system to have generally private aspects whereas others wanted more government involvement. The system that resulted ended up being a compromise between these two philosophies. Donald L. Kohn, vice chairman of the Board of Governors, gave a summary of this compromise:


          
            Agrarian and progressive interests, led by William Jennings Bryan, favored a central bank under public, rather than banker, control. But the vast majority of the nation's bankers, concerned about government intervention in the banking business, opposed a central bank structure directed by political appointees. The legislation that Congress ultimately adopted in 1913 reflected a hard-fought battle to balance these two competing views and created the hybrid public-private, centralized-decentralized structure that we have today.

          


          In the current system, private banks are for-profit businesses but there are restrictions on what they can do. These restrictions placed on private banks are government regulations. The Federal Reserve System is the part of government that regulates the private banks. The balance between privatization and government involvement is also seen in the structure of the system. Private banks elect members of the board of directors at their regional Federal Reserve Bank while the members of the Board of Governors are selected by the President of the United States and confirmed by the Senate. The private banks give input to the government officials about their economic situation and these government officials use this input in Federal Reserve policy decisions. In the end, private banking businesses are able to freely run a profitable business while the U.S. government, through the Federal Reserve System, oversees and regulates the activities of the private banks.


          


          Government regulation and supervision


          The Board of Governors is the part of the Federal Reserve System that is responsible for supervising the private banks. A general description of the types of regulation and supervision involved is given by the Federal Reserve:


          
            
              	The Board also plays a major role in the supervision and regulation of the U.S. banking system. It has supervisory responsibilities for state-chartered banks that are members of the Federal Reserve System, bank holding companies (companies that control banks), the foreign activities of member banks, the U.S. activities of foreign banks, and Edge Act and agreement corporations (limited-purpose institutions that engage in a foreign banking business). The Board and, under delegated authority, the Federal Reserve Banks, supervise approximately 900 state member banks and 5,000 bank holding companies. Other federal agencies also serve as the primary federal supervisors of commercial banks; the Office of the Comptroller of the Currency supervises national banks, and the Federal Deposit Insurance Corporation supervises state banks that are not members of the Federal Reserve System.

            


            
              	Some regulations issued by the Board apply to the entire banking industry, whereas others apply only to member banks, that is, state banks that have chosen to join the Federal Reserve System and national banks, which by law must be members of the System. The Board also issues regulations to carry out major federal laws governing consumer credit protection, such as the Truth in Lending, Equal Credit Opportunity, and Home Mortgage Disclosure Acts. Many of these consumer protection regulations apply to various lenders outside the banking industry as well as to banks.

            


            
              	Members of the Board of Governors are in continual contact with other policy makers in government. They frequently testify before congressional committees on the economy, monetary policy, banking supervision and regulation, consumer credit protection, financial markets, and other matters.

            


            
              	The Board has regular contact with members of the Presidents Council of Economic Advisers and other key economic officials. The Chairman also meets from time to time with the President of the United States and has regular meetings with the Secretary of the Treasury. The Chairman has formal responsibilities in the international arena as well.

            

          


          


          Preventing asset bubbles


          The board of directors of each Federal Reserve Bank District also have regulatory and supervisory responsibilities. For example, a member bank (private bank) is not permitted to give out too many loans to people who cannot pay them back. This is because too many defaults on loans will lead to a bank run. If the board of directors has judged that a member bank is performing or behaving poorly, it will report this to the Board of Governors. This policy is described in United States Code, Title 12, Chapter 3, subchapter 7, section 301:


          
            Each Federal reserve bank shall keep itself informed of the general character and amount of the loans and investments of its member banks with a view to ascertaining whether undue use is being made of bank credit for the speculative carrying of or trading in securities, real estate, or commodities, or for any other purpose inconsistent with the maintenance of sound credit conditions; and, in determining whether to grant or refuse advances, rediscounts, or other credit accommodations, the Federal reserve bank shall give consideration to such information. The chairman of the Federal reserve bank shall report to the Board of Governors of the Federal Reserve System any such undue use of bank credit by any member bank, together with his recommendation. Whenever, in the judgment of the Board of Governors of the Federal Reserve System, any member bank is making such undue use of bank credit, the Board may, in its discretion, after reasonable notice and an opportunity for a hearing, suspend such bank from the use of the credit facilities of the Federal Reserve System and may terminate such suspension or may renew it from time to time.

          


          The punishment for making false statements or reports which overvalue an asset is stated in U.S. Code, Title 18, Part 1, Chapter 47, Section 1014:


          
            Whoever knowingly makes any false statement or report, or willfully overvalues any land, property or security, for the purpose of influencing in any way...shall be fined not more than $1,000,000 or imprisoned not more than 30 years, or both.

          


          These aspects of the Federal Reserve System are the parts intended to prevent or minimize speculative asset bubbles which ultimately lead to severe market corrections.


          


          Structure


          


          Independent within government


          The Federal Reserve System is an independent government institution that has private aspects, but is neither a private organization, nor operates for a profit. It derives its authority and public purpose from the Federal Reserve Act passed by Congress in 1913. As an independent institution, the Federal Reserve has the authority to act on its own without prior approval from Congress or the President. The members of its Board of Governors are appointed for long, staggered terms, limiting the influence of day-to-day political considerations. The Federal Reserves unique structure also provides internal checks and balances, ensuring that its decisions and operations are not dominated by any one part of the system. It also generates revenue independently without need for Congressional funding. Congressional oversight and statue, which can alter the Fed's responsibilities and control, allows the government to keep the Federal Reserve in check. Since it was designed to be independent while also remaining within the government of the United States, it is often said to be "independent within the government."


          The 12 Federal Reserve banks provide the financial means to operate the Federal Reserve. Each reserve bank is organized much like a private corporation so that it can provide the necessary revenue to cover operational expenses and implement the demands of the board. Member banks are privately owned banks that must buy a certain amount of stock in the Reserve Bank within its region to be a member of the Federal Reserve System. This stock "may not be sold, traded, or pledged as security for a loan" and all member banks receive a 6% annual dividend. These member banks must maintain fractional reserves either as vault cash or on account at its Reserve Bank; member banks earn no interest on either of these. The dividends paid by the Federal Reserve Banks to member banks are considered partial compensation for the lack of interest paid on the required reserves. All profit after expenses is returned to the U.S. Treasury or contributed to the surplus capital of the Federal Reserve Banks (and since shares in ownership of the Federal Reserve Banks are redeemable only at par, the nominal "owners" do not benefit from this surplus capital); the Federal Reserve system contributed over $29 billion to the Treasury in 2006.


          


          Outline


          The Federal Reserve System as a whole


          
            	The nation's central bank


            	A regional structure with 12 districts


            	Subject to general Congressional authority and oversight


            	Operates on its own earnings

          


          Board of Governors


          
            	7 members serving staggered 14-year terms


            	Appointed by the U.S. President and confirmed by the Senate


            	Oversees System operations, makes regulatory decisions, and sets reserve requirements

          


          Federal Open Market Committee


          
            	The System's key monetary policymaking body


            	Decisions seek to foster economic growth with price stability by influencing the flow of money and credit


            	Composed of the 7 members of the Board of Governors and the Reserve Bank presidents, 5 of whom serve as voting members on a rotating basis

          


          Federal Reserve Banks


          
            	12 regional banks with 25 branches


            	Each independently incorporated with a 9-member board of directors, of whom 6 are from the private sector and 3 are designated by the Board of Governors.


            	Set discount rate, subject to approval by Board of Governors.


            	Monitor economy and financial institutions in their districts and provide financial services to the U.S. government and depository institutions.

          


          Member banks


          
            	Private banks


            	Hold stock in their local Federal Reserve Bank


            	Elect six of the nine members of Reserve Banks boards of directors.

          


          Advisory Committees


          
            	carry out varied responsibilities

          


          


          Board of Governors
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          The seven-member Board of Governors is the main governing body of the Federal Reserve System. It is charged with overseeing the 12 District Reserve Banks and with helping implement national monetary policy. Governors are appointed by the President of the United States and confirmed by the Senate., one on Jan. 31 of every even-numbered year, for staggered, 14-year terms. As an independent federal government agency, the Board of Governors does not receive funding from Congress, and the terms of the seven members of the Board span multiple presidential and congressional terms. Once a member of the Board of Governors is appointed by the president, he or she functions mostly independently. The Board is required to make an annual report of operations to the Speaker of the U.S. House of Representatives. It also supervises and regulates the operations of the Federal Reserve Banks, and US banking system in general.


          Membership is generally limited to one term. However, if someone is appointed to serve the remainder of another member's uncompleted term, he or she may be reappointed to serve an additional 14-year term. Conversely, a governor may serve the remainder of another governor's term even after he or she has completed a full term. The law provides for the removal of a member of the Board by the President "for cause."
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              Ben Bernanke, chairman of the Board of Governors of the Federal Reserve System.
            

          


          The current members of the Board of Governors are:


          
            	Ben Bernanke, Chairman


            	Donald Kohn, Vice-Chairman


            	Frederic Mishkin


            	Kevin Warsh


            	Randall Kroszner

          


          (*Because the Senate Banking Committee has refused to hold hearings on appointments to fill the two vacant positions until a new President takes office, there are currently two vacancies. Governor Kroszner's term has also expired, but the law allows him to remain in office until a successor is confirmed)


          All current members of the Board of Governors have taken office during the presidency of George W. Bush.


          


          Federal open market committee


          The Federal Open Market Committee (FOMC) created under comprises the seven members of the board of governors and five representatives selected from the regional Federal Reserve Banks. The FOMC is charged under law with overseeing open market operations, the principal tool of national monetary policy. These operations affect the amount of Federal Reserve balances available to depository institutions, thereby influencing overall monetary and credit conditions. The FOMC also directs operations undertaken by the Federal Reserve in foreign exchange markets. The representative from the Second District, New York, (currently Timothy Geithner) is a permanent member, while the rest of the banks rotate at two- and three-year intervals. All the presidents participate in FOMC discussions, contributing to the committees assessment of the economy and of policy options, but only the five presidents who are committee members vote on policy decisions. The FOMC, under law, determines its own internal organization and by tradition elects the Chairman of the Board of Governors as its chairman and the president of the Federal Reserve Bank of New York as its vice chairman. Formal meetings typically are held eight times each year in Washington, D.C. Nonvoting Reserve Bank presidents also participate in Committee deliberations and discussion. The FOMC generally meets eight times a year in Telephone consultations and other meetings are held when needed.


          


          Federal Reserve Banks
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              Federal Reserve Districts
            

          


          There are 12 regional Federal Reserve Banks (not to be confused with the "member banks") with 25 branches, which serve as the operating arms of the system. Each Federal Reserve Bank is subject to oversight by a Board of Governors. Each Federal Reserve Bank has a board of directors, whose members work closely with their Reserve Bank president to provide grassroots economic information and input on management and monetary policy decisions. These boards are drawn from the general public and the banking community and oversee the activities of the organization. They also appoint the presidents of the Reserve Banks, subject to the approval of the Board of Governors. Reserve Bank boards consist of nine members: six serving as representatives of nonbanking enterprises and the public (nonbankers) and three as representatives of banking. Each Federal Reserve branch office has its own board of directors, composed of three to seven members, that provides vital information concerning the regional economy.
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              Total assets of each Federal Reserve Bank.
            

          


          The Reserve Banks opened for business on November 16, 1914. Federal Reserve Notes were created as part of the legislation, to provide a supply of currency. The notes were to be issued to the Reserve Banks for subsequent transmittal to banking institutions. The various components of the Federal Reserve System have differing legal statuses.


          The Federal Reserve Banks have an intermediate status, with some features of private corporations and some features of public federal agencies. Each member bank owns nonnegotiable shares of stock in its regional Federal Reserve Bankbut these shares of stock give the member banks only limited control over the actions of the Federal Reserve Banks, and the charter of each Federal Reserve Bank is established by law and cannot be altered by the member banks. While it is unusual, private individuals and non-bank corporations (with proof of a resolution of the board of directors indicating it intends to do so) may also purchase one or more shares of stock of any of the Federal Reserve Banks. The stock is the same nonnegotiable stock as banks receive, cannot be sold and pays a small dividend. In Lewis v. United States, the United States Court of Appeals for the Ninth Circuit stated that "the Reserve Banks are not federal instrumentalities for purposes of the FTCA [the Federal Tort Claims Act], but are independent, privately owned and locally controlled corporations." The opinion also stated that "the Reserve Banks have properly been held to be federal instrumentalities for some purposes." Another decision is Scott v. Federal Reserve Bank of Kansas City in which the distinction between the Federal Reserve Banks and the Board of Governors is made.


          


          Board of directors


          The nine member board of directors of each district is made up of 3 classes, designated as classes A, B, and C. The directors serve a term of 3 years. The makeup of the boards of directors is outlined in U.S. Code, Title 12, Chapter 3, Subchapter 7:


          Class A:


          
            	three members


            	chosen by and representative of the stockholding banks.


            	member banks are divided into 3 groups based on size - large, medium, and small banks. Each group elects one member of Class A.

          


          Class B:


          
            	three members


            	represent the public with due but not exclusive consideration to the interests of agriculture, commerce, industry, services, labor, and consumers.


            	member banks are divided into 3 groups based on size - large, medium, and small banks. Each group elects one member of Class B.


            	No director of class B shall be an officer, director, or employee of any bank

          


          Class C:


          
            	three members


            	designated by the Board of Governors of the Federal Reserve System. They shall be elected to represent the public, and with due but not exclusive consideration to the interests of agriculture, commerce, industry, services, labor, and consumers.


            	No director of class C shall be an officer, director, employee, or stockholder of any bank


            	Shall have been for at least two years residents of the district for which they are appointed, one of whom shall be designated by said board as chairman of the board of directors of the Federal reserve bank and as Federal reserve agent.

          


          


          List of Federal Reserve Banks


          The Federal Reserve Districts are listed below along with their identifying letter and number. These are used on Federal Reserve Notes to identify the issuing bank for each note. The 25 branches are also listed.


          
            
              	Federal Reserve Bank

              	Letter

              	Number

              	Branches

              	Website

              	President
            


            
              	Boston

              	A

              	1

              	

              	http://www.bos.frb.org/

              	Eric S. Rosengren
            


            
              	New York

              	B

              	2

              	Buffalo, New York (will be closing after 31 October 2008)

              	http://www.newyorkfed.org/

              	Timothy F. Geithner
            


            
              	Philadelphia

              	C

              	3

              	

              	http://www.philadelphiafed.org/

              	Charles I. Plosser
            


            
              	Cleveland

              	D

              	4

              	Cincinnati, Ohio / Pittsburgh, Pennsylvania

              	http://www.clevelandfed.org/

              	Sandra Pianalto
            


            
              	Richmond

              	E

              	5

              	Baltimore, Maryland / Charlotte, North Carolina

              	http://www.richmondfed.org/

              	Jeffrey M. Lacker
            


            
              	Atlanta

              	F

              	6

              	Birmingham, Alabama / Jacksonville, Florida / Miami, Florida / Nashville, Tennessee / New Orleans, Louisiana

              	http://www.frbatlanta.org/

              	Dennis P. Lockhart
            


            
              	Chicago

              	G

              	7

              	Detroit, Michigan

              	http://www.chicagofed.org/

              	Charles Evans
            


            
              	St Louis

              	H

              	8

              	Little Rock, Arkansas / Louisville, Kentucky / Memphis, Tennessee

              	http://www.stlouisfed.org/

              	James B. Bullard
            


            
              	Minneapolis

              	I

              	9

              	Helena, Montana

              	http://www.minneapolisfed.org/

              	Gary H. Stern
            


            
              	Kansas City

              	J

              	10

              	Denver, Colorado / Oklahoma City, Oklahoma / Omaha, Nebraska

              	http://www.kansascityfed.org/

              	Thomas M. Hoenig
            


            
              	Dallas

              	K

              	11

              	El Paso, Texas / Houston, Texas / San Antonio, Texas

              	http://www.dallasfed.org/

              	Richard W. Fisher
            


            
              	San Francisco

              	L

              	12

              	Los Angeles, California / Portland, Oregon / Salt Lake City, Utah / Seattle, Washington

              	http://www.frbsf.org/

              	Janet L. Yellen
            

          


          


          Member banks


          Each member bank is a private bank (e.g., a privately owned corporation) that holds stock in one of the twelve regional Federal Reserve banks. All of the commercial banks in the United States can be divided into three types according to which governmental body charters them and whether or not they are members of the Federal Reserve System:


          
            	national banks - Those chartered by the federal government (through the Office of the Comptroller of the Currency in the Department of the Treasury); by law, they are members of the Federal Reserve System


            	state member banks - Those chartered by the states who are members of the Federal Reserve System.


            	state nonmember banks - Those chartered by the states who are not members of the Federal Reserve System.

          


          All nationally chartered banks hold stock in one of the Federal Reserve banks. State-chartered banks may choose to be members (and hold stock in a regional Federal Reserve bank), upon meeting certain standards.


          Holding stock in a Federal Reserve bank is not, however, like owning publicly traded stock. The stock cannot be sold or traded. Member banks receive a fixed, 6 percent dividend annually on their stock, and they do not directly control the applicable Federal Reserve bank as a result of owning this stock. They do, however, elect six of the nine members of Reserve banks boards of directors. Federal statute provides (in part):


          
            Every national bank in any State shall, upon commencing business or within ninety days after admission into the Union of the State in which it is located, become a member bank of the Federal Reserve System by subscribing and paying for stock in the Federal Reserve bank of its district in accordance with the provisions of this chapter and shall thereupon be an insured bank under the Federal Deposit Insurance Act [. . . .]"

          


          Other banks may elect to become member banks. According to the Federal Reserve Bank of Boston:


          
            Any state-chartered bank (mutual or stock-formed) may become a member of the Federal Reserve System. The twelve regional Reserve Banks supervise state member banks as part of the Federal Reserve Systems mandate to assure strength and stability in the nations domestic markets and banking system. Reserve Bank supervision is carried out in partnership with the state regulators, assuring a consistent and unified regulatory environment. Regional and community banking organizations constitute the largest number of banking organizations supervised by the Federal Reserve System.

          


          For example, as of October 2006 the member banks in New Hampshire included Community Guaranty Savings Bank; The Lancaster National Bank; The Pemigewasset National Bank of Plymouth; and other banks. In California, member banks (as of September 2006) included Bank of America California, National Association; The Bank of New York Trust Company, National Association; Barclays Global Investors, National Association; and many other banks.


          


          Lists of member banks


          A list of all U.S. commercial banks can be found at the website of the Federal Deposit Insurance Corporation (FDIC). Some of the banks in this list are members of the Federal Reserve System. As of May 22, 2008, there were a total of 8,508 FDIC insured institutions. This list also includes the total assets of each bank and where the headquarters is located.


          Summary of all FDIC insured banks:


          
            
              	FDIC Insured Institutions
            


            
              	Number as of 5/22/08

              	8,508
            


            
              	Assets as of 12/31/2007

              	$13,055,375
            


            
              	Deposits as of 12/31/2007

              	$8,423,971
            


            
              	(dollar amounts in millions of dollars)
            

          


          


          Advisory Committees


          The Federal Reserve System uses advisory committees in carrying out its varied responsibilities. Three of these committees advise the Board of Governors directly:


          
            	Federal Advisory Council


            	Consumer Advisory Council


            	Thrift Institutions Advisory Council

          


          The Federal Reserve Banks also use advisory committees. Of these advisory committees, perhaps the most important are the committees (one for each Reserve Bank) that advise the Banks on matters of agriculture, small business, and labor. Biannually, the Board solicits the views of each of these committees by mail.


          


          Monetary policy


          The term " monetary policy" refers to the actions undertaken by a central bank, such as the Federal Reserve, to influence the availability and cost of money and credit to help promote national economic goals. What happens to money and credit affects interest rates (the cost of credit) and the performance of the U.S. economy. The Federal Reserve Act of 1913 gave the Federal Reserve responsibility for setting monetary policy.


          


          Interbank lending is the basis of policy


          The Federal Reserve implements monetary policy by influencing the interbank lending of excess reserves. Interbank lending occurs when too many withdrawals have been made at a bank and it needs to borrow funds from another bank to make up the difference. The rate that banks charge each other for these loans is determined by the markets but the Federal Reserve influences this rate through the three tools of monetary policy which are described in the "Tools of monetary policy" section below. A summary of the basis and implementation of monetary policy is stated by the Federal Reserve:


          
            The Federal Reserve implements U.S. monetary policy by affecting conditions in the market for balances that depository institutions hold at the Federal Reserve Banks...By conducting open market operations, imposing reserve requirements, permitting depository institutions to hold contractual clearing balances, and extending credit through its discount window facility, the Federal Reserve exercises considerable control over the demand for and supply of Federal Reserve balances and the federal funds rate. Through its control of the federal funds rate, the Federal Reserve is able to foster financial and monetary conditions consistent with its monetary policy objectives.

          


          This influences the economy through its effect on the quantity of reserves that banks use to make loans. Policy actions that add reserves to the banking system encourage lending at lower interest rates thus stimulating growth in money, credit, and the economy. Policy actions that absorb reserves work in the opposite direction. The Fed's task is to supply enough reserves to support an adequate amount of money and credit, avoiding the excesses that result in inflation and the shortages that stifle economic growth.


          


          Goals of monetary policy


          The goals of monetary policy include:


          
            	maximum employment


            	stable prices


            	moderate long-term interest rates


            	promotion of sustainable economic growth

          


          


          Tools of monetary policy


          There are three main tools of monetary policy that the Federal Reserve uses to influence the amount of reserves in private banks:


          
            	open market operations: purchases and sales of U.S. Treasury and federal agency securitiesthe Federal Reserve's principal tool for implementing monetary policy. The Federal Reserve's objective for open market operations has varied over the years. During the 1980s, the focus gradually shifted toward attaining a specified level of the federal funds rate (the rate that banks charge each other for overnight loans of federal funds, which are the reserves held by banks at the Fed), a process that was largely complete by the end of the decade.


            	discount rate: the interest rate charged to commercial banks and other depository institutions on loans they receive from their regional Federal Reserve Bank's lending facility--the discount window.


            	reserve requirements: the amount of funds that a depository institution must hold in reserve against specified deposit liabilities.

          


          In order to address problems related to the subprime mortgage crisis, three new tools have been created. The first new tool, called the Term Auction Facility, was added on December 12, 2007. It was first announced as a temporary tool but there have been suggestions that this new tool may remain in place for a prolonged period of time. Creation of the second new tool, called the Term Securities Lending Facility, was announced on March 11, 2008. The main difference between these two facilities is that the Term Auction Facility is used to inject cash into the banking system whereas the Term Securities Lending Facility is used to inject treasury securities into the banking system. Creation of the third tool, called the Primary Dealer Credit Facility (PDCF), was announced on March 16, 2008. The PDCF was a fundamental change in Federal Reserve policy because now the Fed is able to lend directly to primary dealer's, which was previously against Fed policy. The differences between these 3 new facilities is described by the Federal Reserve:


          
            The Term Auction Facility program offers term funding to depository institutions via a bi-weekly auction, for fixed amounts of credit. The Term Securities Lending Facility will be an auction for a fixed amount of lending of Treasury general collateral in exchange for OMO-eligible and AAA/Aaa rated private-label residential mortgage-backed securities. The Primary Dealer Credit Facility now allows eligible primary dealers to borrow at the existing Discount Rate for up to 120 days.

          


          


          Open market operations


          Open market operations put money in and take money out of the banking system. This is done through the sale and purchase of U.S. government treasury securities. When the U.S. government sells securities, it gets money from the banks and the banks get a piece of paper (I.O.U.) that says the U.S. government owes the bank money. This drains money from the banks. When the U.S. government buys securities, it gives money to the banks and the banks give the I.O.U. back to the U.S. government. This puts money back into the banks. The Federal Reserve education website describes open market operations as follows:


          
            
              	Open market operations involve the buying and selling of U.S. government securities (federal agency and mortgage-backed). The term 'open market' means that the Fed doesnt decide on its own which securities dealers it will do business with on a particular day. Rather, the choice emerges from an 'open market' in which the various securities dealers that the Fed does business withthe primary dealerscompete on the basis of price. Open market operations are flexible and thus, the most frequently used tool of monetary policy.

            


            
              	Open market operations are the primary tool used to regulate the supply of bank reserves. This tool consists of Federal Reserve purchases and sales of financial instruments, usually securities issued by the U.S. Treasury, Federal agencies and government-sponsored enterprises. Open market operations are carried out by the Domestic Trading Desk of the Federal Reserve Bank of New York under direction from the FOMC. The transactions are undertaken with primary dealers.

            


            
              	The Feds goal in trading the securities is to affect the federal funds rate, the rate at which banks borrow reserves from each other. When the Fed wants to increase reserves, it buys securities and pays for them by making a deposit to the account maintained at the Fed by the primary dealers bank. When the Fed wants to reduce reserves, it sells securities and collects from those accounts. Most days, the Fed does not want to increase or decrease reserves permanently so it usually engages in transactions reversed within a day or two. That means that a reserve injection today could be withdrawn tomorrow morning, only to be renewed at some level several hours later. These short-term transactions are called repurchase agreements (repos)  the dealer sells the Fed a security and agrees to buy it back at a later date.

            

          


          A simpler description is described in The Federal Reserve in Plain English:


          
            How do open market operations actually work? Currently, the FOMC establishes a target for the federal funds rate (the rate banks charge each other for overnight loans). Open market purchases of government securities increase the amount of reserve funds that banks have available to lend, which puts downward pressure on the federal funds rate. Sales of government securities do just the oppositethey shrink the reserve funds available to lend and tend to raise the funds rate. By targeting the federal funds rate, the FOMC seeks to provide the monetary stimulus required to foster a healthy economy. After each FOMC meeting, the funds rate target is announced to the public.

          


          


          Repurchase agreements


          To smooth temporary or cyclical changes in the monetary supply, the desk engages in repurchase agreements (repos) with its primary dealers. Repos are essentially secured, short-term lending by the Fed. On the day of the transaction, the Fed deposits money in a primary dealers reserve account, and receives the promised securities as collateral. When the transaction matures, the process unwinds: the Fed returns the collateral and charges the primary dealers reserve account for the principal and accrued interest. The term of the repo (the time between settlement and maturity) can vary from 1 day (called an overnight repo) to 65 days.


          


          Federal funds rate and discount rate


          
            [image: The effective federal funds rate charted over fifty years.]

            
              The effective federal funds rate charted over fifty years.
            

          


          The Federal Reserve System implements monetary policy largely by targeting the federal funds rate. This is the rate that banks charge each other for overnight loans of federal funds, which are the reserves held by banks at the Fed. This rate is actually determined by the market and is not explicitly mandated by the Fed. The Fed therefore tries to align the effective federal funds rate with the targeted rate by adding or subtracting from the money supply through open market operations. The late economist Milton Friedman consistently criticized this reverse method of controlling inflation by seeking an ideal interest rate and enforcing it through affecting the money supply since nowhere in the widely accepted money supply equation are interest rates found.


          The Federal Reserve System also directly sets the "discount rate", which is the interest rate that banks pay the Fed to borrow directly from it. This rate is generally set at a rate close to 100 points above the target federal funds rate. The idea is to encourage banks to seek alternative funding before using the "discount rate" option.


          Both of these rates influence the prime rate which is usually about 3 percentage points higher than the federal funds rate.


          Lower interest rates stimulate economic activity by lowering the cost of borrowing, making it easier for consumers and businesses to buy and build, but at the cost of promoting the expansion of the money supply and thus greater inflation. Higher interest rates slow the economy by increasing the cost of borrowing. (See monetary policy for a fuller explanation.)


          The Federal Reserve System usually adjusts the federal funds rate by 0.25% or 0.50% at a time.


          The Federal Reserve System might also attempt to use open market operations to change long-term interest rates, but its "buying power" on the market is significantly smaller than that of private institutions. The Fed can also attempt to "jawbone" the markets into moving towards the Fed's desired rates, but this is not always effective.


          


          Reserve requirements


          Another instrument of monetary policy adjustment employed by the Federal Reserve System is the fractional reserve requirement, also known as the required reserve ratio. The required reserve ratio sets the balance that the Federal Reserve System requires a depository institution to hold in the Federal Reserve Banks, which depository institutions trade in the federal funds market discussed above. The required reserve ratio is set by the Board of Governors of the Federal Reserve System.


          
            
              	Table: Reserve Requirements in the U.S. Federal Reserve System
            


            
              	Type of liability

              	Requirement
            


            
              	


              	Percentage of liabilities

              	Effective date
            


            
              	Net transaction accounts
            


            
              	$0 to $9.3 million

              	0

              	12/20/07
            


            
              	More than $9.3 million to $43.9 million

              	3

              	12/20/07
            


            
              	More than $43.9 million

              	10

              	12/20/07
            


            
              	

            


            
              	Nonpersonal time deposits

              	0

              	12/27/90
            


            
              	

            


            
              	Eurocurrency liabilities

              	0

              	12/27/90
            

          


          


          Term auction facility


          The Term Auction Facility is a program in which the Federal Reserve auctions term funds to depository institutions. The creation of this facility was announced by the Federal Reserve on December 12, 2007 and was done in conjunction with the Bank of Canada, the Bank of England, the European Central Bank, and the Swiss National Bank to address elevated pressures in short-term funding markets. The reason it was created is because banks were not lending funds to one another and banks in need of funds were refusing to go to the discount window. Banks were not lending money to each other because there was a fear that the loans would not be paid back. Banks refused to go to the discount window because it is usually associated with the stigma of bank failure. Under the Term Auction Facility, the identity of the banks in need of funds is protected in order to avoid the stigma of bank failure. Foreign exchange swap lines with the European Central Bank and Swiss National Bank were opened so the banks in europe could have access to U.S. dollars. Federal Reserve Chairman Ben Bernanke briefly described this facility to the U.S. House of Representatives on January 17, 2008:


          
            the Federal Reserve recently unveiled a term auction facility, or TAF, through which prespecified amounts of discount window credit can be auctioned to eligible borrowers. The goal of the TAF is to reduce the incentive for banks to hoard cash and increase their willingness to provide credit to households and firms...TAF auctions will continue as long as necessary to address elevated pressures in short-term funding markets, and we will continue to work closely and cooperatively with other central banks to address market strains that could hamper the achievement of our broader economic objectives.

          


          It is also described in the Term Auction Facility FAQ:


          
            The TAF is a credit facility that allows a depository institution to place a bid for an advance from its local Federal Reserve Bank at an interest rate that is determined as the result of an auction. By allowing the Federal Reserve to inject term funds through a broader range of counterparties and against a broader range of collateral than open market operations, this facility could help ensure that liquidity provisions can be disseminated efficiently even when the unsecured interbank markets are under stress. In short, the TAF will auction term funds of approximately one-month maturity. All depository institutions that are judged to be in sound financial condition by their local Reserve Bank and that are eligible to borrow at the discount window are also eligible to participate in TAF auctions. All TAF credit must be fully collateralized. Depositories may pledge the broad range of collateral that is accepted for other Federal Reserve lending programs to secure TAF credit. The same collateral values and margins applicable for other Federal Reserve lending programs will also apply for the TAF.

          


          


          Term securities lending facility


          The Term Securities Lending Facility is a 28-day facility that will offer Treasury general collateral to the Federal Reserve Bank of New Yorks primary dealers in exchange for other program-eligible collateral. It is intended to promote liquidity in the financing markets for Treasury and other collateral and thus to foster the functioning of financial markets more generally. Like the Term Auction Facility, the TSLF was done in conjunction with the Bank of Canada, the Bank of England, the European Central Bank, and the Swiss National Bank. The resource allows dealers to switch debt that is less liquid for U.S. government securities that are easily tradable. It is anticipated by Federal Reserve officials that the primary dealers, which include Goldman Sachs Group. Inc., Bear Stearns Cos. and Merrill Lynch & Co., will lend the Treasuries on to other firms in return for cash. That will help the dealers finance their balance sheets. The currency swap lines with the European Central Bank and Swiss National Bank were increased.


          


          Primary dealer credit facility


          The Primary Dealer Credit Facility (PDCF) is an overnight loan facility that will provide funding to primary dealers in exchange for a specified range of eligible collateral and is intended to foster the functioning of financial markets more generally. This new facility marks a fundamental change in Federal Reserve policy because now primary dealers can borrow directly from the Fed when this previously was not permitted.


          


          Measurement of economic variables


          


          The money supply


          
            [image: Components of US money supply (currency, M1, M2, and M3) since 1959]
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          The most common measures are named M0 (narrowest), M1, M2, and M3. In the United States they are defined by the Federal Reserve as follows:


          
            	M0: The total of all physical currency, plus accounts at the central bank that can be exchanged for physical currency.


            	M1: M0 + those portions of M0 held as reserves or vault cash + the amount in demand accounts ("checking" or "current" accounts).


            	M2: M1 + most savings accounts, money market accounts, and small denomination time deposits ( certificates of deposit of under $100,000).


            	M3: M2 + all other CDs, deposits of eurodollars and repurchase agreements.

          


          The Federal Reserve ceased publishing M3 statistics in March 2006, explaining that it cost a lot to collect the data but did not provide significantly useful information. The other three money supply measures continue to be provided in detail.


          


          Consumer price index


          
            [image: US consumer price index 1913–2006.]
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          The consumer price index is used to measure the value of the money. It is defined as:


          
            A measure of the average price level of a fixed basket of goods and services purchased by consumers as determined by the Bureau of Labor Statistics. Monthly changes in the CPI represent the rate of inflation. Core CPI excludes volatile components, i.e., food and energy prices.

          


          The data consists of the US city average of consumer prices and can be found at The US Department of Labor - Bureau of Labor Statistics


          The CPI has powerful political ramifications, and Administrations of both parties have been tempted to change the basis for its calculation, progressively underestimating the true rate of decline in purchasing power.


          One of the Fed's main roles is to maintain price stability. This means that the change in the consumer price index over time should be as small as possible. The ability to maintain a low inflation rate is a long-term measure of the Fed's success. Although the Fed usually tries to keep the year-on-year change in CPI between 2 and 3 percent, there has been debate among policy makers as to whether or not the Federal Reserve should have a specific inflation targeting policy.


          


          Inflation and the economy


          Inflation is a sustained increase in the general level of prices, which is equivalent to a decline in the value or purchasing power of money. If the supply of money and credit increases too rapidly over many months, the result will be inflation. With inflation, a dollar buys less and less over time.


          The effects of inflation include:


          
            	Inflation might make people worse off if their incomes dont rise as rapidly as prices.


            	Lenders might lose because they will be repaid with dollars that aren't worth as much.


            	Savers might lose because the dollar they save today will not buy as much when they are ready to spend it.


            	Businesses will find it harder to plan and therefore may decrease investment in future projects.


            	Owners of financial assets suffer.


            	Interest rate-sensitive industries, like mortgage companies, may suffer as inflation drives up long-term interest rates and Federal Reserve tightening raises short-term rates.

          


          


          Unemployment rate
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          The unemployment rate statistics are collected by the Bureau of Labor Statistics. Since one of the stated goals of monetary policy is maximum employment, the unemployment rate is a sign of the success of the Federal Reserve System.


          Like the CPI, the unemployment rate is used as a barometer of the nation's economic health, and thus as a measure of the success of an administration's economic policies. Since 1980, both parties have made progressive changes in the basis for calculating unemployment, so that the numbers now quoted cannot be compared directly to the corresponding rates from earlier administrations, or to the rest of the world.


          


          Budget


          The Federal Reserve is self-funded. The vast majority (90%+) of Fed revenues come from open market operations, specifically the interest on the portfolio of Treasury securities as well as capital gains/losses that may arise from the buying/selling of the securities and their derivatives as part of Open Market Operations. The balance of revenues come from sales of financial services (check and electronic payment processing) and discount window loans.


          


          Balance sheet


          One of the keys to understanding the Federal Reserve is the Federal Reserve balance sheet (or balance statement). In accordance with Section 11 of the Federal Reserve Act, the Board of Governors of the Federal Reserve System publishes once each week the "Consolidated Statement of Condition of All Federal Reserve Banks" showing the condition of each Federal Reserve bank and a consolidated statement for all Federal Reserve banks.


          Below is the balance sheet as of May 15, 2008 (in millions of dollars):


          
            
              	
                
                  
                    	ASSETS:
                  


                  
                    	Gold certificate account

                    	

                    	11,037
                  


                  
                    	Special drawing rights certificate acct.

                    	

                    	2,200
                  


                  
                    	Coin

                    	

                    	1,386
                  


                  
                    	Securities, repurchase agreements, term auction credit, and other loans

                    	

                    	768,561
                  


                  
                    	Securities held outright

                    	

                    	515,656
                  


                  
                    	U.S. Treasury

                    	

                    	515,656
                  


                  
                    	Bills

                    	

                    	49,610
                  


                  
                    	Notes and bonds

                    	

                    	421,816
                  


                  
                    	Repurchase agreements

                    	

                    	100,000
                  


                  
                    	Term auction credit

                    	

                    	125,000
                  


                  
                    	Other loans

                    	

                    	27,905
                  


                  
                    	Items in process of collection

                    	

                    	2,282
                  


                  
                    	Bank premises

                    	

                    	2,147
                  


                  
                    	Other assets

                    	

                    	93,139
                  


                  
                    	Total Assets

                    	

                    	880,752
                  

                

              

              	
                
                  
                    	LIABILITIES:
                  


                  
                    	Federal Reserve notes outstanding

                    	

                    	982,744
                  


                  
                    	Less: notes held by F.R. Banks

                    	

                    	201,956
                  


                  
                    	Federal Reserve notes, net

                    	

                    	780,789
                  


                  
                    	Reverse repurchase agreements

                    	

                    	39,114
                  


                  
                    	Deposits

                    	

                    	14,959
                  


                  
                    	Depository institutions

                    	

                    	10,574
                  


                  
                    	U.S. Treasury, general account

                    	

                    	4,020
                  


                  
                    	Foreign official

                    	

                    	97
                  


                  
                    	Other

                    	

                    	268
                  


                  
                    	Deferred availability cash items

                    	

                    	2,629
                  


                  
                    	Other liabilities and accrued

                    dividends

                    	

                    	2,734
                  


                  
                    	Total liabilities

                    	

                    	840,224
                  

                

              

              	
                
                  
                    	CAPITAL (AKA Net Equity)
                  


                  
                    	Capital paid in

                    	

                    	19,861
                  


                  
                    	Surplus

                    	

                    	18,479
                  


                  
                    	Other capital

                    	

                    	2,189
                  


                  
                    	Total capital

                    	

                    	40,528
                  


                  
                    	MEMO (off-balance-sheet items)
                  


                  
                    	Marketable securities held in custody for foreign official and international accounts

                    	

                    	2,278,674
                  


                  
                    	U.S. Treasury

                    	

                    	1,348,648
                  


                  
                    	Federal agency

                    	

                    	930,025
                  


                  
                    	Securities lent to dealers

                    	

                    	150,541
                  


                  
                    	Overnight facility

                    	

                    	12,452
                  


                  
                    	Term facility

                    	

                    	138,089
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          Analyzing the Federal Reserve's Balance Sheet reveals a number of facts:


          
            	The Fed has over $11 billion in gold which is a holdover from the days the government used to back US Notes and Federal Reserve Notes with gold.. The value reported here is based on a statutory valuation of $42 2/9 per fine troy ounce.

          


          
            	The Fed holds almost a billion dollars in coinage not as a liability but as an asset. The Treasury Department is actually in charge of creating coins and US Notes. The Fed then buys coinage from the Treasury by increasing the liability assigned to the Treasury's account.

          


          
            	The Fed holds at least $515 billion of the national debt. The "securities held outright" value used to directly represent the Fed's share of the national debt, but after the creation of new facilities in the winter of 2007-2008, this number has been reduced and the difference is shown with values from some of the new facilities.

          


          
            	The Fed has about $100 billion in assets from Overnight Repurchase agreements. Repurchase agreements are the primary asset of choice for the Fed in dealing in the Open Market. Repo assets are bought by creating 'Depository institution' liabilities and directed to the bank the Primary Dealer uses when they sell into the Open Market.

          


          
            	The $982 billion in Federal Reserve Note liabilities represents the total value of all dollar bills in existence; over $200 billion is held by the Fed (not in circulation); and the "net" figure of $780 billion represents the total face value of Federal Reserve Notes in circulation.

          


          
            	The $10.5 billion in deposit liabilities of 'Depository institutions' shows that dollar bills are not the only source of government money. Banks can swap 'Deposit Liabilities' of the Fed for 'Federal Reserve Notes' back and forth as needed to match demand from customers, and the Fed can have the 'Bureau of Engraving and Printing' create the paper bills as needed to match demand from banks for paper money. The amount of money printed has no relation to the growth of the monetary base (M0).

          


          
            	The $4 billion in Treasury liabilities shows that the Treasury Department does not use a private banks but rather uses the Fed directly (the lone exception to this rule is Treasury Tax and Loan because government worries that pulling too much money out of the private banking system during tax time could be disruptive).

          


          
            	The $97 million Foreign liability represents the amount of foreign central bank deposits with the Federal Reserve.

          


          
            	The $2.7 billion in 'Other liabilities and accrued dividends' represents partly the amount of money owed so far in the year to member banks for the 6% dividend on the 3% of their net capital they are required to contribute in exchange for nonvoting stock their regional Reserve Bank in order to become a member. Member banks are also subscribed for an additional 3% of their net capital, which can be called at the Federal Reserve's discretion. All nationally-chartered banks must be members of a Federal Reserve Bank, and state-chartered banks have the choice to become members or not.

          


          
            	Total capital represents the profit the Fed has earned which comes mostly from the assets they purchase with the deposit and note liabilities they create. Excess capital is then turned over to the Treasury Department and Congress to be included into the Federal Budget as "Miscellaneous Revenue".

          


          In addition, the balance sheet also indicates which assets are held as collateral against Federal Reserve Notes.


          
            
              	Federal Reserve Notes and collateral
            


            
              	Federal Reserve notes outstanding

              	

              	982,744
            


            
              	Less: Notes held by F.R. Banks

              	

              	201,956
            


            
              	Federal Reserve notes to be collateralized

              	

              	780,789
            


            
              	Collateral held against Federal Reserve notes

              	

              	780,789
            


            
              	Gold certificate account

              	

              	11,037
            


            
              	Special drawing rights certificate account

              	

              	2,200
            


            
              	U.S. Treasury and agency securities pledged

              	

              	576,601
            


            
              	Other assets pledged

              	

              	190,951
            

          


          


          Criticisms
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          A large and varied group of criticisms has been directed against the Federal Reserve System. One critique, typified by the Austrian School, is that the Federal Reserve is an unnecessary and counterproductive interference in the economy. Other critiques include arguments in favour of the gold standard (usually coupled with the charge that the Federal Reserve System is unconstitutional) or beliefs that the centralized banking system is doomed to fail (due to the fractional reserve system's strong resemblance of the unsustainable pyramid scheme scam). Some critics argue that the Fed lacks accountability and transparency or that there is a culture of secrecy within the Reserve.


          


          Historical criticisms


          Criticisms of the Federal Reserve System are not new, and some historical criticisms are reflective of current concerns.


          At one end of the spectrum are economists from the Austrian School and the Chicago School who want the Federal Reserve System abolished. They criticize the Federal Reserve Systems expansionary monetary policy in the 1920s, arguing that the policy allowed misallocations of capital resources and supported a massive stock price bubble. They also cite politically motivated expansions or tightening of currency in the 1970s and 1980s.


          


          Handling of The Great Depression


          Milton Friedman, leader of the Chicago School, argued that the Federal Reserve System did not cause the Great Depression, but made it worse by contracting the money supply at the very moment that markets needed liquidity. Since its entire existence was predicated on its mission to prevent events like the Great Depression, it had failed in what the 1913 bill tried to enact. Friedman explains his hypothesis on the cause of The Great Depression and the role the Federal Reserve played in it in his book and documentary series Free to Choose. An excerpt of his hypothesis:


          
            the recession only became a crisis when these failures spread to New York and in particular to this building, then the headquarters of the Bank of United States. The failure of this bank had far reaching effects and need never have happened...Only a few blocks away is the Federal Reserve Bank of New York. It was here that the Bank of United States could have been saved. Indeed, the Federal Reserve System had been set up 17 years earlier precisely to prevent the worst consequences of bank failures...It was all a question of reassuring the public that they could get their money. The Federal Reserve System was there to ensure that this happened by supplying cash to the banks...Why didn't this system prevent The Great Depression after 1929? Because from 1929 to 1930 after the stock market crashed, the Federal Reserve system allowed the quantity of money to decline slowly thereby throttling the monetary structure...If the Federal Reserve had stepped in, bought government securities on a large scale, provided the cash, the depositors would have found that they could've got their money and they would have stopped asking for it...Despite excellent advice from New York, the system refused to buy government bonds, something which would have provided cash to the commercial banks with which they could have met more easily the insisted demands of their depositors. Instead, believe it or not, the system stood idly by while banks crashed on all sides. As the head of one of the banks put it, the reserve system had to keep its powder dry for a real emergency.

          


          This is also the current conventional wisdom on the matter, as both Ben Bernanke and other economists such as the late John Kenneth Galbraith- the latter being an ardent Keynesian- have upheld this reasoning. In an interview with Peter Jaworski (The Journal, Queen's University, March 15, 2002 - Issue 37, Volume 129) Friedman also said that ideally he would "prefer to abolish the federal reserve system altogether" rather than try to reform it, because it was a flawed system in the first place. He later said he would like to "abolish the Federal Reserve and replace it with a computer", meaning that it would be a mechanical system in nature that would keep the quantity of money going up at a steady rate. Friedman also believed that, ideally, the issuing power of money should rest with the Government instead of private banks issuing money through fractional reserve lending.


          Ben Bernanke agreed that the Fed had made the Great Depression worse, saying in a 2002 speech:


          
            I would like to say to Milton [Friedman] and Anna [J. Schwartz]: Regarding the Great Depression. You're right, we did it. We're very sorry. But thanks to you, we won't do it again."

          


          


          Inflation
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          One major area of criticism focuses on the failure of the Federal Reserve System to stop inflation; this is seen as a failure of the Fed's legislatively mandated duty to maintain stable prices. These critics focus particularly on inflation's effects on wages, since workers are hurt if their wages do not keep up with inflation. They point out that wages, as adjusted for inflation, or real wages, have dropped in the past.


          Milton Friedman alleged that the Fed caused the high inflation of the 1970s. When asked about the greatest economic problem of the day, he said the most pressing was how to get rid of the Federal Reserve. Friedman discusses the high inflation rate of the 1970s and other periods in Free to Choose:


          
            Inflation is just like alcoholism. In both cases when you start drinking or when you start printing too much money, the good effects come first. The bad effects only come later...That's why in both cases there is a strong temptation to overdo it. To drink too much and to print too much money. When it comes to the cure, it's the other way around. When you stop drinking or when you stop printing money, the bad effects come first and the good effects only come later. That's why it's so hard to persist with the cure. In the United States, four times in the 20 years after 1957, we undertook the cure. But each time we lacked the will to continue. As a result, we had all the bad effects and none of the good effects.

          


          United States Congressman Ron Paul, ranking member of the Subcommittee on Domestic and International Monetary Policy (of the House Banking Committee), has also criticized Federal Reserve policy for creating and downplaying excessive inflation:


          
            This decline in the value of the dollar is simple to explain. The dollar loses value as the direct result of the Federal Reserve and U.S. Treasury increasing the money supply. Inflation, as the late Milton Friedman explained, is always a monetary phenomenon. The federal government consistently wants to spend more than it can tax and borrow, so Congress turns to the Fed for help in covering the difference. The result is more dollars, both real and electronic-- which means the value of every existing dollar goes down...when the Fed sets interest rates artificially low, the cost of borrowing becomes cheap. Individuals incur greater amounts of debt, while businesses overextend themselves and grow without real gains in productivity. The bubble bursts quickly once the credit dries up and the bills cannot be paid...the Fed steadily increased the monetary supply throughout the 1990s by printing money. Recent Fed numbers show double-digit annual increases in the M2 money supply. These new dollars may make Americans feel richer, but the net result of monetary inflation has to be the devaluation of savings and purchasing power.

          


          


          Monetary policy uncertainties


          A few of the uncertainties involved in monetary policy decision making are described by the federal reserve:


          
            	While these policy choices seem reasonably straightforward, monetary policy makers routinely face certain notable uncertainties. First, the actual position of the economy and growth in aggregate demand at any point in time are only partially known, as key information on spending, production, and prices becomes available only with a lag. Therefore, policy makers must rely on estimates of these economic variables when assessing the appropriate course of policy, aware that they could act on the basis of misleading information. Second, exactly how a given adjustment in the federal funds rate will affect growth in aggregate demandin terms of both the overall magnitude and the timing of its impactis never certain. Economic models can provide rules of thumb for how the economy will respond, but these rules of thumb are subject to statistical error. Third, the growth in aggregate supply, often called the growth in potential output, cannot be measured with certainty.

          


          
            	In practice, as previously noted, monetary policy makers do not have up-to-the-minute information on the state of the economy and prices. Useful information is limited not only by lags in the construction and availability of key data but also by later revisions, which can alter the picture considerably. Therefore, although monetary policy makers will eventually be able to offset the effects that adverse demand shocks have on the economy, it will be some time before the shock is fully recognized andgiven the lag between a policy action and the effect of the action on aggregate demandan even longer time before it is countered. Add to this the uncertainty about how the economy will respond to an easing or tightening of policy of a given magnitude, and it is not hard to see how the economy and prices can depart from a desired path for a period of time.

          


          
            	The statutory goals of maximum employment and stable prices are easier to achieve if the public understands those goals and believes that the Federal Reserve will take effective measures to achieve them.

          


          
            	Although the goals of monetary policy are clearly spelled out in law, the means to achieve those goals are not. Changes in the FOMCs target federal funds rate take some time to affect the economy and prices, and it is often far from obvious whether a selected level of the federal funds rate will achieve those goals.

          


          


          Opacity


          Some argue that the Federal Reserve System is shrouded in excessive secrecy. Meetings of some components of the Fed are held behind closed doors, and the transcripts are released five years after the meeting was held. Even expert policy analysts are unsure about the logic behind Fed decisions. Critics argue that such opacity leads to greater market volatility, because the markets must guess, often with only limited information, about how the Fed is likely to change policy in the future. The jargon-laden fence-sitting opaque style of Fed communication, especially under the previous Fed Chairman Alan Greenspan, has often been called "Fed speak."


          The Federal Reserve System has also been considered reserved in its relations with the media in an effort to maintain its carefully crafted image and resents any public information that runs contrary to this notion. Maria Bartiromo reported on CNBC that during a conversation at the White House Correspondents Dinner in April 2006, Federal Reserve Board Chairman Ben Bernanke stated investors had misinterpreted his recent congressional remarks as an indication the Fed was nearly done raising rates. This triggered a drop in stock prices just when the market was about to close.


          In 1993, Rep. Henry Gonzalez confirmed that the Fed did have tapes and transcripts of the meetings and could have complied with the FOIA requests, but had misrepresented the existence of the transcripts and chosen to ignore questions from Congress. After the existence of the transcripts was revealed, the Fed agreed to release the transcripts on a five-year time lag. The time period has been extended, so that for example 1992's transcripts were not released until 1998.


          Some critics believe the Fed exacerbated this idea when it decided to stop publishing the M3 aggregate of financial data, which details the total amount of money in circulation at a time. Some of them argue that it is a way the Fed could hide an impending economic disaster from the public if it felt the need. The Fed said that economists did not need M3 when they had M2, despite the fact that the M3 was the only aggregate to contain information regarding the most extravagant monetary exchanges, and therefore would be needed to have a complete understanding of the overall monetary policy in the United States.


          


          Business cycles, libertarian philosophy and free markets


          Economists of the Austrian School such as Ludwig von Mises contend that the Federal Reserve's operation amounts to an artificial manipulation of the money supply and has led to the boom/bust business cycle occurring over the last century. Many economic libertarians, such as Austrian School economist Murray Rothbard, believe that the Federal Reserve's manipulation of the money supply to stop "gold flight" from England caused, or was instrumental in causing, the Great Depression. See Austrian Business Cycle Theory. In general, laissez-faire advocates of free banking argue that there is no better judge of the proper interest rate and money supply than the market.


          Many libertarians also contend that the Federal Reserve Act is unconstitutional. Congressman Ron Paul (ranking member of the House Subcommittee on Domestic Monetary Policy), for example, argues that:


          
            "The United States Constitution grants to Congress the authority to coin money and regulate the value of the currency. The Constitution does not give Congress the authority to delegate control over monetary policy to a central bank. Furthermore, the Constitution certainly does not empower the federal government to erode the American standard of living via an inflationary monetary policy."

          


          


          Congress


          Congressman Louis T. McFadden, Chairman of the House Committee on Banking and Currency from 192031, accused the Federal Reserve of deliberately causing the Great Depression. In several speeches made shortly after he lost the chairmanship of the committee, McFadden claimed that the Federal Reserve was run by Wall Street banks and their affiliated European banking houses. On June 10, 1932, McFadden said:


          
            Mr. Chairman, we have in this country one of the most corrupt institutions the world has ever known. I refer to the Federal Reserve Board and the Federal Reserve Banks. The Federal Reserve Board, a Government board, has cheated the Government of the United States and the people of the United States out of enough money to pay the national debt. These twelve private credit monopolies were deceitfully and disloyally foisted upon this country by the bankers who came here from Europe and repaid us for our hospitality by undermining our American institutions...The people have a valid claim against the Federal Reserve Board and the Federal Reserve banks.

          


          Quite a few Congressmen who have been involved in the House and Senate Banking and Currency Committees have been open critics of the Federal Reserve. Currently, Congressman Paul is the ranking member of the Monetary Policy Subcommittee and he is a staunch opponent of the Federal Reserve System. During each Congress Paul introduces a bill to abolish the Federal Reserve System (H.R. 2755 - 110th Congress, H.R. 2778 - 108th Congress, H.R. 5356 - 107th Congress, H.R. 1148 - 106th Congress), although he has yet to have any hearings held on his legislation or even to gather any cosponsors. It has often been said that the Federal Reserve is a creature of Congress and it is the fluctuating opinion of that body that it answers to.
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              	Motto:Peace Unity Liberty
            


            
              	Anthem: Patriots of Micronesia
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              	Capital

              	Palikir

            


            
              	Largest city

              	Weno
            


            
              	Official languages

              	English (national; local languages are used at state and municipal levels)
            


            
              	Demonym

              	Micronesian
            


            
              	Government

              	Democratic Federated Presidential Republic
            


            
              	-

              	President

              	Manny Mori
            


            
              	-

              	Vice President

              	Alik L. Alik
            


            
              	Independence

              	from US-administered UNTrusteeship
            


            
              	-

              	Date

              	3 November 1986
            


            
              	Area
            


            
              	-

              	Total

              	702km( 188th)

              271 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	July 2007estimate

              	107,862( 181st)
            


            
              	-

              	2000census

              	107,000
            


            
              	-

              	Density

              	154/km( 66th)

              399/sqmi
            


            
              	GDP( PPP)

              	2002estimate
            


            
              	-

              	Total

              	$277 million( 215th)
            


            
              	-

              	Per capita

              	$2,000( 180th)
            


            
              	HDI(2003)

              	n/a(unranked)( n/a)
            


            
              	Currency

              	United States dollar ( USD)
            


            
              	Time zone

              	( UTC+10 and +11)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+10 and +11)
            


            
              	Internet TLD

              	.fm
            


            
              	Calling code

              	+691
            


            
              	1

              	GDP is supplemented by grant aid, averaging around $100 million annually (2002 estimate).
            


            
              	2

              	2002 estimate.
            

          


          The Federated States of Micronesia is an island nation located in the Pacific Ocean, northeast of Papua New Guinea. The country is a sovereign state in free association with the United States. The Federated States of Micronesia were formerly part of the Trust Territory of the Pacific Islands, a United Nations Trust Territory under US administration. In 1979 they adopted a constitution, and in 1986 independence was attained under a Compact of Free Association with the United States. Present concerns include large-scale unemployment, overfishing, and dependence on U.S. aid.


          The Federated States of Micronesia are located in the region known as Micronesia, which consists of hundreds of small islands divided in seven territories. The term Micronesia may refer to the Federated States or to the region as a whole, even though the lack of a central government makes it a sovereign group of states, not a country.


          


          History


          The ancestors of the Micronesians settled over four thousand years ago. A decentralized chieftain-based system eventually evolved into a more centralized economic and religious empire centered on Yap.


          Nan Madol, consisting of a series of small artificial islands linked by a network of canals, is often called the Venice of the Pacific. It is located near the island of Pohnpei and used to be the ceremonial and political seat of the Saudeleur dynasty that united Pohnpei's estimated 25,000 people from about AD 500 until 1500, when the centralized system collapsed.


          European explorers  first the Portuguese in search of the Spice Islands (Indonesia) and then the Spanish  reached the Carolines in the sixteenth century, with the Spanish establishing sovereignty. It was sold to Germany in 1899, conquered by Japan in 1914, before being seized by the United States during World War II and administered by the US under United Nations auspices in 1947 as part of the Trust Territory of the Pacific Islands.


          During World War II, a significant portion of the Japanese fleet was based in Truk Lagoon. In February 1944, Operation Hailstone, one of the most important naval battles of the war, took place at Truk, in which many Japanese support vessels and aircraft were destroyed.


          On May 10, 1979, four of the Trust Territory districts ratified a new constitution to become the Federated States of Micronesia. Palau, the Marshall Islands, and the Northern Mariana Islands chose not to participate. The FSM signed a Compact of Free Association with the United States of America, which entered into force on November 3, 1986, marking Micronesia's emergence from trusteeship to independence.


          


          Politics


          The Federated States of Micronesia are governed by the 1979 constitution, which guarantees fundamental human rights and establishes a separation of governmental powers. The unicameral Congress has fourteen members elected by popular vote. Four senators  one from each state  serve four-year terms; the remaining ten senators represent single-member districts based on population, and serve two-year terms. The President and Vice President are elected by Congress from among the four state-based senators to serve four-year terms in the executive branch. Their congressional seats are then filled by special elections. The president and vice president are supported by an appointed cabinet. There are no formal political parties.


          In international politics, the Federated States of Micronesia has always voted on the side of the United States with respect to United Nations General Assembly resolutions.


          


          Administrative divisions


          The four states in the federation are:


          
            
              	Flag

              	State

              	Capital

              	Land area

              	Population

              	Population density
            


            
              	[image: Flag of Chuuk]

              	Chuuk

              	Weno

              	127 km

              	53,595

              	420 per km
            


            
              	[image: Flag of Kosrae]

              	Kosrae

              	Tofol

              	110 km

              	7,686

              	70 per km
            


            
              	[image: Flag of Pohnpei]

              	Pohnpei

              	Kolonia

              	346 km

              	34,486

              	100 per km
            


            
              	[image: Flag of Yap]

              	Yap

              	Colonia

              	118 km

              	11,241

              	95 per km
            

          


          These states are further divided into municipalities.


          


          Geography
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          The Federated States of Micronesia consists of 607 islands extending 1,800miles (2,900km) (2,900km) across the archipelago of the Caroline Islands east of the Philippines. The four constituent island groups are Yap, Chuuk (called Truk until January 1990), Pohnpei (known as "Ponape" until November 1984), and Kosrae (formerly Kusiae). These four states are each represented by a white star on the national flag. The capital is Palikir, on Pohnpei.


          The country has seven official languages: English, Ulithian, Woleaian, Yapese, Pohnpeian, Kosraean, and Chuukese.


          The other languages spoken in Micronesia are Pingelapese, Ngatikese, Satawalese, Kapingamarangi Language, Nukuoro Language, Puluwatese, and Mokilese.


          


          Economy


          Economic activity of the Federated States of Micronesia consists primarily of subsistence farming and fishing. The islands have few mineral deposits worth exploiting, except for high-grade phosphate. Long line tuna fishing is also viable with foreign vessels from Taiwan and China operated in the 1990s. The potential for a tourist industry exists, but the remoteness of the location and a lack of adequate facilities hinder development. Financial assistance from the US is the primary source of revenue, with the US pledged to spend $1.3 billion in the islands in 1986-2001. Geographical isolation and a poorly developed infrastructure are major impediments to long-term growth.


          The nation uses the US dollar as their currency.


          


          Demographics


          The indigenous population of the Federated States of Micronesia, which is predominantly Micronesian, consists of various ethnolinguistic groups. It has a nearly 100% Pacific Islander and Asian population. Chuukese 48.8%, Pohnpeian 24.2%, Kosraean 6.2%, Yapese 5.2%, Yap outer islands 4.5%, Asian 1.8%, Polynesian 1.5%, other 6.4%, unknown 1.4%. Many Micronesians are known to have some Japanese ancestry, which is a result of intermarriages between Japanese settlers and Micronesians during the Japanese colonial period.


          There is a growing population of Americans, Australians, Europeans, and residents from China and the Philippines. English has become the common language of the government, and for secondary and tertiary education. Outside of the main capital towns of the four FSM states, the local languages are primarily spoken. Population growth remains high at more than 3% annually, offset somewhat by net emigration.


          Pohnpei is notable for the prevalence of the extreme form of colour blindness known as maskun.


          


          Culture
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          Each of the four States has its own culture and traditions, but there are also common cultural and economic bonds that are centuries old. For example, cultural similarities like the importance of the traditional extended family and clan systems can be found on all the islands.


          The island of Yap is notable for its "stone money" ( Rai stones), large disks usually of calcite, up to 12 feet (4m) in diameter, with a hole in the middle. The islanders, aware of the owner of a piece, do not necessarily move them when ownership changes. There are five major types: Mmbul, Gaw, Ray, Yar, and Reng, the last being only 1 foot (0.3m) in diameter. Their value is based on both size and history, many of them having been brought from other islands, as far as New Guinea, but most coming in ancient times from Palau. Approximately 6,500 of them are scattered around the island.


          


          Defense arrangements


          The FSM is a sovereign, self-governing state in free association with the United States, which is wholly responsible for its defense. The Division of Maritime Surveillance operates a paramilitary Maritime Wing and a small Maritime Police Unit.


          The Compact of Free Association allows FSM citizens to join the US military without having to obtain U.S. permanent residency or citizenship.
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          Feldspar is the name of a group of rock-forming minerals which make up as much as 60% of the Earth's crust.


          Feldspars crystallize from magma in both intrusive and extrusive igneous rocks, and they can also occur as compact minerals, as veins, and are also present in many types of metamorphic rock. Rock formed entirely of plagioclase feldspar (see below) is known as anorthosite. Feldspars are also found in many types of sedimentary rock.


          


          Etymology


          Feldspar is derived from the German Feld, field, and Spat, a rock that does not contain ore. "Feldspathic" refers to materials that contain feldspar. The alternative spelling, felspar, has now largely fallen out of use.


          


          Compositions
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          This group of minerals consists of framework or tectosilicates. Compositions of major elements in common feldspars can be expressed in terms of three endmembers:


          K-feldspar endmember KAlSi3O8


          Albite endmember NaAlSi3O8


          Anorthite endmember CaAl2Si2O8


          Solid solutions between K-feldspar and albite are called alkali feldspar. Solid solutions between albite and anorthite are called plagioclase, or more properly plagioclase feldspar. Only limited solid solution occurs between K-feldspar and anorthite, and in the two other solid solutions, immiscibility occurs at temperatures common in the crust of the earth. Albite is considered both a plagioclase and alkali feldspar. In addition to albite, barium feldspars are also considered both alkali and plagioclase feldspars. Barium feldspars form as potassium is replaced by barium.


          

          The alkali feldspars are as follows:


          
            	orthoclase ( monoclinic),  KAlSi3O8


            	sanidine (monoclinic) (K,Na)AlSi3O8


            	microcline ( triclinic)  KAlSi3O8


            	anorthoclase (triclinic)  (Na,K)AlSi3O8

          


          Sanidine is stable at the highest temperatures, and microcline at the lowest. Perthite is a typical texture in alkali feldspar, due to exsolution of contrasting alkali feldspar compositions during cooling of an intermediate composition. The perthitic textures in the alkali feldspars of many granites can be seen with the naked eye. Microperthitic textures in crystals are visible using a light microscope, whereas cryptoperthitic textures can only be seen using an electron microscope.
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          The plagioclase feldspars are triclinic. The plagioclase series follows (with percent anorthite in parentheses):


          
            	albite (0 to 10)  NaAlSi3O8


            	oligoclase (10 to 30)  (Na,Ca)(Al,Si)AlSi2O8


            	andesine (30 to 50)  NaAlSi3O8  CaAl2Si2O8


            	labradorite (50 to 70)  (Ca,Na)Al(Al,Si)Si2O8


            	bytownite (70 to 90)  (NaSi,CaAl)AlSi2O8


            	anorthite (90 to 100)  CaAl2Si2O8

          


          Intermediate compositions of plagioclase feldspar also may exsolve to two feldspars of contrasting composition during cooling, but diffusion is much slower than in alkali feldspar, and the resulting two-feldspar intergrowths typically are too fine-grained to be visible with optical microscopes. The immiscibility gaps in the plagioclase solid solution are complex compared to the gap in the alkali feldspars. The play of colors visible in some feldspar of labradorite composition is due to very fine-grained exsolution lamellae.


          The barium feldspars are monoclinic and comprise the following:


          
            	celsian  BaAlSi3O8


            	hyalophane  (K,Na,Ba)(Al,Si)4O8

          


          


          Uses
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            	Feldspar is a common raw material in the production of ceramics and geopolymers.


            	Feldspars are used for thermoluminescence dating and optical dating in earth sciences and archaeology


            	Feldspar is an ingredient in Bon Ami US brand household cleaner.


            	Feldspar is often an anti-caking agent used in powdered forms of non-dairy creamer.

          


          In 2005, Italy was the top producer of feldspar with almost one-fifth world share followed by Turkey, China and Thailand, reports the International Monetary Fund.
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          Jakob Ludwig Felix Mendelssohn Bartholdy, born and known generally as Felix Mendelssohn ( February 3, 1809  November 4, 1847) was a German composer and conductor of the early Romantic period. He was born to a notable Jewish family, being the grandson of the philosopher Moses Mendelssohn. His work includes symphonies, concertos, oratorios, piano and chamber music. After a long period of relative denigration due to changing musical tastes in the late 19th century, his creative originality is now being recognized and re-evaluated, and he is now among the most popular composers of the Romantic era.


          


          Life


          Mendelssohn was born in Hamburg, the son of banker, Abraham Mendelssohn Bartholdy, who was himself the son of Moses Mendelssohn, and of Lea Salomon, a member of the Itzig family and the sister of Jakob Salomon Bartholdy.


          Abraham sought to renounce the Jewish religion; his children were first brought up without religious education, and were baptised as Lutherans in 1816 (at which time Felix took the additional names Jakob Ludwig). (Abraham and his wife were not themselves baptised until 1822). The name Bartholdy was assumed at the suggestion of Lea's brother, Jakob, who had purchased a property of this name and adopted it as his own surname. Abraham was later to explain this decision in a letter to Felix as a means of showing a decisive break with the traditions of his father Moses: 'There can no more be a Christian Mendelssohn than there can be a Jewish Confucius'. Although Felix continued to sign his letters as 'Mendelssohn Bartholdy' in obedience to his father's injunctions, he seems not to have objected to the use of 'Mendelssohn' alone.
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          The family moved to Berlin in 1812. Abraham and Lea Mendelssohn sought to give Felix, his brother Paul, and sisters Fanny and Rebecka (who later married the mathematician Lejeune Dirichlet), the best education possible. His sister Fanny Mendelssohn (later Fanny Hensel), became a well-known pianist and amateur composer; originally Abraham had thought that she, rather than her brother, might be the more musical. However, at that time, it was not considered proper for a woman to have a career in music, so Fanny remained an amateur musician.


          Mendelssohn is often regarded as the greatest musical child prodigy after Wolfgang Amadeus Mozart. He began taking piano lessons from his mother when he was six, and at seven was tutored by Marie Bigot in Paris. From 1817 he studied composition with Carl Friedrich Zelter in Berlin. He probably made his first public concert appearance at the age of nine, when he participated in a chamber music concert. He was also a prolific composer as a child, and wrote his first published work, a piano quartet, by the time he was thirteen. Zelter introduced Mendelssohn to his friend and correspondent, the elderly Goethe. He later took lessons from the composer and piano virtuoso Ignaz Moscheles who however confessed in his diaries that he had little to teach him. Moscheles became a close colleague and lifelong friend.


          Besides music, Mendelssohn's education included art, literature, languages, and philosophy. He was a skilled artist in pencil and watercolour, he could speak English, Italian, and Latin, and he had an interest in classical literature.


          As an adolescent, his works were often performed at home with a private orchestra for the associates of his wealthy parents amongst the intellectual elite of Berlin. Mendelssohn wrote 12 string symphonies between the ages of 12 and 14. These works were ignored for over a century, but are now recorded and heard occasionally in concerts. In 1824, still aged only 15, he wrote his first symphony for full orchestra (in C minor, Op. 11). At the age of 16 he wrote his String Octet in E Flat Major, the first work which showed the full power of his genius. The Octet and his overture to Shakespeare's A Midsummer Night's Dream, which he wrote a year later, are the best known of his early works. (He wrote incidental music for the play 16 years later in 1842, including the famous Wedding March.) 1827 saw the premiere  and sole performance in his lifetime  of his opera, Die Hochzeit des Camacho. The failure of this production left him disinclined to venture into the genre again; he later toyed for a while in the 1840s with a libretto by Eugene Scribe based on Shakespeare's The Tempest, but rejected it as unsuitable.


          From 1826 to 1829, Mendelssohn studied at the University of Berlin, where he attended lectures on aesthetics by Hegel, on history by Eduard Gans and on geography by Carl Ritter.


          In 1829 Mendelssohn paid his first visit to Britain, where Moscheles, already settled in London, introduced him to influential musical circles. He had a great success, conducting his First Symphony and playing in public and private concerts. In the summer he visited Edinburgh and became a friend of the composer John Thomson. On subsequent visits he met with Queen Victoria and her musical husband Prince Albert, both of whom were great admirers of his music. In the course of ten visits to Britain during his life he won a strong following, and the country inspired two of his most famous works, the overture Fingal's Cave (also known as the Hebrides Overture) and the Scottish Symphony (Symphony No. 3). His oratorio Elijah was premiered in Birmingham at the Triennial Music Festival on 26 August 1846.


          On the death of Zelter, Mendelssohn had some hopes of becoming the conductor of the Berlin Singakademie with which he had revived Johann Sebastian Bach's St Matthew Passion (see below). However he was defeated for the post by Karl Rungenhagen. This may have been because of Mendelssohn's youth, and fear of possible innovations; it was also suspected by some (and possibly by Mendelssohn himself) to be on account of his Jewish origins.
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          Nonetheless, in 1835 he was appointed as conductor of the Leipzig Gewandhaus Orchestra. This appointment was extremely important for him; he felt himself to be a German and wished to play a leading part in his country's musical life. In its way it was a redress for his disappointment over the Singakademie appointment. Despite efforts by the king of Prussia to lure him to Berlin, Mendelssohn concentrated on developing the musical life of Leipzig and in 1843 he founded the Leipzig Conservatory, where he successfully persuaded Ignaz Moscheles and Robert Schumann to join him.


          Mendelssohn's personal life was conventional. His marriage to Ccile Jeanrenaud in March of 1837 was very happy and the couple had five children: Carl, Marie, Paul, Felix, and Lilli. Mendelssohn was an accomplished painter in watercolours, and his enormous correspondence shows that he could also be a witty writer in German and English  sometimes accompanied by humorous sketches and cartoons in the text.


          Mendelssohn suffered from bad health in the final years of his life, probably aggravated by nervous problems and overwork, and he was greatly distressed by the death of his sister Fanny in May 1847. Felix Mendelssohn died later that same year after a series of strokes, on November 4, 1847, in Leipzig. His funeral was held at the Paulinerkirche and he is buried in the Trinity Cemetery in Berlin- Kreuzberg.
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          Revival of Bach's and Schubert's music


          Mendelssohn's own works show his study of Baroque and early classical music. His fugues and chorales especially reflect a tonal clarity and use of counterpoint reminiscent of Johann Sebastian Bach, by whom he was deeply influenced. His great-aunt, Sarah Levy (ne Itzig) was a pupil of Bach's son, Wilhelm Friedemann Bach, and had supported the widow of another son Carl Philipp Emmanuel Bach. She had collected a number of Bach manuscripts. J.S. Bach's music, which had fallen into relative obscurity by the turn of the 19th century, was also deeply respected by Mendelssohn's teacher Zelter. In 1829, with the backing of Zelter and the assistance of a friend, the actor Eduard Devrient, Mendelssohn arranged and conducted a performance in Berlin of Bach's St Matthew Passion. The orchestra and choir were provided by the Berlin Singakademie of which Zelter was the principal conductor. The success of this performance (the first since Bach's death in 1750) was an important element in the revival of J.S. Bach's music in Germany and, eventually, throughout Europe. It earned Mendelssohn widespread acclaim at the age of twenty. It also led to one of the very few references which Mendelssohn ever made to his origins: 'To think that it took an actor and a Jew-boy (Judensohn) to revive the greatest Christian music for the world' (cited by Devrient in his memoirs of the composer).


          Mendelssohn also revived interest in the work of Franz Schubert. Schumann discovered the manuscript of Schubert's Ninth Symphony and sent it to Mendelssohn who promptly premiered it in Leipzig on 21 March 1839, more than a decade after the composer's death.


          


          Contemporaries


          Throughout his life Mendelssohn was wary of the more radical musical developments undertaken by some of his contemporaries. He was generally on friendly, if somewhat cool, terms with the likes of Hector Berlioz, Franz Liszt, and Giacomo Meyerbeer, but in his letters expresses his frank disapproval of their works.


          In particular, he seems to have regarded Paris and its music with the greatest of suspicion and an almost Puritanical distaste. Attempts made during his visit there to interest him in Saint-Simonianism ended in embarrassing scenes. He thought the Paris style of opera vulgar, and the works of Meyerbeer insincere. When Ferdinand Hiller suggested in conversation to Felix that he looked rather like Meyerbeer (they were distant cousins, both descendants of Rabbi Moses Isserlis), Mendelssohn was so upset that he immediately went to get a haircut to differentiate himself. It is significant that the only musician with whom he was a close personal friend, Moscheles, was of an older generation and equally conservative in outlook. Moscheles preserved this outlook at the Leipzig Conservatory until his own death in 1870.


          


          Reputation


          This conservative strain in Mendelssohn, which set him apart from some of his more flamboyant contemporaries, bred a similar condescension on their part toward his music. His success, his popularity and his Jewish origins, irked Richard Wagner sufficiently to damn Mendelssohn with faint praise, three years after his death, in an anti-Jewish pamphlet Das Judenthum in der Musik. This was the start of a movement to denigrate Mendelssohn's achievements which lasted almost a century, the remnants of which can still be discerned today amongst some writers (for example, Charles Rosen's essay on Mendelssohn, whose style he criticizes as 'religious kitsch'). The Nazi regime was to cite Mendelssohn's Jewish origin in banning his works and destroying memorial statues.


          In England, Mendelssohn's reputation remained high for a long time; the adulatory (and today scarcely readable) novel Charles Auchester by the teenaged Sarah Sheppard, published in 1851, which features Mendelssohn as the 'Chevalier Seraphael', remained in print for nearly eighty years. Queen Victoria demonstrated her enthusiasm by requesting, when The Crystal Palace was being re-built in 1854, that it include a statue of Mendelssohn. It was the only statue in the Palace made of bronze and the only one to survive the fire that destroyed the Palace in 1936. (The statue is now situated in Eltham College, London). Mendelssohn's Wedding March from A Midsummer Night's Dream was first played at the wedding of Queen Victoria's daughter, The Princess Victoria, The Princess Royal, to Crown Prince Frederick of Prussia in 1858 and it is still popular today. However many critics, including Bernard Shaw, began to condemn his music for its association with Victorian cultural insularity.


          Over the last fifty years a new appreciation of Mendelssohn's work has developed, which takes into account not only the popular 'war horses', such as the E minor Violin Concerto and the Italian Symphony, but has been able to remove the Victorian varnish from the oratorio Elijah, and has explored the frequently intense and dramatic world of the chamber works. Virtually all of Mendelssohn's published works are now available on CD.


          Recent critical evaluations of Mendelssohn's work have stressed the subtlety of his compositional technique. For example, the Hebrides Overture has been interpreted as presenting a musical equivalent to the aesthetic subject in the paintings of Caspar David Friedrich. The first lyrical theme, in this interpretation, represents the person apprehending the landscape described by the music behind this theme. Similarly, the use of French Horns in the opening movement of the Italian Symphony may represent a German presence in an Italian scene -- Mendelssohn himself on tour.


          


          Works
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          Juvenilia and early works


          The young Mendelssohn was greatly influenced in his childhood by the music of Bach, Beethoven and Mozart and these can all be seen, albeit often rather crudely, in the twelve early 'symphonies,' mainly written for performance in the Mendelssohn household and not published or publicly performed until long after his death.


          His astounding capacities are, however, clearly revealed in a clutch of works of his early maturity: the String Octet (1825), the Overture A Midsummer Night's Dream (1826) (which in its finished form owes much to the influence of Adolf Bernhard Marx, at the time a close friend of Mendelssohn), and the String Quartet in A minor (listed as no. 2 but written before no. 1) of 1827. These show an intuitive grasp of form, harmony, counterpoint, colour and the compositional technique of Beethoven, which justify the claims often made that Mendelssohn's precocity exceeded even that of Mozart in its intellectual grasp.


          


          Symphonies


          Mendelssohn wrote 12 symphonies for string orchestra from 1821 to 1823 (between the ages of 12 and 14).


          The numbering of his mature symphonies is approximately in order of publishing, rather than of composition. The order of composition is: 1, 5, 4, 2, 3. (Because he worked on it for over a decade, the placement of No. 3 in this sequence is problematic; he started sketches for it soon after the No. 5, but completed it following both Nos. 5 and 4.)


          The Symphony No. 1 in C minor for full-scale orchestra was written in 1824, when Mendelssohn was aged 15. This work is experimental, showing the influence of Bach, Beethoven and Mozart. Mendelssohn conducted this symphony on his first visit to London in 1829 with the orchestra of the Royal Philharmonic Society. For the third movement he substituted an orchestration of the Scherzo from his Octet. In this form the piece was an outstanding success and laid the foundations of his British reputation.


          During 1829 and 1830 Mendelssohn wrote his Symphony No. 5 in D Major, known as the Reformation. It celebrated the 300th anniversary of the Lutheran Church. Mendelssohn remained dissatisfied with the work and did not allow publication of the score.


          The Scottish Symphony ( Symphony No. 3 in A minor), was written and revised intermittently between 1830 and 1842. This piece evokes Scotland's atmosphere in the ethos of Romanticism, but does not employ actual Scottish folk melodies. Mendelssohn published the score of the symphony in 1842 in an arrangement for piano duet, and as a full orchestral score in 1843.


          Mendelssohn's travels in Italy inspired him to write the Symphony No 4 in A major, known as the Italian. Mendelssohn conducted the premiere in 1833, but he did not allow this score to be published during his lifetime as he continually sought to rewrite it.


          In 1840 Mendelssohn wrote the choral Symphony No. 2 in B flat Major, entitled Lobgesang (Hymn of Praise), and this score was published in 1841.


          


          Other orchestral music


          Mendelssohn wrote the concert overture The Hebrides (Fingal's Cave) in 1830, inspired by visits he made to Scotland around the end of the 1820s. He visited the cave, on the Hebridean isle of Staffa, as part of his Grand Tour of Europe, and was so impressed that he scribbled the opening theme of the overture on the spot, including it in a letter he wrote home the same evening.


          Throughout his career he wrote a number of other concert overtures; those most frequently played today include Ruy Blas written for the drama by Victor Hugo and Meerestille und Glckliche Fahrt (Calm Sea and Prosperous Voyage) inspired by the poem by Goethe.


          The incidental music to A Midsummer Night's Dream (op. 61), including the well-known Wedding March, was written in 1843, seventeen years after the overture.


          


          Opera


          Mendelssohn wrote some Singspiels for family performance in his youth. His opera "Die beiden Neffen" was rehearsed for him on his fifteenth birthday. In 1827 he wrote a more sophisticated work, Die Hochzeit von Camacho, based on an episode in Don Quixote, for public consumption. It was produced in Berlin in 1827. Mendelssohn left the theatre before the conclusion of the first performance and subsequent performances were cancelled.


          Although he never abandoned the idea of composing a full opera, and considered many subjects - including that of the Nibelung saga later adapted by Wagner - he never wrote more than a few pages of sketches for any project. In his last years the manager Benjamin Lumley tried to contract him to write an opera on The Tempest on a libretto by Eugne Scribe, and even announced it as forthcoming in the year of Mendelssohn's death. The libretto was eventually set by Fromental Halvy. At his death Mendelssohn left some sketches for an opera on the story of Lorelei.


          


          Concertos


          Mendelssohn's Violin Concerto in E Minor, op. 64 (1844), written for Ferdinand David, has become one of the most popular of all of Mendelssohn's compositions. Many violinists have commenced their solo careers with a performance of this concerto, including Jascha Heifetz, who gave his first public performance of the piece at the age of seven.


          Mendelssohn also wrote two piano concertos, a less well known, early, violin concerto, two concertos for two pianos and orchestra and a double concerto for piano and violin. In addition, there are several works for soloist and orchestra in one movement. Those for piano are the Rondo Brillant, Op. 29 of 1834; the Capriccio Brillant, Op. 22 of 1832; and the Serenade and Allegro Giojoso Op. 43 of 1838. Opp. 113 and 114 are Konzertstcke (concerto movements, originally for clarinet, basset horn and piano, that were orchestrated and performed in that form in Mendelssohn's lifetime.


          


          Chamber Music


          Mendelssohn's mature output contains many chamber works many of which display an emotional intensity some people think lacking in his larger works. In particular his string quartet op. 80 in F minor (1847), his last major work, written following the death of his sister Fanny, is both powerful and eloquent. Other works include two string quintets, sonatas for the clarinet, cello, viola and violin, and two piano trios. For the first of these trios, in D minor (1839), Mendelssohn unusually took the advice of a fellow-composer, ( Ferdinand Hiller) and rewrote the piano part in a more romantic, 'Schumannesque' style, considerably heightening its effect.


          


          Choral


          The two large biblical oratorios, ' St Paul' in 1836 and ' Elijah' in 1846, are greatly influenced by Bach. One of Mendelssohn's most frequently performed sacred pieces is "There Shall a Star Come out of Jacob", a chorus from the unfinished oratorio, 'Christus' (which together with the preceding recitative and male trio comprises all of the existing material from that work). Mendelssohn also wrote many smaller-scale sacred works for unaccompanied choir and for choir with organ including 'Hear my prayer', which includes the famous solo 'O for the wings of a dove'.


          Strikingly different is the more overtly 'romantic' Die erste Walpurgisnacht (The First Walpurgis Night), a setting for chorus and orchestra of a ballad by Goethe describing pagan rituals of the Druids in the Harz mountains in the early days of Christianity. This remarkable score has been seen by the scholar Heinz-Klaus Metzger as a "Jewish protest against the domination of Christianity".


          


          Songs


          Mendelssohn wrote many songs for solo voice and duet. Some of these, such as 'O for the wings of a Dove' (adapted from the anthem Hear My Prayer) became extremely popular. A number of songs written by Mendelssohn's sister Fanny originally appeared under her brother's name; this was partly due to the prejudice of the family, and partly to her own diffidence.


          


          Piano


          Mendelssohn's Lieder ohne Worte ( Songs without Words), eight cycles each containing six lyric pieces (2 published posthumously), remain his most famous solo piano compositions. They became standard parlour recital items, and their overwhelming popularity has caused many critics to under-rate their musical value. Other composers who were inspired to produce similar pieces of their own included Charles Valentin Alkan (the five sets of Chants, each ending with a barcarolle), Anton Rubinstein, Ignaz Moscheles and Edvard Grieg.


          Other notable piano pieces by Mendelssohn include his Variations srieuses op. 54 (1841), the Seven Characteristic Pieces op. 7 (1827) and the set of six Preludes and Fugues op. 35 (written between 1832 and 1837).


          


          Organ


          Mendelssohn played the organ and composed for it from the age of 11 to his death. His primary organ works are the Three Preludes and Fugues, Op. 37 (1837), and the Six Sonatas, Op. 65 (1845).
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          Felix the Cat is a cartoon character created in the silent-film era. His black body, white eyes, and giant grin, coupled with the surrealism of the situations in which his cartoons place him, combined to make Felix one of the most recognizable cartoon characters in the world. Felix was the first character from animation to attain a level of popularity sufficient to draw movie audiences based solely on his star power.


          Felix's origins remain disputed. Australian cartoonist/ film entrepreneur Pat Sullivan, owner of the Felix character, claimed during his lifetime to be its creator as well. American animator Otto Messmer, Sullivan's lead animator, has more commonly been assigned credit in recent decades. Some historians argue that Messmer ghosted for Sullivan. What is certain is that Felix emerged from Sullivan's studio, and cartoons featuring the character enjoyed unprecedented success and popularity in the 1920s.


          From 1922, Felix enjoyed sudden, enormous popularity in international popular culture. He got his own comic strip (drawn by Messmer) and his image soon adorned all sorts of merchandise from ceramics to toys to postcards. There were several manufacturers who made stuffed Felix toys. Jazz bands such as Paul Whiteman's played songs about him. The most popular song of 1923 was "Felix Kept On Walking", and further songs followed.


          Nevertheless, Felix's success was fading by the late 1920s with the arrival of sound cartoons. These new shorts, particularly those of Walt Disney's Mickey Mouse, had made the silent offerings of Sullivan and Messmer, who were then unwilling to move to sound production, seem outdated. In 1929, Sullivan decided to finally make the transition and began distributing Felix sound cartoons through Copley Pictures. The sound Felix shorts proved to be a failure and the operation ended in 1930 with Sullivan himself passing away in 1933. Felix saw a brief three cartoon resurrection in 1936 by the Van Beuren Studios, but the glory of the old days had disappeared during the cat's short-lived stint in colour and sound.


          Television would prove the cat's savior. Felix cartoons began airing on American TV in 1953. Meanwhile, Joe Oriolo, who was now directing the Felix comic strips, introduced a redesigned, "long-legged" Felix in a new animated series for TV. Oriolo also added new characters, and gave Felix a "Magic Bag of Tricks", which could assume an infinite variety of shapes at Felix's behest. The cat has since starred in other television programs and in a feature film. Felix is still featured on a wide variety of merchandise from clothing to toys. Oriolo's son, Don Oriolo, now controls creative work on Felix movies.


          


          Creation
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          On November 9, 1919, Master Tom, a character resembling Felix, debuted in a Paramount Pictures short entitled Feline Follies. Produced by the New York City-based animation studio owned by Pat Sullivan, the cartoon was directed by cartoonist and animator Otto Messmer. It was a success, and the Sullivan studio quickly set to work on producing another film featuring Master Tom, The Musical Mews (released November 16, 1919). It too proved to be successful with audiences. Paramount producer John King suggested that the cat ought to be renamed to "Felix", after the Latin words felis (cat) and felix (luck), which was used for the third film, The Adventures of Felix (released on December 14, 1919). In 1924, animator Bill Nolan redesigned the fledgling feline, making him both rounder and cuter. Felix's new looks, coupled with Messmer's mastery of character animation, would soon rocket Felix to international fame.


          
            [image: Felix and Charlie Chaplin share the screen in a memorable moment from "Felix in Hollywood" (1923).]

            
              Felix and Charlie Chaplin share the screen in a memorable moment from "Felix in Hollywood" (1923).
            

          


          The question of who exactly created Felix remains a matter of dispute. Sullivan stated in numerous newspaper interviews that he created Felix and did the key drawings for the character. On a visit to Australia in 1925, Sullivan told The Argus newspaper that "The idea was given to me by the sight of a cat which my wife brought to the studio one day." On other occasions, he claimed that Felix had been inspired by Rudyard Kipling's "The Cat that Walked by Himself" or by his wife's love for strays. Members of the Australian Cartoonist Association have demonstrated that lettering used in Feline Follies matches Sullivan's handwriting. Sullivan's claim is also supported by his March 18, 1917, release of a cartoon short entitled The Tail of Thomas Kat, more than two years prior to Feline Follies. Both an Australian ABC-TV documentary screened in 2004 and the curators of an exhibition at the State Library of New South Wales, in 2005, suggested that Thomas Kat was a prototype or precursor of Felix. However, few details of Thomas have survived. His fur colour has not been definitively established, and the surviving copyright synopsis for the short suggests significant differences between Thomas and the later Felix. For example, whereas the later Felix magically transforms his tail into tools and other objects, Thomas is a non- anthropomorphized cat who loses his tail in a fight with a rooster, never to recover it.


          Sullivan was the studio proprietor and  as is the case with almost all film entrepreneurs  he owned the copyright of any creative work by his employees. In common with many animators at the time, Messmer was not credited. After Sullivan's death in 1933, his estate in Australia took ownership of the character.


          It was not until many years after Sullivan's death that Sullivan staffers such as Hal Walker, Al Eugster, and Sullivan's lawyer, Harry Kopp, credited Messmer with Felix's creation. They claimed that Felix was based on an animated Charlie Chaplin that Messmer had animated for Sullivan's studio earlier on. The down-and-out personality and movements of the cat in Feline Follies reflect key attributes of Chaplin's, and, although blockier than the later Felix, the familiar black body is already there (Messmer found solid shapes easier to animate). Messmer himself recalled his version of the cat's creation in an interview with animation historian John Canemaker:


          
            
              	

              	Sullivan's studio was very busy, and Paramount, they were falling behind their schedule and they needed one extra to fill in. And Sullivan, being very busy, said, "If you want to do it on the side, you can do any little thing to satisfy them." So I figured a cat would be about the simplest. Make him all black, you know  you wouldn't need to worry about outlines. And one gag after the other, you know? Cute. And they all got laughs. So Paramount liked it so they ordered a series.

              	
            

          


          Many animation historians (most of them American and English) back Messmer's claims. Among them are Michael Barrier, Jerry Beck, Colin and Timothy Cowles, Donald Crafton, David Gerstein, Milt Gray, Mark Kausler, Leonard Maltin, and Charles Solomon.


          Regardless of who created Felix, Sullivan marketed the cat relentlessly, while the uncredited Messmer continued to produce a prodigious volume of Felix cartoons. Messmer did the animation directly on white paper with inkers tracing the drawings directly. The animators drew backgrounds onto pieces of celluloid, which were then laid atop the drawings to be photographed. Any perspective work had to be animated by hand, as the studio cameras were unable to perform pans or trucks. Messmer began a comic strip in 1923, distributed by King Features Syndicate.


          


          Popularity and distribution
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          Paramount Pictures distributed the earliest films from 1919 to 1921. Margaret J. Winkler distributed the shorts from 1922 to 1925, the year when Educational Pictures took over the distribution of the shorts. Sullivan promised them one new Felix short every two weeks. The combination of solid animation, skillful promotion, and widespread distribution sent Felix's popularity soaring to new heights.


          By 1923, the cat was at the peak of his film career. Felix in Hollywood, a short released during this year, plays upon Felix's popularity, as he becomes acquainted with such fellow celebrities as Douglas Fairbanks, Cecil B. DeMille, Charlie Chaplin, Ben Turpin, and even censor Will H. Hays. His image could be seen on clocks, Christmas ornaments, and as the first giant balloon ever made for Macy's Thanksgiving Day Parade. Felix also became the subject of several popular songs of the day, such as " Felix Kept Walking". Even Paul Whiteman, the king of jazz himself, did a bit on the frisky feline. Sullivan made an estimated $100,000 a year from toy licensing alone. With the character's success also emerged a handful of new costars. These included Felix's master Willie Brown, a foil named Skiddoo the Mouse, Felix's nephews Inky, Dinky, and Winky, and his girlfriend Kitty.
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          Most of the early Felix cartoons mirrored American attitudes of the " roaring twenties". Ethnic stereotypes appeared in such shorts as Felix Goes Hungry (1924). Recent events such as the Russian Civil War were depicted in shorts like Felix All Puzzled (1924). Flappers were caricatured in Felix Strikes It Rich (also 1924). He also became involved in union organizing with Felix Revolts (1923). In some shorts, Felix even performed a rendition of the Charleston.


          References to alcoholism and Prohibition were also commonplace in many of the Felix shorts, particularly Felix Finds Out (1924), Whys and Other Whys (1927), Felix Woos Whoopee (1930) to name a few. In Felix Dopes It Out (1924), Felix tries to help his hobo friend who is plagued with a red nose. By the end of the short, the cat finds the cure for the condition: "Keep drinking, and it'll turn blue."


          In addition, Felix was one of the first images ever broadcast by television when RCA chose a papier-mch Felix doll for a 1928 experiment via W2XBS New York in Van Cortlandt Park. The doll was chosen for its tonal contrast and its ability to withstand the intense lights needed. It was placed on a rotating phonograph turntable and photographed for approximately two hours each day. After a one-time payoff to Sullivan, the doll remained on the turntable for nearly a decade as RCA fine-tuned the picture's definition.


          Felix's great success also spawned a host of imitators. The appearances and personalities of other 1920s feline stars such as Julius of Walt Disney's Alice Comedies, Waffles of Paul Terry's Aesop's Film Fables, and especially Bill Nolan's 1925 adaptation of Krazy Kat (distributed by the eschewed Winkler) all seem to have been directly patterned after Felix.


          Felix's cartoons were a hit with the critics as well. They have been cited as imaginative examples of surrealism in filmmaking. Felix has been said to represent a child's sense of wonder, creating the fantastic when it is not there, and taking it in stride when it is. His famous pacehands behind his back, head down, deep in thoughtbecame a trademark that has been analyzed by critics around the world. Felix's expressive tail, which could be a shovel one moment, an exclamation mark or pencil the next, serves to emphasize that anything can happen in his world. Aldous Huxley wrote that the Felix shorts proved that "What the cinema can do better than literature or the spoken drama is to be fantastic."


          In 1928, Educational ceased releasing the Felix cartoons and several were reissued by First National Pictures. Copley Pictures distributed them from 1929 to 1930. He saw a brief three-cartoon resurrection in 1936 by the Van Beuren Studios ( The Goose That Laid the Golden Egg, Neptune Nonsense and Bold King Cole), but the glory of the old days had disappeared during the cat's short-lived stint in colour and sound. Sullivan did most of the marketing for the character in the 1920s.
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          Felix as mascot


          Given the character's unprecedented popularity and the fact that his name was partially derived from the Latin word for "lucky", some rather notable individuals and organizations adopted Felix as a mascot. The first of these was a Los Angeles Chevrolet dealer and friend of Pat Sullivan named Winslow B. Felix who first opened his showroom in 1921. The three-sided neon sign of Felix Chevrolet, with its giant, smiling images of the character, is today one of LA's best-known landmarks, standing watch over both Figueroa Street and the Harbour Freeway. Others who adopted Felix included the 1922 New York Yankees and aviator Charles Lindbergh, who took a Felix doll with him on his historic flight across the Atlantic Ocean.


          This popularity persisted. In the late 1920s, the U.S. Navy's Bombing Squadron Two (VB-2B) adopted a unit insignia consisting of Felix happily carrying a bomb with a burning fuse. They retained the insignia through the 1930s when they became a fighter squadron under the designations VF-6B and, later, VF-3, whose members Edward O'Hare and John Thach became famous Naval Aviators in World War II. After the world war a US Navy fighter squadron currently designated VF-31 replaced its winged meat-cleaver logo with the same insignia, after the original Felix squadron had been disbanded. The carrier-based night-fighter squadron, nicknamed the "Tomcatters," remained active under various designations continuing through the present day and Felix still appears on both the squadron's cloth jacket patches and aircraft, carrying his bomb with its fuse that has yet to burn down.


          Felix is also the oldest high school mascot in the state of Indiana, chosen in 1926 after a Logansport High School player brought his plush Felix to a basketball game. When the team came from behind and won that night, Felix became the mascot of all the Logansport High School sports teams.


          The pop punk band The Queers also use Felix as a mascot, often drawn to reflect punk sensibilities and attributes such as scowling, smoking, or playing the guitar. Felix adorns the covers of both the Surf Goddess EP and the Move Back Home album. Felix also appears in the music video for the single "Don't Back Down". Besides appearing on the covers and liner notes of various albums the iconic cat also appears in merchandise such as t-shirts and buttons. In an interview with bassist B-Face, he asserts that Lookout! Records is responsible for the use of Felix as a mascot.


          


          From silent to sound
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          With the advent of The Jazz Singer in 1927, Educational Pictures, who distributed the Felix shorts at the time, urged Pat Sullivan to make the leap to "talkie" cartoons, but Sullivan refused. Further disputes led to a break between Educational and Sullivan. Only when Walt Disney's Steamboat Willie made cinematic history as the first talking cartoon with a synchronized soundtrack did Sullivan see the possibilities of sound. He managed to secure a contract with First National Pictures in 1928. However, for reasons unknown, this did not last, so Sullivan sought out Jacques Kopfstein and Copley Pictures to distribute his new sound Felix cartoons. On October 16, 1929, an advertisement appeared in Film Daily with Felix announcing, Jolson-like, "You ain't heard nothin' yet!"


          Unfortunately, nothing good was heard from Felix's transition to sound. Sullivan did not carefully prepare for Felix's transition to sound, and added sound effects into the sound cartoons as a post-animation process . The results were disastrous. More than ever, it seemed as though Disney's mouse was drawing audiences away from Sullivan's silent star. Not even entries such as the off-beat "Felix Woos Whoopee" or the Silly Symphony-esque April Maze (both 1930) could regain the franchise's audience. Kopfstein finally canceled Sullivan's contract. Subsequently, he announced plans to start a new studio in California, but such ideas never materialized. Things went from bad to worse when Sullivan's wife, Marjorie, died in March 1932. After this, Sullivan completely fell apart. He slumped into an alcoholic depression, his health rapidly declined, and his memory began to fade. He could not even cash checks to Messmer because his signature was reduced to a mere scribble. He died in 1933. Messmer recalled,


          
            
              	

              	He left everything a mess, no books, no nothing. So when he died the place had to close down, at the height of popularity, when everybody, RKO and all of them, for years they tried to get hold of Felix . . . . I didn't have that permission [to continue the character] 'cause I didn't have legal ownership of it.

              	
            

          


          In 1935, Amadee J. Van Beuren of the Van Beuren Studios called Messmer and asked him if he could return Felix to the screen. Van Beuren even stated that Messmer would be equipped with a full staff and all of the necessary utilities. However, Messmer declined his offer and instead recommended Burt Gillett, a former Sullivan staffer who was now heading the Van Beuren staff. So, in 1936, Van Beuren obtained approval from Sullivan's brother to license Felix to his studio with the intention of producing new shorts both in colour and with sound. With Gillett at the helm, now with a heavy Disney influence, he did away with Felix's established personality and made him just another funny-animal character of the type popular in the day. The new shorts were unsuccessful, and after only three outings Van Beuren discontinued the series.


          


          The cat's comeback


          In 1953, Official Films purchased the Sullivan-Messmer shorts, added soundtracks to them, and distributed to the home movie and television markets. Messmer himself pursued the Sunday Felix comic strips until their discontinuance in 1943, when he began eleven years of writing and drawing monthly Felix comic books for Dell Comics. In 1954, Messmer retired from the Felix daily newspaper strips, and his assistant Joe Oriolo took over. Oriolo struck a deal with Felix's new owner, Pat Sullivan's nephew, to begin a new series of Felix cartoons on television. Oriolo went on to star Felix in 260 television cartoons distributed by Trans-Lux starting in 1958. Like the Van Beuren studio before, Oriolo gave Felix a more domesticated and pedestrian personality, geared more toward children, and introduced now-familiar elements such as Felix's Magic Bag of Tricks, a satchel that could assume the shape and characteristics of anything Felix wanted. The program is also remembered for its distinctive theme song written by Winston Sharples:


          
            	Felix the Cat,


            	The wonderful, wonderful cat!


            	Whenever he gets in a fix,


            	He reaches into his bag of tricks!

          


          The show did away with Felix's previous supporting cast and introduced many new characters. These include the sinister, mustachioed Professor; his intelligent but bookish nephew Poindexter (with an IQ of 222); the Professor's bulldog-faced, bumbling sidekick Rock Bottom; an evil, cylindrical robot and "King of the Moon" named The Master Cylinder; and a small, unassuming and friendly Inuit named Vavoom, whose only vocalization is a literally earth-shattering shout of his own name. These characters were performed by voice actor Jack Mercer.


          

          Oriolo's plots revolve around the unsuccessful attempts of the antagonists to steal Felix's Magic Bag, though in an unusual twist, these antagonists are occasionally depicted as Felix's friends as well. The cartoons proved popular, but critics have dismissed them as paling in comparison to the earlier Sullivan-Messmer works, especially since Oriolo aimed the cartoons at children. Limited animation (required due to budgetary restraints) and simplistic storylines did nothing to diminish the series' popularity.


          Today, Oriolo's son, Don, continues to market the cat. In 1988, Felix starred in his first (and only) feature film, Felix the Cat: The Movie, in which he, the Professor and Poindexter visit an alternate reality. The film was a box-office failure. Additionally, it was not even released until 1991. In 1995 to 1997, Felix appeared on television again, in an off-beat series called The Twisted Tales of Felix the Cat. Baby Felix followed in 2000 for the Japanese market and the direct-to-video Felix the Cat Saves Christmas. Oriolo has also brought about a new wave of Felix merchandising, everything from mugs to a video game for the Nintendo Entertainment System.
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          Since the publication of John Canemaker's Felix: The Twisted Tale of the World's Most Famous Cat in 1991, there has been a renewed interest in the early Sullivan-Messmer shorts. In recent years, the films have seen lots of VHS and DVD exposure, most notably on the Presenting Felix the Cat compilations from Bosko Video, Felix! from Lumivision, Felix the Cat: The Collector's Edition from Delta Entertainment, Before Mickey from Inkwell Images Ink, the recent Felix the Cat and 1920's Rarities from Thunderbean Animation. Messmer Felix comic compilations have also begun to emerge including Nine Lives to Live: A Classic Felix Celebration by David Gerstein and more recently The Comic Adventures of Felix the Cat from Determined Productions.


          
            Retrieved from " http://en.wikipedia.org/wiki/Felix_the_Cat"
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          Feminism is a discourse that involves various movements, theories, and philosophies which are concerned with the issue of gender difference, advocate equality for women, and campaign for women's rights and interests. According to some, the history of feminism can be divided into three waves. The first wave was in the nineteenth and early twentieth centuries, the second was in the 1960s and 1970s and the third extends from the 1990s to the present. Feminist theory emerged from these feminist movements. It is manifest in a variety of disciplines such as feminist geography, feminist history and feminist literary criticism.


          Feminism has altered predominant perspectives in a wide range of areas within Western society, ranging from culture to law. Feminist activists have campaigned for women's legal rights (rights of contract, property rights, voting rights); for women's right to bodily integrity and autonomy, for abortion rights, and for reproductive rights (including access to contraception and quality prenatal care); for protection from domestic violence, sexual harassment and rape; for workplace rights, including maternity leave and equal pay; and against other forms of discrimination.


          During much of its history, most feminist movements and theories had leaders who were predominantly middle-class white women from Western Europe and North America. However, at least since Sojourner Truth's 1851 speech to American feminists, women of other races have proposed alternative feminisms. This trend accelerated in the 1960s with the Civil Rights movement in the United States and the collapse of European colonialism in Africa, the Caribbean, parts of Latin America and Southeast Asia. Since that time, women in former European colonies and the Third World have proposed "Post-colonial" and "Third World" feminisms. Some Postcolonial feminists, such as Chandra Talpade Mohanty, are critical of Western feminism for being ethnocentric. Black feminists, such as Angela Davis and Alice Walker, share this view.


          Since the 1980s Standpoint feminists argued that feminism should examine how women's experience of inequality relates to that of racism, homophobia, classism and colonization. In the late 1980s and 1990s postmodern feminists argued that gender roles are socially constructed, and that it is impossible to generalize women's experiences across cultures and histories.


          


          History
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          Feminists and scholars have divided the movement's history into three "waves". The first wave refers mainly to women's suffrage movements of the nineteenth and early twentieth centuries (mainly concerned with women's right to vote). The second wave refers to the ideas and actions associated with the women's liberation movement beginning in the 1960s (which campaigned for legal and social equality for women). The third wave refers to a continuation of, and a reaction to, the perceived failures of, second-wave feminism, beginning in the 1990s.


          


          First wave


          First-wave feminism refers to a period of feminist activity during the nineteenth century and early twentieth century in the United Kingdom and the United States. Originally it focused on the promotion of equal contract and property rights for women and the opposition to chattel marriage and ownership of married women (and their children) by their husbands. However, by the end of the nineteenth century, activism focused primarily on gaining political power, particularly the right of women's suffrage. Yet, feminists such as Voltairine de Cleyre and Margaret Sanger were still active in campaigning for women's sexual, reproductive, and economic rights at this time.


          In Britain the Suffragettes campaigned for the women's vote. In 1918 the Representation of the People Act 1918 was passed granting the vote to women over the age of 30 who owned houses. In 1928 this was extended to all women over eighteen. In the United States leaders of this movement included Elizabeth Cady Stanton and Susan B. Anthony, who each campaigned for the abolition of slavery prior to championing women's right to vote. Other important leaders include Lucy Stone, Olympia Brown, and Helen Pitts. American first-wave feminism involved a wide range of women, some belonging to conservative Christian groups (such as Frances Willard and the Woman's Christian Temperance Union), others resembling the diversity and radicalism of much of second-wave feminism (such as Matilda Joslyn Gage and the National Woman Suffrage Association). In the United States first-wave feminism is considered to have ended with the passage of the Nineteenth Amendment to the United States Constitution (1919), granting women the right to vote in all states.The term first wave, was coined retrospectively after the term second-wave feminism began to be used to describe a newer feminist movement that focused as much on fighting social and cultural inequalities as political inequalities.


          


          Second wave
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          Second-wave feminism refers to a period of feminist activity beginning in the early 1960s and lasting through the late 1980s. The scholar Imelda Whelehan suggests that the second wave was a continuation of the earlier phase of feminism involving the suffragettes in the UK and USA. Second-wave feminism has continued to exist since that time and coexists with what is termed third-wave feminism. The scholar Estelle Freedman compares first and second-wave feminism saying that the first wave focused on rights such as suffrage, whereas the second wave was largely concerned with other issues of equality, such as ending discrimination.


          The feminist activist and author Carol Hanisch coined the slogan "The Personal is Political" which became synonymous with the second wave. Second-wave feminists saw women's cultural and political inequalities as inextricably linked and encouraged women to understand aspects of their personal lives as deeply politicized and as reflecting sexist power structures.


          


          Women's Liberation in the USA


          The phrase "Womens Liberation" was first used in the United States in 1964 and first appeared in print in 1966. By 1968, although the term Womens Liberation Front appeared in the magazine Ramparts, it was starting to refer to the whole womens movement. Bra-burning also became associated with the movement. One of the most vocal critics of the women's liberation movement has been the African American feminist and intellectual Gloria Jean Watkins (who uses the pseudonym " bell hooks") who argues that this movement glossed over race and class and thus failed to address "the issues that divided women". She highlighted the lack of minority voices in the women's movement in her book Feminist theory from margin to centre (1984).


          


          The Feminine Mystique


          Betty Friedan's The Feminine Mystique (1963) criticized the idea that women could only find fulfillment through childrearing and homemaking. According to Friedan's obituary in the The New York Times, The Feminine Mystique ignited the contemporary women's movement in 1963 and as a result permanently transformed the social fabric of the United States and countries around the world and is widely regarded as one of the most influential nonfiction books of the 20th century. In the book Friedan hypothesizes that women are victims of a false belief system that requires them to find identity and meaning in their lives through their husbands and children. Such a system causes women to completely lose their identity in that of their family. Friedan specifically locates this system among post-World War II middle-class suburban communities. At the same time, America's post-war economic boom had led to the development of new technologies that were supposed to make household work less difficult, but that often had the result of making women's work less meaningful and valuable.


          


          Third wave


          Third-wave feminism began in the early 1990s, arising as a response to perceived failures of the second wave and also as a response to the backlash against initiatives and movements created by the second wave. Third-wave feminism seeks to challenge or avoid what it deems the second wave's essentialist definitions of femininity, which (according to them) over-emphasize the experiences of upper middle-class white women.


          A post-structuralist interpretation of gender and sexuality is central to much of the third wave's ideology. Third-wave feminists often focus on "micro-politics" and challenge the second wave's paradigm as to what is, or is not, good for females. The third wave has its origins in the mid-1980s. Feminist leaders rooted in the second wave like Gloria Anzaldua, bell hooks, Chela Sandoval, Cherrie Moraga, Audre Lorde, Maxine Hong Kingston, and many other black feminists, sought to negotiate a space within feminist thought for consideration of race-related subjectivities.


          Third-wave feminism also contains internal debates between difference feminists such as the psychologist Carol Gilligan (who believes that there are important differences between the sexes) and those who believe that there are no inherent differences between the sexes and contend that gender roles are due to social conditioning.


          


          Post-feminism


          Post-feminism describes a range of viewpoints reacting to feminism. The term was first used in the 1980s to describe a backlash against second-wave feminism. It is now a label for a wide range of theories that take critical approaches to previous feminist discourses and includes challenges to the second wave's ideas. Other post-feminists say that feminism is no longer relevant to today's society. Amelia Jones has written that the post-feminist texts which emerged in the 1980s and 1990s portrayed second-wave feminism as a monolithic entity and criticized it using generalizations.


          One of the earliest uses of the term was in Susan Bolotin's 1982 article "Voices of the Post-Feminist Generation," published in New York Times Magazine. This article was based on a number of interviews with women who largely agreed with the goals of feminism, but did not identify as feminists.


          Some contemporary feminists, such as Katha Pollitt or Nadine Strossen, consider feminism to hold simply that "women are people". Views that separate the sexes rather than unite them are considered by these writers to be sexist rather than feminist.


          In her book Backlash: The Undeclared War Against American Women, Susan Faludi argues that a backlash against second wave feminism in the 1980s has successfully re-defined feminism through its terms. She argues that it constructed the women's liberation movement as the source of many of the problems alleged to be plaguing women in the late 1980s. She also argues that many of these problems are illusory, constructed by the media without reliable evidence. According to her, this type of backlash is a historical trend, recurring when it appears that women have made substantial gains in their efforts to obtain equal rights.


          Angela McRobbie argues that adding the prefix post to feminism undermines the strides that feminism has made in achieving equality for everyone, including women. Post-feminism gives the impression that equality has been achieved and that feminists can now focus on something else entirely. McRobbie believes that post-feminism is most clearly seen on so-called feminist media products, such as Bridget Jones's Diary, Sex and the City, and Ally McBeal. Female characters like Bridget Jones and Carrie Bradshaw claim to be liberated and clearly enjoy their sexuality, but what they are constantly searching for is the one man who will make everything worthwhile.


          


          French feminism


          French feminism refers to a branch of feminist thinking from a group of feminists in France from the 1970s to the 1990s. French feminism, compared to Anglophone feminism, is distinguished by an approach which is more philosophical and literary. Its writings tend to be effusive and metaphorical being less concerned with political doctrine and generally focused on theories of "the body". The term includes writers who are not French, but who have worked substantially in France and the French tradition such as Julia Kristeva.


          The French author and philosopher Simone de Beauvoir wrote novels; monographs on philosophy, politics, and social issues; essays, biographies, and an autobiography. She is now best known for her metaphysical novels, including She Came to Stay and The Mandarins, and for her 1949 treatise The Second Sex, a detailed analysis of women's oppression and a foundational tract of contemporary feminism. It sets out a feminist existentialism which prescribes a moral revolution. As an existentialist, she accepted Jean-Paul Sartre's precept that existence precedes essence; hence "one is not born a woman, but becomes one". Her analysis focuses on the social construction of Woman as the Other, this de Beauvoir identifies as fundamental to women's oppression. She argues that women have historically been considered deviant and abnormal, and contends that even Mary Wollstonecraft considered men to be the ideal toward which women should aspire. De Beauvoir argues that for feminism to move forward, this attitude must be set aside.


          In the 1970s french feminists approached feminism with the concept of criture fminine (which translates as female, or feminine writing). Helene Cixous argues that writing and philosophy are phallocentric and along with other French feminists such as Luce Irigaray emphasize "writing from the body" as a subversive exercise. The work of the feminist psychoanalyst and philosopher, Julia Kristeva, has influenced feminist theory in general and feminist literary criticism in particular. However, as the scholar Elizabeth Wright points out, "none of these French feminists align themselves with the feminist movement as it appeared in the Anglophone world".


          


          Theoretical schools


          Feminist theory is an extension of feminism into theoretical or philosophical fields. It encompasses work in a variety of disciplines, including anthropology, sociology, economics, women's studies, literary criticism, art history, psychoanalysis and philosophy. Feminist theory aims to understand gender inequality and focuses on gender politics, power relations, and sexuality. While providing a critique of these social and political relations, much of feminist theory also focuses on the promotion of women's rights and interests. Themes explored in feminist theory include discrimination, stereotyping, objectification (especially sexual objectification), oppression, and patriarchy.


          The American literary critic and feminist Elaine Showalter describes the phased development of feminist theory. The first she calls "feminist critique", in which the feminist reader examines the ideologies behind literary phenomena. The second Showalter calls " gynocriticism", in which the "woman is producer of textual meaning" including "the psychodynamics of female creativity; linguistics and the problem of a female language; the trajectory of the individual or collective female literary career and literary history". The last phase she calls "gender theory", in which the "ideological inscription and the literary effects of the sex/gender system" are explored". This model has been criticized by the scholar Toril Moi who sees it as an essentialist and deterministic model for female subjectivity and for failing to account for the situation of women outside the West.


          


          Movements and ideologies
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          Several submovements of feminist ideology have developed over the years; some of the major subtypes are listed below. These movements often overlap, and some feminists identify themselves with several types of feminist thought.


          


          Liberal feminism


          Liberal feminism asserts the equality of men and women through political and legal reform. It is an individualistic form of feminism, which focuses on womens ability to show and maintain their equality through their own actions and choices. Liberal feminism uses the personal interactions between men and women as the place from which to transform society. According to liberal feminists, all women are capable of asserting their ability to achieve equality, therefore it is possible for change to happen without altering the structure of society. Issues important to liberal feminists include reproductive and abortion rights, sexual harassment, voting, education, "equal pay for equal work", affordable childcare, affordable health care, and bringing to light the frequency of sexual and domestic violence against women.


          


          Radical feminism


          Radical feminism considers the capitalist hierarchy, which it describes as sexist, as the defining feature of womens oppression. Radical feminists believe that women can free themselves only when they have done away with what they consider an inherently oppressive and dominating system. Radical feminists feel that there is a male-based authority and power structure and that it is responsible for oppression and inequality, and that as long as the system and its values are in place, society will not be able to be reformed in any significant way. Some radical feminists see no alternatives other than the total uprooting and reconstruction of society in order to achieve their goals.


          Over time a number of sub-types of Radical feminism have emerged, such as Cultural feminism, Separatist feminism and Anti-pornography feminism. Cultural feminism is the ideology of a "female nature" or "female essence" that attempts to revalidate what they consider undervalued female attributes. It emphasizes the difference between women and men but considers that difference to be psychological, and to be culturally constructed rather than biologically innate. Its critics assert that because it is based on an essentialist view of the differences between women and men and advocates independence and institution building, it has led feminists to retreat from politics to life-style Once such critic, Alice Echols (a feminist historian and cultural theorist), credits Redstockings member Brooke Williams with introducing the term cultural feminism in 1975 to describe the depoliticisation of radical feminism.


          Separatist feminism is a form of radical feminism that does not support heterosexual relationships. Its proponents argue that the sexual disparities between men and women are unresolvable. Separatist feminists generally do not feel that men can make positive contributions to the feminist movement and that even well-intentioned men replicate patriarchal dynamics. Author Marilyn Frye describes separatist feminism as "separation of various sorts or modes from men and from institutions, relationships, roles and activities that are male-defined, male-dominated, and operating for the benefit of males and the maintenance of male privilege this separation being initiated or maintained, at will, by women".


          


          Black feminism
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          Black feminism argues that sexism, class oppression, and racism are inextricably bound together. Forms of feminism that strive to overcome sexism and class oppression but ignore race can discriminate against many people, including women, through racial bias. The Combahee River Collective argued in 1974 that the liberation of black women entails freedom for all people, since it would require the end of racism, sexism, and class oppression. One of the theories that evolved out of this movement was Alice Walker's Womanism. It emerged after the early feminist movements that were led specifically by white women who advocated social changes such as womans suffrage. These movements were largely white middle-class movements and had generally ignored oppression based on racism and classism. Alice Walker and other Womanists pointed out that black women experienced a different and more intense kind of oppression from that of white women.


          Angela Davis was one of the first people who articulated an argument centered around the intersection of race, gender, and class in her book, Women, Race, and Class. Kimberle Crenshaw, a prominent feminist law theorist, gave the idea the name Intersectionality while discussing identity politics in her essay, "Mapping the Margins: Intersectionality, Identity Politics and Violence Against Women of Colour".


          


          Postcolonial feminism and third-world feminism


          Postcolonial feminists argue that oppression relating to the colonial experience, particularly racial, class, and ethnic oppression, has marginalized women in postcolonial societies. They challenge the assumption that gender oppression is the primary force of patriarchy. Postcolonial feminists object to portrayals of women of non-Western societies as passive and voiceless victims and the portrayal of Western women as modern, educated and empowered.


          Postcolonial feminism emerged from the gendered history of colonialism: colonial powers often imposed Western norms on colonized regions. In the 1940s and 1950s, after the formation of the United Nations, former colonies were monitored by the West for what was considered "social progress". The status of women in the developing world has been monitored by organizations such as the United Nations and as a result traditional practices and roles taken up by womensometimes seen as distasteful by Western standardscould be considered a form of rebellion against colonial oppression. Postcolonial feminists today struggle to fight gender oppression within their own cultural models of society rather than through those imposed by the Western colonizers.


          
            [image: Taslima Nasrin: author, physician, and feminist human rights activist]

            
              Taslima Nasrin: author, physician, and feminist human rights activist
            

          


          Postcolonial feminism is critical of Western forms of feminism, notably radical feminism and liberal feminism and their universalization of female experience. Postcolonial feminists argue that cultures impacted by colonialism are often vastly different and should be treated as such. Colonial oppression may result in the glorification of pre-colonial culture, which, in cultures with traditions of power stratification along gender lines, could mean the acceptance of, or refusal to deal with, inherent issues of gender inequality. Postcolonial feminists can be described as feminists who have reacted against both universalizing tendencies in Western feminist thought and a lack of attention to gender issues in mainstream postcolonial thought.


          Third-world feminism has been described as a group of feminist theories developed by feminists who acquired their views and took part in feminist politics in so-called third-world countries. Although women from the third world have been engaged in the feminist movement, Chandra Talpade Mohanty and Sarojini Sahoo criticize Western feminism on the grounds that it is ethnocentric and does not take into account the unique experiences of women from third-world countries or the existence of feminisms indigenous to third-world countries. According to Chandra Talpade Mohanty, women in the third world feel that Western feminism bases its understanding of women on "internal racism, classism and homophobia". This discourse is strongly related to African feminism and postcolonial feminism. Its development is also associated with concepts such as black feminism, womanism, "Africana womanism", "motherism", "Stiwanism", "negofeminism", chicana feminism, and "femalism".


          


          Multiracial feminism


          Multiracial feminism (also known as women of color feminism) offers a standpoint theory and analysis of the lives and experiences of women of colour. The theory emerged in the 1990s and was developed by Dr. Maxine Baca Zinn, a Chicana feminist and Dr. Bonnie Thornton Dill, a sociology expert on African American women and family.


          


          Socialist and Marxist feminisms
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          Socialist feminism connects the oppression of women to Marxist ideas about exploitation, oppression and labor. Socialist feminists see women as being held down as a result of their unequal standing in both the workplace and the domestic sphere. Prostitution, domestic work, childcare, and marriage are all seen by socialist feminists as ways in which women are exploited by a patriarchal system which devalues women and the substantial work that they do. Socialist feminists focus their energies on broad change that affects society as a whole, rather than on an individual basis. They see the need to work alongside not just men, but all other groups, as they see the oppression of women as a part of a larger pattern that affects everyone involved in the capitalist system.


          Marx felt that when class oppression was overcome, gender oppression would vanish as well. According to some socialist feminists, this view of gender oppression as a sub-class of class oppression is naive and much of the work of socialist feminists has gone towards separating gender phenomena from class phenomena. Some contributors to socialist feminism have criticized these traditional Marxist ideas for being largely silent on gender oppression except to subsume it underneath broader class oppression. Other socialist feminists, notably two long-lived American organizations Radical Women and the Freedom Socialist Party, point to the classic Marxist writings of Frederick Engelsand August Bebel as a powerful explanation of the link between gender oppression and class exploitation.


          In the late nineteenth century and early twentieth century both Clara Zetkin and Eleanor Marx were against the demonization of men and supported a proletarian revolution that would overcome as many male-female inequalities as possible.


          


          Libertarian feminism


          According to the Stanford Encyclopedia of Philosophy, "Classical liberal or libertarian feminism conceives of freedom as freedom from coercive interference. It holds that women, as well as men, have a right to such freedom due to their status as self-owners."


          There are several categories under the theory of libertarian feminism, or kinds of feminism that are linked to libertarian ideologies. Anarcha-feminism (also called anarchist feminism or anarcho-feminism) combines feminist and anarchist beliefs, embodying classical libertarianism rather than contemporary conservative libertarianism. Anarcha-feminists view patriarchy as a manifestation of hierarchy, believing that the fight against patriarchy is an essential part of the class struggle and the anarchist struggle against the state. Anarcha-feminists such as Susan Brown see the anarchist struggle as a necessary component of the feminist struggle. In Brown's words, "anarchism is a political philosophy that opposes all relationships of power, it is inherently feminist". Recently, Wendy McElroy has defined a position (which she labels "ifeminism" or "individualist feminism") that combines feminism with anarcho-capitalism or contemporary conservative libertarianism, arguing that a pro-capitalist, anti-state position is compatible with an emphasis on equal rights and empowerment for women. Individualist anarchist-feminism has grown from the US-based individualist anarchism movement.


          Individualist feminism is typically defined as a feminism in opposition to what writers such as Wendy McElroy and Christina Hoff Sommers term, political or gender feminism. However, there are some differences within the discussion of individualist feminism. While some individualist feminists like McElroy oppose government interference into the choices women make with their bodies because such interference creates a coercive hierarchy (such as patriarchy), other feminists such as Christina Hoff Sommers hold that feminism's political role is simply to ensure that everyone's, including women's, right against coercive interference is respected. Sommers is described as a "socially conservative equity feminist" by the Stanford Encyclopedia of Philosophy, and she has argued that women should voluntarily commit to traditional gender roles. Critics have called her an anti-feminist


          


          Post-structural and postmodern feminism


          Post-structural feminism, also referred to as French feminism, uses the insights of various epistemological movements, including psychoanalysis, linguistics, political theory (Marxist and post-Marxist theory), race theory, literary theory, and other intellectual currents for feminist concerns. Many post-structural feminists maintain that difference is one of the most powerful tools that females possess in their struggle with patriarchal domination, and that to equate the feminist movement only with equality is to deny women a plethora of options because equality is still defined from the masculine or patriarchal perspective.
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          Postmodern feminism is an approach to feminist theory that incorporates postmodern and post-structuralist theory. The largest departure from other branches of feminism is the argument that gender is constructed through language. The most notable proponent of this argument is Judith Butler. In her 1990 book, Gender Trouble, she draws on and criticizes the work of Simone de Beauvoir, Michel Foucault and Jacques Lacan. Butler criticizes the distinction drawn by previous feminisms between biological sex and socially constructed gender. She says that this does not allow for a sufficient criticism of essentialism. For Butler "woman" is a debatable category, complicated by class, ethnicity, sexuality, and other facets of identity. She suggests that gender is performative. This argument leads to the conclusion that there is no single cause for women's subordination and no single approach towards dealing with the issue.
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          In A Cyborg Manifesto Donna Haraway criticizes traditional notions of feminism, particularly its emphasis on identity, rather than affinity. She uses the metaphor of a cyborg in order to construct a postmodern feminism that moves beyond dualisms and the limitations of traditional gender, feminism, and politics. Haraway's cyborg is an attempt to break away from Oedipal narratives and Christian origin-myths like Genesis. She writes: "The cyborg does not dream of community on the model of the organic family, this time without the oedipal project. The cyborg would not recognize the Garden of Eden; it is not made of mud and cannot dream of returning to dust."


          A major branch in postmodern feminist thought has emerged from the contemporary psychoanalytic French feminism. Other postmodern feminist works highlight stereotypical gender roles, only to portray them as parodies of the original beliefs. The history of feminism is not important in these writingsonly what is going to be done about it. The history is dismissed and used to depict how ridiculous past beliefs were. Modern feminist theory has been extensively criticized as being predominantly, though not exclusively, associated with Western middle class academia. Mary Joe Frug, a postmodernist feminist, criticized mainstream feminism as being too narrowly focused and inattentive to related issues of race and class.


          


          Ecofeminism
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          Ecofeminism links ecology with feminism. Ecofeminists see the domination of women as stemming from the same ideologies that bring about the domination of the environment. Patriarchal systems, where men own and control the land, are seen as responsible for the oppression of women and destruction of the natural environment. Ecofeminists argue that the men in power control the land, and therefore they are able to exploit it for their own profit and success. Ecofeminists argue that in this situation, women are exploited by men in power for their own profit, success, and pleasure. Ecofeminists argue that women and the environment are both exploited as passive pawns in the race to domination. Ecofeminists argue that those people in power are able to take advantage of them distinctly because they are seen as passive and rather helpless. Ecofeminism connects the exploitation and domination of women with that of the environment. As a way of repairing social and ecological injustices, ecofeminists feel that women must work towards creating a healthy environment and ending the destruction of the lands that most women rely on to provide for their families.


          Ecofeminism argues that there is a connection between women and nature that comes from their shared history of oppression by a patriarchal Western society. Vandana Shiva claims that women have a special connection to the environment through their daily interactions with it that has been ignored. She says that "women in subsistence economies, producing and reproducing wealth in partnership with nature, have been experts in their own right of holistic and ecological knowledge of natures processes. But these alternative modes of knowing, which are oriented to the social benefits and sustenance needs are not recognized by the capitalist reductionist paradigm, because it fails to perceive the interconnectedness of nature, or the connection of womens lives, work and knowledge with the creation of wealth.


          However, feminist and social ecologist Janet Biehl has criticized ecofeminism for focusing too much on a mystical connection between women and nature and not enough on the actual conditions of women.


          


          Society
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          The feminist movement has effected change in Western society, including women's suffrage; the right to initiate divorce proceedings and "no fault" divorce; and the right of women to make individual decisions regarding pregnancy (including access to contraceptives and abortion); and the right to own property.


          


          Civil rights


          From the 1960s on the women's liberation movement campaigned for women's rights, including the same pay as men, equal rights in law, and the freedom to plan their families. Their efforts were met with mixed results. Issues commonly associated with notions of women's rights include, though are not limited to: the right to bodily integrity and autonomy; to vote (universal suffrage); to hold public office; to work; to fair wages or equal pay; to own property; to education; to serve in the military; to enter into legal contracts; and to have marital, parental and religious rights.


          In the UK a public groundswell of opinion in favour of legal equality gained pace, partly through the extensive employment of women in men's traditional roles during both world wars. By the 1960s the legislative process was being readied, tracing through MP Willie Hamilton's select committee report, his Equal Pay For Equal Work Bill, the creation of a Sex Discrimination Board, Lady Sear's draft sex anti-discrimination bill, a government Green Paper of 1973, until 1975 when the first British Sex Discrimination Act, an Equal Pay Act, and an Equal Opportunities Commission came into force. With encouragement from the UK government, the other countries of the EEC soon followed suit with an agreement to ensure that discrimination laws would be phased out across the European Community.


          In the USA, the US National Organization for Women (NOW) was created in 1966 with the purpose of bringing about equality for all women. NOW was one important group that fought for the Equal Rights Amendment (ERA). This amendment stated that equality of rights under the law shall not be denied or abridged by the United States or any state on account of sex. But there was disagreement on how the proposed amendment would be understood. Supporters believed it would guarantee women equal treatment. But critics feared it might deny women the right be financially supported by their husbands. The amendment died in 1982 because not enough states had ratified it. ERAs have been included in subsequent Congresses, but have still failed to be ratified.


          In the final three decades of the 20th century, Western women knew a new freedom through birth control, which enabled women to plan their adult lives, often making way for both career and family. The movement had been started in the 1910s by US pioneering social reformer Margaret Sanger and in the UK and internationally by Marie Stopes.


          The United Nations Human Development Report 2004 estimated that when both paid employment and unpaid household tasks are accounted for, on average women work more than men. In rural areas of selected developing countries women performed an average of 20% more work than men, or an additional 102 minutes per day. In the OECD countries surveyed, on average women performed 5% more work than men, or 20 minutes per day. At the UN's Pan Pacific Southeast Asia Women's Association 21st International Conference in 2001 it was stated that "in the world as a whole, women comprise 51% of the population, do 66% of the work, receive 10% of the income and own less than one percent of the property".


          


          Language


          Gender-neutral language is a description of language usages which are aimed at minimizing assumptions regarding the biological sex of human referents. The advocacy of gender-neutral language reflects, at least, two different agendas: one aims to clarify the inclusion of both sexes or genders (gender-inclusive language); the other proposes that gender, as a category, is rarely worth marking in language (gender-neutral language). Gender-neutral language is sometimes described as non-sexist language by advocates and politically-correct language by opponents.


          


          Heterosexual relationships


          The increased entry of women into the workplace beginning in the twentieth century has affected gender roles and the division of labor within households. Sociologist Arlie Russell Hochschild in The Second Shift and The Time Bind presents evidence that in two-career couples, men and women, on average, spend about equal amounts of time working, but women still spend more time on housework. Feminist writer Cathy Young responds to Hochschild's assertions by arguing that in some cases, women may prevent the equal participation of men in housework and parenting.


          Feminist criticisms of men's contributions to child care and domestic labor in the Western middle class are typically centered around the idea that it is unfair for women to be expected to perform more than half of a household's domestic work and child care when both members of the relationship also work outside the home. Several studies provide statistical evidence that the financial income of married men does not affect their rate of attending to household duties.


          In Dubious Conceptions, Kristin Luker discusses the effect of feminism on teenage women's choices to bear children, both in and out of wedlock. She says that as childbearing out of wedlock has become more socially acceptable, young women, especially poor young women, while not bearing children at a higher rate than in the 1950s, now see less of a reason to get married before having a child. Her explanation for this is that the economic prospects for poor men are slim, hence poor women have a low chance of finding a husband who will be able to provide reliable financial support.


          Although research suggests that to an extent, both women and men perceive feminism to be in conflict with romance, studies of undergraduates and older adults have shown that feminism has positive impacts on relationship health for women and sexual satisfaction for men, and found no support for negative stereotypes of feminists.


          


          Religion


          Feminist theology is a movement that reconsiders the traditions, practices, scriptures, and theologies of religions from a feminist perspective. Some of the goals of feminist theology include increasing the role of women among the clergy and religious authorities, reinterpreting male-dominated imagery and language about God, determining women's place in relation to career and motherhood, and studying images of women in the religion's sacred texts.


          Christian feminism is a branch of feminist theology which seeks to interpret and understand Christianity in light of the equality of women and men. Because this equality has been historically ignored, Christian feminists believe their contributions are necessary for a complete understanding of Christianity. While there is no standard set of beliefs among Christian feminists, most agree that God does not discriminate on the basis of biologically-determined characteristics such as sex. Their major issues are the ordination of women, male dominance in Christian marriage, and claims of moral deficiency and inferiority of abilities of women compared to men. They also are concerned with the balance of parenting between mothers and fathers and the overall treatment of women in the church.


          Islamic feminism is concerned with the role of women in Islam and aims for the full equality of all Muslims, regardless of gender, in public and private life. Islamic feminists advocate women's rights, gender equality, and social justice grounded in an Islamic framework. Although rooted in Islam, the movement's pioneers have also utilized secular and Western feminist discourses and recognize the role of Islamic feminism as part of an integrated global feminist movement. Advocates of the movement seek to highlight the deeply rooted teachings of equality in the Quran and encourage a questioning of the patriarchal interpretation of Islamic teaching through the Quran, hadith (sayings of Muhammad), and sharia (law) towards the creation of a more equal and just society.


          Jewish feminism is a movement that seeks to improve the religious, legal, and social status of women within Judaism and to open up new opportunities for religious experience and leadership for Jewish women. Feminist movements, with varying approaches and successes, have opened up within all major branches of Judaism. In its modern form, the movement can be traced to the early 1970s in the United States. According to Judith Plaskow, who has focused on feminism in Reform Judaism, the main issues for early Jewish feminists in these movements were the exclusion from the all-male prayer group or minyan, the exemption from positive time-bound mitzvot, and women's inability to function as witnesses and to initiate divorce.


          The Dianic Wicca or Wiccan feminism is a female focused, Goddess-centered Wiccan sect; also known as a feminist religion that teaches witchcraft as every womans right. It is also one sect of the many practiced in Wicca.


          


          Culture


          


          Women's writing


          
            [image: Virginia Woolf]

            
              Virginia Woolf
            

          


          Women's writing came to exist as a separate category of scholarly interest relatively recently. In the West, second-wave feminism prompted a general reevaluation of women's historical contributions, and various academic sub-disciplines, such as women's history (or herstory) and women's writing, developed in response to the belief that women's lives and contributions have been underrepresented as areas of scholarly interest. Virginia Balisn et al. characterize the growth in interest since 1970 in women's writing as "powerful". Much of this early period of feminist literary scholarship was given over to the rediscovery and reclamation of texts written by women. Studies such as Dale Spender's Mothers of the Novel (1986) and Jane Spencer's The Rise of the Woman Novelist (1986) were ground-breaking in their insistence that women have always been writing. Commensurate with this growth in scholarly interest, various presses began the task of reissuing long-out-of-print texts. Virago Press began to publish its large list of nineteenth and early-twentieth-century novels in 1975 and became one of the first commercial presses to join in the project of reclamation. In the 1980s Pandora Press, responsible for publishing Spender's study, issued a companion line of eighteenth-century novels written by women. More recently, Broadview Press has begun to issue eighteenth- and nineteenth-century works, many hitherto out of print and the University of Kentucky has a series of republications of early women's novels. There has been commensurate growth in the area of biographical dictionaries of women writers due to a perception, according to one editor, that " most of our women are not represented in the 'standard' reference books in the field".


          Another early pioneer of Feminist writing is Charlotte Perkins Gilman, her most notable work was The Yellow Wallpaper.


          


          Feminist science fiction


          In the 1960s the genre of science fiction combined its sensationalism with political and technological critiques of society. With the advent of feminism, questioning womens roles became fair game to this "subversive, mind expanding genre". Two early texts are Ursula K. Le Guin's The Left Hand of Darkness (1969) and Joanna Russ' The Female Man (1970). They serve to highlight the socially constructed nature of gender roles by creating utopias that do away with gender. Both authors were also pioneers in feminist criticism of science fiction in the 1960s and 70s, in essays collected in The Language of the Night (Le Guin, 1979) and How To Suppress Women's Writing (Russ, 1983). Another major work of feminist science fiction has been Kindred by Octavia Butler.


          


          Riot grrrl movement
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          Riot grrrl (or riot grrl) is an underground feminist punk movement that started in the 1990s and is often associated with third-wave feminism (it is sometimes seen as its starting point). It was Grounded in the DIY philosophy of punk values. Riot grrls took an anti-corporate stance of self-sufficiency and self-reliance. Riot grrrl's emphasis on universal female identity and separatism often appears more closely allied with second-wave feminism than with the third wave. Riot grrrl bands often address issues such as rape, domestic abuse, sexuality, and female empowerment. Some bands associated with the movement are: Bikini Kill, Bratmobile, Excuse 17, Free Kitten, Heavens To Betsy, Huggy Bear, L7, and Team Dresch. In addition to a music scene, riot grrrl is also a subculture; zines, the DIY ethic, art, political action, and activism are part of the movement. Riot grrrls hold meetings, start chapters, and support and organize women in music.


          The riot grrrl movement sprang out of Olympia, Washington and Washington, D.C. in the early 1990s. It sought to give women the power to control their voices and artistic expressions. Riot grrrls took a growling double or triple r, placing it in the word girl as a way to take back the derogatory use of the term .


          The Riot Grrrls links to social and political issues are where the beginnings of third-wave feminism can be seen. The music and zine writings are strong examples of "cultural politics in action, with strong women giving voice to important social issues though an empowered, a female oriented community, many people link the emergence of the third-wave feminism to this time". The movement encouraged and made "adolescent girls standpoints central," allowing them to express themselves fully.



          Relationship to political movements


          


          Socialism


          Since the early twentieth century some feminists have allied with socialism. In 1907 there was an International Conference of Socialist Women in Stuttgart where suffrage was described as a tool of class struggle. Clara Zetkin of the Social Democratic Party of Germany called for women's suffrage to build a "socialist order, the only one that allows for a radical solution to the women's question".


          In Britain, the women's movement was allied with the Labour party. In America, Betty Friedan emerged from a radical background to take command of the organized movement. Radical Women, founded in 1967 in Seattle is the oldest (and still active) socialist feminist organization in the U.S. During the Spanish Civil War, Dolores Ibrruri (La Pasionaria) led the Communist Party of Spain. Although she supported equal rights for women, she opposed women fighting on the front and clashed with the anarcho-feminist Mujeres Libres.


          Revolutions in Latin America brought changes in women's status in countries such as Nicaragua where Feminist ideology during the Sandinista Revolution was largely responsible for improvements in the quality of life for women but fell short of achieving a social and ideological change.


          


          Fascism


          Scholars have argued that Nazi Germany and the other fascist states of the 1930s and 1940s illustrates the disastrous consequences for society of a state ideology that, in glorifying women, becomes antifeminist. In Germany after the rise of Nazism in 1933, there was a rapid dissolution of the political rights and economic opportunities that feminists had fought for during the prewar period and to some extent during the 1920s. In Franco's Spain, the right wing Catholic conservatives undid the work of feminists during the Republic. Fascist society was hierarchical with an emphasis and idealization of virility, with women maintaining a largely subordinate position to men.


          


          Scientific discourse


          Some feminists are critical of traditional scientific discourse, arguing that the field has historically been biased towards a masculine perspective. Evelyn Fox Keller argues that the rhetoric of science reflects a masculine perspective, and she questions the idea of scientific objectivity. Primatologist Sarah Blaffer Hrdy notes the prevalence of masculine-coined stereotypes and theories, such as the non-sexual female, despite "the accumulation of abundant openly available evidence contradicting it". Some natural and social scientists have examined feminist ideas using scientific methods.


          


          Biology of gender


          Modern feminist science is based on the view that many differences between the sexes are based on socially constructed gender identities rather than on biological sex differences. For example, Anne Fausto-Sterling's book Myths of Gender explores the assumptions embodied in scientific research that purports to support a biologically essentialist view of gender. Her second book, Sexing the Body discussed the biological possibility of more than two true biological sexes. However, in The Female Brain, Louann Brizendine argues that brain differences between the sexes are a biological reality with significant implications for sex-specific functional differences. Steven Rhoads' book Taking Sex Differences Seriously illustrates sex-dependent differences across a wide scope.


          Carol Tavris, in The Mismeasure of Woman, uses psychology and sociology to critique theories that use biological reductionism to explain differences between men and women. She argues rather than using evidence of innate gender difference there is an over-changing hypothesis to justify inequality and perpetuate stereotypes.


          


          Evolutionary biology


          Sarah Kemberdrawing from numerous areas such as evolutionary biology, sociobiology, artificial intelligence, and cybernetics in development with a new evolutionismdiscusses the biologization of technology. She notes how feminists and sociologists have become suspect of evolutionary psychology, particularly inasmuch as sociobiology is subjected to complexity in order to strengthen sexual difference as immutable through pre-existing cultural value judgments about human nature and natural selection. Where feminist theory is criticized for its "false beliefs about human nature," Kember then argues in conclusion that "feminism is in the interesting position of needing to do more biology and evolutionary theory in order not to simply oppose their renewed hegemony, but in order to understand the conditions that make this possible, and to have a say in the construction of new ideas and artefacts."


          


          Men and feminism
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          The relationship between men and feminism has been complex. Men have taken part in significant responses to feminism in each 'wave' of the movement. There have been positive and negative reactions and responses, depending on the individual man and the social context of the time. These responses have varied from pro-feminism to masculism to anti-feminism. In the twenty-first century new reactions to feminist ideologies have emerged including a generation of male scholars involved in gender studies, and also men's rights activists who promote male equality (including equal treatment in family, divorce and anti-discrimination law). Historically a number of men have engaged with feminism. Philosopher Jeremy Bentham demanded equal rights for women in the eighteenth century. In 1866, philosopher John Stuart Mill (author of " The Subjection of Women") presented a womens petition to the British parliament; and supported an amendment to the 1867 Reform Bill. Others have lobbied and campaigned against feminism. Today, academics like Michael Flood, Michael Messner and Michael Kimmel are involved with men's studies and pro-feminism.


          A number of feminist writers maintain that identifying as a feminist is the strongest stand men can take in the struggle against sexism. They have argued that men should be allowed, or even be encouraged, to participate in the feminist movement. Other female feminists argue that men cannot be feminists simply because they are not women. They maintain that men are granted inherent privileges that prevent them from identifying with feminist struggles, thus making it impossible for them to identify with feminists. Fidelma Ashe has approached the issue of male feminism by arguing that traditional feminist views of male experience and of "men doing feminism" have been monolithic. She explores the multiple political discourses and practices of pro-feminist politics, and evaluates each strand through an interrogation based upon its effect on feminist politics.


          


          Pro-feminism


          Pro-feminism is the support of feminism without implying that the supporter is a member of the feminist movement. The term is most often used in reference to men who are actively supportive of feminism and of efforts to bring about gender equality. The activities of pro-feminist men's groups include anti-violence work with boys and young men in schools, offering sexual harassment workshops in workplaces, running community education campaigns, and counseling male perpetrators of violence. Pro-feminist men also are involved in men's health, activism against pornography including anti-pornography legislation, men's studies, and the development of gender equity curricula in schools. This work is sometimes in collaboration with feminists and women's services, such as domestic violence and rape crisis centers. Some activists of both genders will not refer to men as "feminists" at all, and will refer to all pro-feminist men as "pro-feminists".


          


          Anti-feminism


          Antifeminism is opposition to feminism in some or all of its forms. Feminists such as Camille Paglia, Christina Hoff Sommers, Jean Bethke Elshtain and Elizabeth Fox-Genovese have been labeled "anti-feminists" by other feminists. Daphne Patai and Noretta Koertge argue that in this way the term "anti-feminist" is used to silence academic debate about feminism. Paul Nathanson and Katherine K. Young's books Spreading Misandry and Legalizing Misandry explore what they argue is feminist-inspired misandry. Christina Hoff-Sommers argues feminist misandry leads directly to misogyny by what she calls "establishment feminists" against (the majority of) women who love men in Who Stole Feminism: How Women Have Betrayed Women. "Marriage rights" advocates criticize feminists like Sheila Cronan who take the view that marriage constitutes slavery for women, and that freedom for women cannot be won without the abolition of marriage.
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          In the broadest possible sense, fencing is the art of armed combat involving cutting, stabbing, or bludgeoning weapons directly manipulated by hand, rather than shot, thrown or positioned. Examples include swords, knives, pikes, bayonets, batons, clubs, and similar weapons. In contemporary common usage, "fencing" tends to refer specifically to European schools of swordsmanship and to the modern Olympic sport that has evolved out of them.


          Fencing is one of the four sports which has been featured at every modern Olympic Games. Currently, three types of weapon are used in Olympic fencing:


          
            	Foil  a light thrusting weapon; the valid target is restricted to the torso; double touches are not allowed (see priority rules below).


            	pe  a heavy thrusting weapon; the valid target area covers the entire body; double touches are allowed.


            	Sabre  a light cutting and thrusting weapon; the valid target area includes almost everything above the waist (excluding the back of the head and the hands); double touches are not allowed (see priority rules below).

          


          Etymology: The word 'fence' was originally a shortening of the Middle English 'defens', that came from an Italian word, 'defensio', in origin a Latin word. The first known use of defens in reference to English swordsmanship is in William Shakespeare's Merry Wives of Windsor: 'Alas sir, I cannot fence.'


          


          History


          


          Renaissance


          The first handbooks on fencing, especially the book written around the 12th century by De Serpente brothers, or the most complete Flos Duellatorum of 1409 by Fiore de Liberi, were published in Italy at the beginning of the Renaissance. In those days many Italian masters such as Marozzo taught their art in France and other countries, working as mercenaries and masters of defence.


          In the 16th century, compendia of older Fechtbcher techniques were produced, some of them printed, notably by Paulus Hector Mair (in the 1540s) and by Joachim Meyer (in the 1570s).


          In the 16th century German fencing had developed sportive tendencies. The treatises of Paulus Hector Mair and Joachim Meyer derived from the teachings of the earlier centuries within the Liechtenauer tradition, but with new and distinctive characteristics. The printed fechtbuch of Jacob Sutor ( 1612) is the last in the German tradition.


          The Italian school is continued by the Dardi school, with masters such as Antonio Manciolino and Achille Marozzo. From the late 16th century, Italian rapier fencing attains considerable popularity all over Europe, notably with the treatise by Salvator Fabris (1606).


          


          Early modern period


          The European dueling sword in the narrow sense is a basket and cage hilted weapon in use specifically in duels from the late 17th to the 19th century. It evolved through several forms of the rapier to the smallsword  reflecting the evolution from a cutting style of swordplay to a thrusting style ('foining'). This was a result of increasing specialization in their use to the duelling field and the social stigma attached to carrying and using swords associated with the actual "work" of warfare. The smallsword and the last stage of the rapier were made possible only by metallurgical advances in the seventeenth century.


          The foil was invented in France as a training weapon in the middle of the 18th century in order to practice fast and elegant thrust fencing. Fencers blunted the point by wrapping a foil around the blade or fastening a knob on the point ("blossom", French fleuret). In addition to practising, some fencers took away the protection and used the sharp foil for duels. German students took up that practise and developed the Pariser ("Parisian") thrusting small sword for the Stomensur ("thrusting mensur"). After the dress sword was abolished, the Pariser became the only weapon for academic thrust fencing in Germany.
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          Since fencing on thrust with a sharp point is quite dangerous, many students died from their lungs being pierced (Lungenfuchser), which made breathing difficult or impossible. However, the counter movement had already started in Gttingen in the 1750s. Here the Gttinger Hieber was invented, the predecessor of the modern Korbschlger, a new weapon for cut fencing. In the following years, the Glockenschlger was invented in East German universities for cut fencing as well.


          [bookmark: 1800_to_1918]


          1800 to 1918


          Thrust fencing (using Pariser) and cut fencing (using Korbschlger or Glockenschlger) existed in parallel in Germany during the first decades of the 19th century - with local preferences. Thrust fencing was especially popular in Jena, Erlangen, Wrzburg and Ingolstadt/ Landshut, two towns where the predecessors of Munich university were located. The last thrust Mensur is recorded to have taken place in Wrzburg in 1860.


          Until the first half of the 19th century all types of academic fencing can be seen as duels, since all fencing with sharp weapons was about honour. No combat with sharp blades took place without a formal insult. For duels with non-students, e.g. military officers, the academic sabre became usual, apparently derived from the military sabre. It was a heavy weapon with a curved blade and a hilt similar to the Korbschlger.


          As it is commonly understood today, classical fencing is best represented by the 19th and early-20th century national fencing schools, especially the Italian and the French schools, although other pre-World War II styles such as the Russian and the Hungarian are also considered classical. Masters and legendary fencing figures such as Giuseppe Radaelli, Louis Rondelle, Masaniello Parise, the Greco brothers, Aldo Nadi and his rival Lucien Gaudin are considered examples of this period.


          Fencing was one of the disciplines at the 1896 Summer Olympics.


          Scoring was done by means of four judges who determined if a hit was made. Two side judges stood behind and to the side of each fencer, and watched for hits made by that fencer on the opponent's target. A director followed the fencing from a point several feet away from the centre of the action. At the end of each action, after calling "Halt!", the director would describe the action, and then poll the judges in turn. If the judges differed or abstained, the director could overrule them with his vote.


          This method was universally used, but had limitations. As described in an article in the London newspaper, The Daily Courier, on June 25, 1896: "Every one who has watched a bout with the foils knows that the task of judging the hits is with a pair of amateurs difficult enough, and with a well-matched pair of matres descrime well-nigh impossible." There also were problems with bias: well-known fencers were often given the benefit of mistakes (so-called "reputation touches"), and in some cases there was outright cheating. Aldo Nadi complained about this in his autobiography The Living Sword in regard to his famous match with Lucien Gaudin.


          The article in the Daily Courier described a new invention, the electrical scoring machine, that would revolutionize fencing.
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          1918 to present


          Dueling went into sharp decline after World War I. After World War II, dueling went out of use in Europe except for rare exceptions. Training for a duel, once fashionable for males of aristocratic backgrounds (although fencing masters such as Hope discuss how many people would only ever take one or two lessons and consider themselves trained), all but disappeared, along with the classes themselves. Fencing continued as a sport, with tournaments and championships. However, the need to prepare for a duel with "sharps" vanished, changing the emphasis in training and technique.


          Starting with pe in the 1930s, side judges were replaced by an electrical scoring apparatus, with an audible tone and a red or green light indicating when a touch landed. Foil was electrified in the 1950s, sabre in the 1980s. The scoring box reduced the bias in judging, and permitted more accurate scoring of faster actions, lighter touches, and more touches to the back and flank than were possible with human judges.


          


          Forms of fencing


          Contemporary fencing is divided in three broad categories:


          
            	Competitive fencing


            	Fencing as a Western martial art


            	Other forms of fencing

          


          


          Competitive fencing
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          There are numerous inter-related forms of competitive fencing in practice, all of which approach the activity as a sport, with varying degrees of connectedness to its historic past.


          Olympic fencing (or simply "fencing") refers to the fencing seen in most competitions, including the Olympic Games and the world cup. Competitions are conducted according to rules laid down by the Fdration Internationale d'Escrime (FIE), the international governing body. These rules evolved from a set of conventions developed in Europe between mid 17th and early 20th century with the specific purpose of regulating competitive activity. The three weapons used in Olympic fencing are foil, pe, and sabre. In competition, the validity of touches is determined by the electronic scoring apparatus, so as to minimize human error and bias in refereeing.


          Wheelchair fencing, an original Paralympic sport, was developed in post-World War II England. Minor modifications to the FIE rules allow disabled fencers to fence all three weapons. The most apparent change is that each fencer sits in a wheelchair fastened to a frame. Footwork is replaced by torso or arm movement, depending on the fencer's disability. The proximity of the two fencers tends to increase the pace of bouts, which require considerable skill. The weapons are identical to those used in Olympic fencing.


          Other variants include one-hit pe (one of the five events which constitute modern pentathlon) and the various types of competitive fencing, whose rules are similar but not identical to the FIE rules. One example of this is the American Fencing League (distinct from the United States Fencing Association): the format of competitions is different, there is no electronic scoring, and the priority rules are interpreted in a different way. In a number of countries, the accepted practice at school and university level deviates slightly from the FIE format.


          


          Fencing as a Western martial art
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          Some practitioners of fencing approach it as a Western martial art, with the goal being to train for a theoretical duel. The element of sport is absent (or nearly so) from these forms of fencing, but they all share a common origin with each other and with competitive fencing.


          Classical fencing is differentiated from competitive fencing as being theoretically closer to swordplay as a martial art. Those who call themselves classical fencers may advocate the use of what they see as more authentic practices, including little or no emphasis on sport competition. There is strong interest within the classical fencing community in reviving the European fencing practices of the 19th and early 20th century, when fencers were expected to be able to fight a duel using their training. Weapons used are the standard (non-electric) foil, standard pe (often equipped with pointes d'arret), and the blunted duelling sabre. AFL fencing is often referred to as classical fencing, but this is a misnomer.


          Historical fencing is a type of historical martial arts reconstruction based on surviving texts and traditions. Predictably, historical fencers study an extremely wide array of weapons from different regions and periods. They may work with bucklers, daggers, polearms, navajas, bludgeoning weapons, etc. One main preoccupation of historical fencers is with weapons of realistic weight, which demand a different way of manipulating them from what is the norm in modern Fencing. For example, light weapons can be manipulated through the use of the fingers (more flexibility), but more realistically-weighted weapons must be controlled more through the wrist and elbow. This difference is great and can lead to drastic changes even in the carriage of the body and footwork in combat. There is considerable overlap between classical and historical fencing, especially with regard to 19th-century fencing practices.


          


          Other forms of fencing
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          Finally, there are several other forms of fencing which have little in common besides history with either of the other two classifications.


          Academic fencing, or mensur, is a German student tradition that has become mostly extinct but is still sometimes practiced in Germany, Switzerland and Austria as well as in Flanders and Latvia. The combat, which uses a cutting weapon known as the schlger, uses sharpened blades and takes place between members of student fraternities - " Studentenverbindungen" - in accordance with a strictly delineated set of conventions. It uses special protective gear that leaves most of the head and face, excluding the eyes, unprotected. (The special goggles are called Paukbrille.) The ultimate goal is to develop personal character, therefore there is no winner or loser and flinching is not allowed. Acquiring a proper cut on the face with the sharp blade, called a Schmiss (German for "smite"), is one goal and a visible sign of manly courage.


          Stage fencing seeks to achieve maximum theatrical impact in representing a wide range of styles, including both modern and historical forms of fencing. Theatrical fight scenes are choreographed by a Fight Director, and fencing actions are exaggerated for dramatic effect and visual clarity.


          Recreational roleplaying often incorporates fencing in the context of historical or fantasy themes in the Society for Creative Anachronism or live-action roleplaying games. Technique and scoring systems vary widely from one group to the next, as do the weapons. Depending on local conventions, participants may use modern sport fencing weapons, period weapons, or weapons invented specifically for the purpose, such as boffers.


          


          Modern weapons


          Three weapons survive in modern competitive fencing: foil, pe, and sabre. The spadroon and the heavy cavalry-style sabre, both of which saw widespread competitive use in the 19th century, fell into disfavour in the early 20th century with the rising popularity of the lighter and faster weapon used today. The singlestick was featured in the 1904 Olympic Games, but it was already declining in popularity at that time. Bayonet fencing experienced a somewhat slower decline, with competitions organized by some armed forces as late as the 1940s and 1950s.


          While the weapons fencers use differ in shape and purpose, their basic construction remains similar across the disciplines. Every weapon has a blade and a hilt. The tip of the blade is generally referred to as the point. The hilt consists of a guard and a grip. The guard (also known as the coquille, the bell, or the bellguard) is a metal shell designed to protect the fingers. The grip is the weapon's actual handle. There are a number of commonly used variants. The more traditional kind are approximately straight and terminate with a pommel (a heavy nut intended to act as a counterweight for the blade). In the case of foil and pe, these have been surpassed in popularity by a variety of ergonomic designs, often collectively refereed to as pistol grip (the way they are held resembles how one holds a pistol). All of the weapons used for modern competition have electrical wiring which allows them to register a touch on the opponent.


          


          Foil
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          The foil is a light and flexible weapon, originally developed in the mid 17th century as a training weapon for the smallsword (a light one-handed sword designed almost exclusively for thrusting).


          The target area is restricted to the torso. Up until 01/01/2009, the bib of the mask is not valid target. From 01/01/2009, valid target will include that part of the bib below a straight line drawn between the shoulders, under the rules of fencing's international governing body, the Federation International d'Escrime. If you hit your opponent with any part of the foil other than the tip, it has no effect whatsoever - fencing continues uninterrupted. A touch on an off-target area stops the bout but does not score a point. There are right of way or priority rules, which determine which fencer's hit will prevail when both fencers have hit. The basic principle of priority is that the hit of the fencer who begins an offensive action first will prevail over his/her opponent's hit unless the original fencer's action fails. A fencer's action fails when it falls short of his/her opponent, misses, or is parried. When one fencer's action fails, the other's current or next offensive action gains priority, unless they delay too long (longer than one period of " fencing time" - the time taken to perform one action at the current tempo of the exchange), in which case the previously defending fencer loses this right. If priority cannot be determined when both fencers have hit each other, no point is awarded. The original idea behind the foil rules was to encourage the fencers to defend and attack vital areas, and to fight in a methodical way with initiative passing back and forth between the combatants, thus minimizing the risk of a double death.


          

          When an exchange ends in a hit, the referee will call "halt", and fencing will cease. The referee will then analyse the exchange and phrase it in official terminology. The first offensive action is called the attack. All defensive actions successfully deflecting an opponent's blade are called parries. The first offensive action preceded by a parry is called a beat-attack. An offensive action of a parrying fencer directly following the parry is called a riposte. An offensive action of a fencer, who attacks without first withdrawing the arm directly after being parried, is called a remise. An offensive action of a fencer from the on-guard position, after being parried and then returning to the on-guard position, is called a reprise. An offensive action of a fencer after his/her opponent has lost the right to riposte via inaction is called a redouble. An offensive action begun by a fencer who is being attacked by his/her opponent is called a counter-attack.


          In modern competitive fencing 'electric' weapons are used. These have a push-button on the point of the blade, which allows hits to be registered by the electronic scoring apparatus. In order to register, the button must be depressed with a force of at least 4.90 newtons (500 grams-force) for at least 15 milliseconds with 3 significant figures of accuracy. Fencers wear conductive ( lam) jackets covering their target area, which allow the scoring apparatus to differentiate between on- and off-target hits.


          [bookmark: .C3.89p.C3.A9e]
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          pe, as the sporting weapon we know today, was invented in the second half of the 19th century by a group of French students, who felt that the conventions of foil were too restrictive, and the weapon itself too light; they wanted an experience closer to that of an actual duel. At the point of its conception, the pe was, essentially, an exact copy of a smallsword but without the needle-sharp point. Instead, the blade terminated in a point d'arrt, a three-pronged contraption, which would snag on the clothing without penetrating the flesh.


          Like the foil, the pe is a thrusting weapon: to score a valid hit, the fencer must fix the point of his weapon on his opponent's target. However, the target area covers the entire body, and there are no rules regarding who can hit when (unlike in foil and sabre, where there are priority rules). In the event of both fencers making a touch within 40 milliseconds of each other, both are awarded a point (a double hit), except when the score is equal and the point would mean the win for both, such as at in the modern pentathlon one-hit pe, where neither fencer receives a point. Otherwise, the first to hit always receives the point, regardless of what happened earlier in the phrase.


          The 'electric' pe, used in modern competitive fencing, terminates in a push-button, similar to the one on the 'electric' foil. In order for the scoring apparatus to register a hit, it must arrive with a force of at least 7.35 newtons (750 grams-force) (a higher threshold than the foil's 4.9 newtons), and the push-button must remain fully depressed for 1 millisecond. All hits register as valid, unless they land on a grounded metal surface, such as a part of the opponent's weapon, in which case they do not register at all. At large events, grounded conductive pistes are often used in order to prevent the registration of hits against the floor. At smaller events and in club fencing, it is generally the responsibility of the referee to watch out for floor hits. These often happen by accident, when an peist tries to hit the opponent's foot and misses. This results in a pause in the action but no points. However, deliberate hits against the floor are treated as "dishonest fencing," and penalized accordingly.


          


          Sabre
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          Sabre is the 'cutting' weapon: points may be scored with edges and surfaces of the blade, as well as the point. Although the current design with a light and flexible blade (marginally stiffer than a foil blade) appeared around the turn of the 19th and 20th century, similar sporting weapons with more substantial blades had been used throughout the Victorian era.


          There is some debate as to whether the modern fencing sabre is descended from the cavalry sabres of Turkic origin (which became popular in Central and Western Europe around the time of Napoleonic Wars) or one of Europe's indigenous edged duelling weapons, such as the cutting rapier. In practice, it is likely to be a hybrid of the two. Most of the conventions and vocabulary of modern sabre fencing were developed by late 19th and early 20th century masters from Italy and Hungary, perhaps most notable among them being Italo Santelli (18661945).


          The sabre target covers everything above the waist, except the hands (wrists are included) and the back of the head. Today, any contact between any part of the blade and any part of the target counts as a valid touch. This was not always the case, and earlier conventions stipulated that a valid touch must be made with either the point or one of the cutting edges, and must arrive with sufficient force to have caused a palpable wound, had the weapon been sharp. These requirements had to be abandoned, because of technical difficulties, shortly after electronic scoring was introduced into sabre fencing in late 1980s.


          Like foil, sabre is subject to right of way rules, but there are some differences in the precise definition of what constitutes a correctly executed attack and parry. These differences, together with a much greater scoring surface (the whole of the blade, rather than the point alone), make sabre parries more difficult to execute effectively. As a result, sabre tactics rely much more heavily on footwork with blade contact being kept to a minimum.


          


          Protective clothing
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          The clothing which is worn in modern fencing is made of tough cotton or nylon. Kevlar was added to top level uniform pieces (jacket, breeches, underarm protector, lam, and the bib of the mask) following the Smirnov incident at the 1982 World Championships in Rome. However, kevlar breaks down in chlorine and UV light, so the act of washing one's uniform and/or hanging it up in the sun to dry actually damaged the kevlar's ability to do the job.


          In recent years other ballistic fabrics such as Dyneema have been developed that perform the puncture resistance function and which do not have kevlar's weakness. In fact, the FIE rules state that the entirety of the uniform (meaning FIE level clothing, as the rules are written for FIE tournaments) must be made of fabric that resists a force of 800 newtons (1600N in the mask bib).


          The complete fencing kit includes the following items of clothing:


          
            	Form-fitting jacket covering groin and with strap (croissard) which goes between the legs (note that in sabre fencing, jackets that are cut along the waist and exclude the groin padding are also sometimes used), a small gorget of folded fabric is also sewn in around the collar to prevent a blade from slipping upwards towards the neck.


            	Under-arm protector (plastron) which goes underneath the jacket and provides double protection on the sword arm side and upper arm. It is required to not have a seam in the armpit, which would line up with the jacket seam and provide a weak spot.


            	One glove for the sword arm with a gauntlet that prevents blades from going up the sleeve and causing injury, as well as protecting the hand and providing a good grip


            	Breeches or knickers which are a pair of short trousers. The legs are supposed to hold just below the knee.


            	Knee-length or Thigh high socks which should cover knee and thighs.


            	Shoes with flat soles and reinforcement on the inside of the back foot and heel of front foot, to prevent wear from lunging.


            	Mask, including a bib which protects the neck. The mask can usually support 12 kilograms of force, however FIE regulation masks can stand much more, at least 27 kg.


            	Plastic chest protector, mandatory for female fencers. While male versions of the chest protector are also available, they were, until recently, primarily worn by instructors, who are hit far more often during training than their students. Since the change of the depression timing (see above), these are increasingly popular in foil, as the hard surface increases the likelihood of point bounce and thus a failure for a hit to register. Plastrons are still mandatory, though.


            	Fencing Masters will often wear a heavier protective jacket, usually reinforced by plastic foam to cushion the numerous hits an instructor has to endure. Sometimes in practice, masters wear a protective sleeve or a leg leather for protection of their fencing arm or leg.

          


          Traditionally, the fencers' uniform is white in colour (black being the traditional colour for masters). This may be to some extent down to the occasional pre-electric practice of covering the point of the weapon in dye, soot, or coloured chalk in order to make it easier for the referee to determine the placing of the touches. Recently the FIE rules have been relaxed to allow coloured uniforms (black still being reserved for the coaches). The guidelines delineating the permitted size and positioning of sponsorship logos are however still extremely strict.


          


          Practice and techniques


          A fencing bout takes place on a strip, or piste, which, according to the current FIE regulations, should be between 1.5 and 2 meters wide and 14 meters long. There are at least three people involved: two fencers and a referee. The referee may be assisted by two or four side-judges (also known as corner-judges). The arrival of the electronic scoring apparatus has rendered them largely redundant. Under current FIE rules, a fencer may ask for two side-judges (one to watch each fencer) if (s)he thinks that the referee is failing to notice some infringement of the rules on his opponent's part (such as use of the unarmed hand, substitution of the valid target area, breaching the boundary of the piste etc.).


          


          Protocol


          Very specific rules govern the behaviour of fencers while competing. To begin a bout, the referee stands at the side of the piste. The fencers walk on piste fully dressed, aside from the mask. If necessary, they plug their body wires into the spools connected to the electronic scoring apparatus and test their weapons against each other, to make sure everything is functioning. They then retreat to their on-guard lines. Prior to starting a bout, the fencers must salute first each other, then the director. Refusal to do so can result in a fencer's suspension or disqualification. They may also choose to salute the audience and/or the referee's assistants (when they are present).


          The fencers start and stop the bout at the referee's command. Generally, referees interrupt the bout, whenever the electronic apparatus registers a touch (either on or off-target) or whenever one or both of the fencers break the rules of the game. Once the bout is stopped, the referee must explain his reasons for stopping it, analyze what has just happened, and award points or penalties. If a point has been awarded, then the competitors return to their on-guard lines; if not, they remain approximately where they were when the bout was interrupted. The referee will then restart the bout. This procedure is repeated until either one of the fencers has reached the required number of points (generally, 1, 5, 10 or 15, depending on the format of the bout) or until the time allowed for the bout runs out.


          Fencing bouts are timed: the clock is started every time the referee calls "Fence!" and stopped every time he calls "Halt!" The bout must stop after 3 minutes of fencing (or 8 touches in sabre). In 15 point bouts, a 1 minute break occurs in between the 3 minute intervals. If 9 minutes of fencing time elapse in a 15 touch bout, or 3 in a 5 touch bout, the bout is over, and the current scores are taken as final. If the score is tied when time runs out, then the fencers go into an extra minute, at the beginning of which the referee randomly assigns "priority" to one of the fencers (generally done by coin toss). The first touch within the extra minute wins the bout. If neither fencer makes a touch during the extra minute, the winner is the fencer who had "priority".


          At international events and large European events including Opens and those similar, all refereeing is in French, which is the official language of international fencing. In practice, neither the referee nor the fencers need anything more than the knowledge of a handful of key words and phrases (like "En garde. Prt. Allez" to begin the bout and "Halte!" to interrupt it), coupled to a system of corresponding hand gestures. At domestic events, referees typically use the language of the country (for instance, to keep with the earlier example, "On guard! Fencers ready? Fence!" and "Halt!").


          


          Priority ("right of way") rules
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          Foil and sabre are governed by right of way rules, according to which the fencer who is the first to initiate an attack (by straightening the arm). Commonly but incorrectly it is said that the person who parries receives right of way. Instead, the person who parries must initiate an attack to gain right of way; parrying just eliminates the opponents right of way and grants the defender the right to make a riposte. In the event of a double touch (both fencers landing a hit at the same time), only the fencer who had right of way receives a point. These rules were adopted in the 18th century as part of teaching practice. Their main aim was to discourage careless tactics, which result in simultaneous hits and, in a real duel, would leave both participants dead (the least desirable outcome). In both sabre and foil, there are rules regarding what can be considered a properly executed attack or parry.


          


          Scoring


          Prior to the introduction of electronic scoring equipment, a referee (formerly called the president of jury) was assisted by four judges. Two judges were positioned behind each fencer, one on each side of the strip. The judges watched the fencer opposite to see if he was hit. This system is sometimes called "dry" fencing (USA) or "steam" (United Kingdom, Australia) fencing.


          Electronic scoring is used in all major national and international, and most local, competitions. At Olympic level, it was first introduced to pe in 1936, to foil in 1956, and to sabre in 1988. The central unit of the scoring system is commonly known as "the box." In the simplest version both fencers' weapons are connected to the box via long retractable cables. The box normally carries a set of lights to signal when a touch has been made. (Larger peripheral lights are also often used.) In foil and sabre, because of the need to distinguish on-target hits from off-target ones, special conductive clothing and wires must be worn. This includes a lam (a jacket with metal threads woven in), a body cord to connect the weapon to the system, a reel of retractable cable that connects to the scoring box and, in the case of sabre, a conducting mask and cuff ( manchette) as the head and arms are valid target areas.


          


          Techniques and tactics


          At the most basic level, fencing revolves around the opening and closing of various lines of attack and defense. In order for one fencer to hit, the other must make a mistake and leave an "opening." Fencing tactics rely on a mixture of "open-eyes" opportunism and deliberate "set-ups", where the opponent is systematically fed false information about one's own intentions.


          A great deal in fencing depends on being in the right place at the right time. In general, Olympic fencing has put a premium on balance, speed, and athleticism in footwork, somewhat diluting orthodoxies regarding the classical stances and methods. To a degree, this has led to increasing resemblance between fencing footwork and that of other martial arts, with the significant caveat that a scoring "touch" requires almost no power behind the blow, only timing and the ability to manipulate distance.


          


          Competition formats
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          Fencing tournaments are varied in their format, and there are both individual and team competitions. A tournament may comprise all three weapons, both individual and team, or it may be very specific, such as an pe Challenge, with individual pe only. And, as in many sports, men and women compete separately in high-level tournaments. Mixed-gender tournaments are commonplace at lower-level events, especially those held by individual fencing clubs. There are two types of event, individual and team. An individual event consists of two parts: the pools, and the direct eliminations.


          In the pools, fencers are divided into groups, and every fencer in a pool will have the chance to fence every other fencer once. There are typically seven fencers in a pool. If the number of fencers competing is not a multiple of seven, then there will usually be several pools of six or eight. After the pools are finished, the fencers are given a ranking, or "seed," compared to all other fencers in the tournament, based primarily on the percent of bouts they won, then based secondarily on the difference between the touches they scored and the touches they received. Once the seeds have been determined, the direct elimination round starts. Fencers are sorted in a table of some power of 2 (16, 32, 64, etc.) based on how many people are competing. Due to the fact that it is highly unlikely for the number of fencers to be exactly a power of two, the fencers with the best results in the pools are given byes. The winner carries on in the tournament, and loser is eliminated. Fencing is slightly unusual in that usually no one has to fence for third place (the exception is if the tournament is a qualifying tournament with limited slots for continuation). Instead, two bronze medals are given to the losers of the semi-final round.


          Team competition involves teams of three fencers. A fourth fencer can be allowed on the team as an alternate, but as soon as the fourth has been subbed in, they cannot substitute again. The modern team competition is similar to the pool round of the individual competition. The fencers from opposing teams will each fence each other once, making for a total of nine matches. Matches between teams are three minutes long, or to 5 points, and the points then carry onto the next bout, making team fencing one forty-five touch bout fought by six fencers. Unlike individual tournaments, team tournaments almost always fence for bronze.


          


          University and School Fencing


          Fencing has a long history of association with Universities and Schools. At least one style of Fencing, Mensur in Germany is practiced only within Universities.


          University students compete against each other at an international level at the World University Games. Most nations also hold a national level university tournament including the NCAA championship tournament in the USA and the BUCS Fencing Championships in the UK.


          The cost of equipment and the relatively small scale of the sport means fencing at the school level has traditionally been dominated by a small number of schools. National fencing organisations have set up programs to encourage a greater number of students to get involved with fencing at a school level examples include the Regional Youth Circuit program or the Leon Paul Youth Development series in the UK.


          In the UK the only national competition in which schools compete against each other directly is the Public Schools Fencing Championship, a competition only open to Independent Schools. However schools also organise matches directly against one another and school age pupils can compete individually against one another in the British Youth Championships.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Apiales

                  


                  
                    	Family:

                    	Apiaceae (Umbelliferae)

                  


                  
                    	Genus:

                    	Foeniculum

                  


                  
                    	Species:

                    	F. vulgare

                  

                

              
            


            
              	Binomial name
            


            
              	Foeniculum vulgare

              Mill.
            

          


          Fennel (Foeniculum vulgare) is a plant species in the genus Foeniculum (treated as the sole species in the genus by most botanists). It is a hardy, perennial, umbelliferous herb, with yellow flowers and feathery leaves, grows wild in most parts of temperate Europe, but is generally considered indigenous to the shores of the Mediterranean, whence it spreads eastwards to India. It has followed civilization, especially where Romans have colonized, and may be found growing wild in many parts of the world upon dry soils near the sea-coast and upon river-banks. It is a member of the family Apiaceae. It is a highly aromatic and flavorful herb with culinary and medicinal uses, and is one of the primary ingredients of absinthe. Fennel is used as a food plant by the larvae of some Lepidoptera species including the Mouse Moth and the Anise Swallowtail.


          


          Appearance


          Fennel is a perennial herb, meaning that it grows year-round. It is erect, glaucous green, and grows to heights of up to 2.5m, with hollow stems. The leaves grow up to 40cm long; they are finely dissected, with the ultimate segments filiform, about 0.5mm wide. Its leaves are similar to those of dill, but thinner. The flowers are produced in terminal compound umbels 515cm wide, each umbel section having 2050 tiny yellow flowers on short pedicels. The fruit is a dry seed from 410mm long, half as wide or less, and grooved.


          


          Cultivation and uses
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              	Fennel, bulb, raw

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 30 kcal  130 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	7.29 g
                  


                  
                    	- Dietary fibre 3.1 g 
                  


                  
                    	Fat

                    	0.20 g
                  


                  
                    	Protein

                    	1.24 g
                  


                  
                    	Thiamin (Vit. B1) 0.01 mg 

                    	1%
                  


                  
                    	Riboflavin (Vit. B2) 0.032 mg 

                    	2%
                  


                  
                    	Niacin (Vit. B3) 0.64 mg 

                    	4%
                  


                  
                    	Pantothenic acid (B5) 0.232 mg

                    	5%
                  


                  
                    	Vitamin B6 0.047 mg

                    	4%
                  


                  
                    	Folate (Vit. B9) 27 g

                    	7%
                  


                  
                    	Vitamin C 12 mg

                    	20%
                  


                  
                    	Calcium 49 mg

                    	5%
                  


                  
                    	Iron 0.73 mg

                    	6%
                  


                  
                    	Magnesium 17 mg

                    	5%
                  


                  
                    	Phosphorus 50 mg

                    	7%
                  


                  
                    	Potassium 414 mg 

                    	9%
                  


                  
                    	Zinc 0.20 mg

                    	2%
                  


                  
                    	Manganese 0.191 mg

                    	
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
            

          


          Fennel is widely cultivated, both in its native range and elsewhere, for its edible, strongly-flavoured leaves and seeds. The flavour is similar to that of anise and star anise, though usually not as strong.


          The Florence fennel (Foeniculum vulgare Azoricum Group; syn. F. vulgare var. azoricum) is a Cultivar Group with inflated leaf bases which form a bulb-like structure. It is of cultivated origin, and has a mild anise-like flavour, but is more aromatic and sweeter. Its flavour comes from anethole, an aromatic compound also found in anise and star anise. Florence fennel plants are smaller than the wild type and have inflated leaf bases which are eaten as a vegetable, both raw and cooked. There are several cultivars of Florence fennel, which is also known by several other names, notably the Italian name finocchio. In North American supermarkets, it is often mislabelled as "anise".


          Fennel has become naturalised along roadsides, in pastures, and in other open sites in many regions, including northern Europe, the United States, southern Canada and in much of Asia and Australia. It propagates well by seed, and is considered an invasive species and a weed in Australia and the United States (see Santa Cruz Island).


          Florence fennel was one of the three main herbs used in the preparation of absinthe, an alcoholic mixture which originated as a medicinal elixir in Switzerland and became, by the late 19th century, a popular alcoholic drink in France and other countries. Fennel itself is known to be a stimulant, although many modern preparations marketed under the name "absinthe" do not make use of it.


          


          Culinary uses
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          The bulb, foliage, and seeds of the fennel plant are widely used in many of the culinary traditions of the world. Fennel pollen is the most potent form of fennel, but also the most expensive. Dried fennel seed is an aromatic, anise-flavoured spice, brown or green in colour when fresh, slowly turning a dull grey as the seed ages. For cooking, green seeds are optimal. The leaves are delicately flavored and similar in shape to those of dill. The bulb is a crisp, hardy root vegetable and may be sauteed, stewed, braised, grilled, or eaten raw.


          Fennel seeds are sometimes confused with those of anise, which are very similar in taste and appearance, though smaller. In India, it is common to chew fennel seed (or saunf) as a mouth-freshener. Fennel is also used as a flavouring in some natural toothpaste. Some people employ it as a diuretic. Others use it to improve the milk supply of breastfeeding mothers, but it has shown neurotoxicity in certain cases where the mother ingested it as an herbal tea to enhance her breast milk.


          Fennel is most prominently featured in Italian cuisine, where bulbs and fronds appears both raw and cooked in side dishes, salads, pastas, and risottos. Fennel seed is a common ingredient in Italian sausages and meatballs and northern European rye breads.


          Many cultures in the Indian subcontinent and the Middle East incorporate fennel seed into their culinary traditions. It is an essential ingredient in the Bengali/ Oriya spice mixture panch phoron and in Chinese five-spice powders. It is known as saunf or mauti saunf in Hindi and Urdu, mouri in Bengali, shombu or peruncheeragam in Tamil language and Malayalam language, variyali in Gujarati, badeeshop or badeeshep in Marathi and barishap in the Malay language.


          Many egg, fish, and other dishes employ fresh or dried fennel leaves. Florence fennel is a key ingredient in some Italian and German salads, often tossed with chicory and avocado, or it can be braised and served as a warm side dish. It may be blanched or marinated, or cooked in risotto. In all cases, the leaves lend their characteristically mild, anise-like flavour.


          


          Medicinal uses
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          Fennel contains anethole, which can explain some of its effects: it, or its polymers, act as phytoestrogens. On account of its aromatic and carminative properties, Fennel is chiefly used medicinally with purgatives to allay their side effects and for this purpose forms one of the ingredients of the well-known compound Liquorice Powder. Fennel water has properties similar to those of anise and dill water: mixed with sodium bicarbonate and syrup, these waters constitute the domestic 'Gripe Water,' used to correct the flatulence of infants. Essential oil of Fennel has these properties in concentration. Fennel tea, formerly also employed as a carminative, is made by pouring boiling water on a teaspoonful of bruised Fennel seeds. Syrup prepared from Fennel juice was formerly given for chronic coughs. Fennel is also largely used for cattle condiments. It is one of the plants which is said to be disliked by fleas, and powdered Fennel has the effect of driving away fleas from kennels and stables.


          


          Etymology and history
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          The word fennel developed from the Middle English fenel or fenyl, which came from the Anglo-Saxon fenol or finol, which in turn came from the Latin feniculum or foeniculum, the diminutive of fenum or faenum, meaning "hay". The Latin word for the plant was ferula, which is now used as the genus name of a related plant.


          In Ancient Greek, fennel was called marathon (ά), and is attested in Linear B tablets as ma-ra-tu-wo. John Chadwick notes that this word is the origin of the place name Marathon (meaning "place of fennel"), site of the Battle of Marathon in 490 BC; however, Chadwick wryly notes that he has "not seen any fennel growing there now". In Greek mythology, Prometheus used the stalk of a fennel plant to steal fire from the gods. Also, it was from the giant fennel, Ferula communis, that the Bacchanalian wands of the god Dionysus and his followers were said to have come.


          In medieval times fennel was used in conjunction with St John's wort to keep away witchcraft and other evil things. This practice may have originated from fennel's use as an insect repellent.


          Fennel is thought to be one of the nine herbs held sacred by the Anglo-Saxons. (The other eight are not entirely certain, but were probably mugwort (Artemisia vulgaris), greater plantain (Plantago major), watercress (Nasturtium officinale), wild chamomile ( Matricaria recutita), stinging nettle (Urtica dioica), crab apple (Malus sylvestris), chervil (Anthriscus cerefolium), and viper's bugloss (Echium vulgare).)
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          Ferdinandea is a submerged volcanic island that forms part of the newly discovered underwater volcano Empedocles, 30km south of Sicily. Currently a seamount, eruptions have raised it above sea level several times before erosion has caused it to submerge again. When it last rose above sea level after erupting in 1831, a four-way dispute over its sovereignty began, which was still unresolved when it disappeared beneath the waves again in early 1832. During its brief life, the French geologist Constant Prvost was on hand, accompanied by an artist, to witness it that July; he named it le Julia, for its July appearance, and reported in the Bulletin de la Socit Gologique de France.


          


          History


          Ferdinandea lies in a volcanic area known as the Campi Flegrei del Mar di Sicilia (Phlegraean Fields of the Sea of Sicily), which lies between Sicily and Tunisia in the Mediterranean Sea. Many submarine volcanoes ( seamounts) exist in the region, as well as some volcanic islands such as Pantelleria. Volcanic activity at Ferdinandea was first reported in the region during the First Punic War, and the island has appeared and disappeared four or five times. Since the 17th century several eruptions have been reported.


          [bookmark: 1831_eruption]


          1831 eruption
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          Ferdinandea's most recent appearance as an island was in July 1831. It was subject to a four-way dispute over its sovereignty, originally being claimed for the United Kingdom and given the name Graham Island. The King of Naples, Ferdinand II, after whom the island was named Ferdinandea, sent ships to the nascent island to claim it for the Bourbon crown, while the French Navy also made a landing and called the island Julia. Spain also declared its territorial ambitions.


          The eruptions of 1831 saw the island increase in size to some 4km. However, it was composed of loose tephra, easily eroded by wave action, and after the end of the eruptive episode it rapidly subsided, disappearing beneath the waves in January 1832, before the issue of its sovereignty could be resolved. Fresh eruptions in 1863 caused the island to reappear briefly before sinking again below sea level.



          


          Recent activity


          After 1863 the volcano lay dormant for many decades, with its summit just 8m below sea level. In 1987, it was allegedly mistaken for a Libyan submarine and bombed by a U.S. Air Force plane on its way to bomb Tripoli.


          In 2002, renewed seismic activity around Ferdinandea led volcanologists to speculate that a new eruptive episode could be imminent, and the seamount might once more become an island. To forestall a renewal of the sovereignty disputes, Italian divers planted a flag on the top of the volcano in advance of its expected resurfacing. However, the seismicity did not lead to volcanic eruptions and as of 2006 Ferdinandea's summit remains about six meters below sea level.
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              	Ferdinand Magellan
            


            
              	
                [image: ]


                
                  Portuguese maritime explorer
                

              
            


            
              	Born

              	Spring 1480

              Sabrosa, Portugal
            


            
              	Died

              	April 27, 1521

              Cebu, Philippines
            


            
              	Othernames

              	pt: Ferno de Magalhes

              es: (F/H)ernando de Magallanes
            


            
              	Knownfor

              	Captained the first circumnavigational expedition; located the Magellanic Straits.
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          Ferdinand Magellan (Portuguese: Ferno de Magalhes, IPA: [fɨɾˈnɐ̃ũ dɨ mɐgɐˈʎɐ̃ĩʃ] Spanish: Fernn de Magallanes) (Spring 1480  April 27, 1521, Mactan Island, Cebu, Philippines) was a Portuguese maritime explorer who, while in the service of the Spanish Crown, tried to find a westward route to the Spice Islands of Indonesia. This was the first successful attempt to circumnavigate the Earth in history. Although he did not complete the entire voyage (he was killed during the Battle of Mactan in the Philippines) fellow Basque-navigator Juan Sebastian Elcano completed the final westward voyage. As Magellan traveled farther west than the Spice Islands, which he had visited on earlier voyages from the west, he became one of the first individuals to cross all the meridians of the globe. He was the first person to lead an expedition sailing westward from Europe to Asia and to cross the Pacific Ocean.


          Magellan was the first European to enter the Pacific from the eponymous Strait of Magellan, which he discovered. He was also the first European to reach the archipelago of what is now known as the Philippines, which was unknown to the western world before his landing. Arab traders had established commerce within the archipelago centuries earlier.


          Of the 237 men who set out on five ships to circumnavigate the earth, only 18 completed the circumnavigation of the globe and managed to return to Spain in 1522. They were led by a Basque Juan Sebastin Elcano, who took over command of the expedition after Magellan's death. Seventeen other men arrived later in Spain, twelve men captured by the Portuguese in Cape Verde some weeks later, and in 1525/1526 five survivors of the Trinidad.


          


          Origins and first voyage


          Magellan, because of his family's royal heritage, became a page to Queen Leonor at the royal court after the death of his parents during his tenth year. Very little is known about Magellan's background. He was the son of Rui de Magalhes (son of Pedro Afonso de Magalhes and wife Quinta de Sousa) and wife Alda de Mesquita, and brother of Duarte de Sousa, Diogo de Sousa and Isabel de Magalhes, but exactly how he is connected to the respective families it is unknown. He was married to Beatriz Barbosa and had two children: Rodrigo de Magalhes and Carlos de Magalhes, both of whom died at a young age.


          Magellan made his first known expedition at sea at the age of 25 in 1505, when he was sent to India to install Francisco de Almeida as the Portuguese viceroy. The voyage gave Magellan his first experience of battle when a local king, who had paid tribute to Vasco da Gama three years earlier, refused to pay tribute to Almeida, which resulted in the Battle of Diu in 1509. After taking leave without permission, Magellan fell out of favour with Almeida and was also accused of trading illegally with the Moors. Several of the accusations were subsequently proved and there were no further offers of employment after May 15, 1514. Later on in 1515, Magellan had an employment offer as a crew member on a Portuguese ship, but rejected this offer.


          


          Spanish search of the Spice Islands


          The aim of Christopher Columbus' voyage to the West was to reach the coasts of the Spice Islands (or the Indies) and to establish commercial relations between Spain and the several Asian kingdoms. The Spanish soon realised after Columbus' voyages that the lands of the Americas were not a part of Asia, but a new continent. Once Vasco da Gama and the Portuguese arrived in India in 1498, it became urgent for Spain to find a new commercial route to Asia. The Treaty of Tordesillas reserved for Portugal the routes that went around Africa. The Spanish Crown then decided to send out exploration voyages in order to find a way to Asia by travelling westwards. Vasco Nez de Balboa sailed the Pacific Ocean in 1513, and Juan Daz de Sols died in Ro de la Plata some years later trying to find a passage in South America.


          When Magellan arrived at the Court of Spain, he presented King Charles V with a plan that would give the ships of the Crown of Castile full access to the lands of the Spice Islands, after that plan failing to gain approval from the Portuguese king, Manuel I.


          


          Journey
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          On August 10, 1519, five ships under Magellan's command  Trinidad, San Antonio, Concepcin, Victoria, and Santiago  left Seville and travelled from the Guadalquivir River to Sanlcar de Barrameda at the mouth of the river, where they remained more than five weeks.


          Spanish authorities were wary of Magellan, who was originally Portuguese. They almost prevented the admiral from sailing, and switched his crew from mostly Portuguese men to men of Spain. Nevertheless, Magellan set sail from Sanlcar de Barrameda with about 270 men on September 20. King Manuel ordered a Portuguese naval detachment to pursue Magellan, but Magellan avoided them. After stopping at the Canary Islands, Magellan arrived at Cape Verde, where he set course for Cape St. Augustine in Brazil. On November 27, the expedition crossed the equator; on December 6, the crew sighted South America.
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          Since Brazil was Portuguese territory, Magellan avoided it, and on December 13 anchored near present-day Rio de Janeiro. There the crew was resupplied, but bad conditions caused them to delay. Afterwards, they continued to sail south along South America's east coast, looking for the strait that Magellan believed would lead to the Spice Islands. The fleet reached Ro de la Plata on January 10, 1520.


          On March 30, the crew established a settlement they called Puerto San Julian. On April 2, a mutiny involving two of the five ship captains broke out, but it was unsuccessful because the crew remained loyal. Juan Sebastin Elcano was one of those who were forgiven. Antonio Pigafetta, an Italian from Vicenza who paid to be on the Magellan voyage, related that Gaspar Quesada, the captain of Concepcion, was executed; Juan de Cartagena, the captain of San Antonio, and a priest named Padre Sanchez de la Reina were instead marooned on the coast. Another account states that Luis de Mendoza, the captain of Victoria, was executed along with Quesada. Reportedly those killed were drawn and quartered and impaled on the coast; years later, their bones were found by Sir Francis Drake.
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          The journey resumed. The Santiago was sent down the coast on a scouting expedition and was wrecked in a sudden storm. All of its crew survived and made it safely to shore. Two of them returned overland to inform Magellan of what had happened, and to bring rescue to their comrades. After this experience, Magellan decided to wait for a few weeks more before again resuming the voyage.


          At 52S latitude on October 21, the fleet reached Cape Virgenes and concluded they had found the passage, because the waters were brine and deep inland. Four ships began an arduous trip through the 373-mile (600km) long passage that Magellan called the Estrecho (Canal) de Todos los Santos, ("All Saints' Channel"), because the fleet travelled through it on November 1, or All Saints' Day. The strait is now named the Strait of Magellan. Magellan first assigned Concepcion and San Antonio to explore the strait, but the latter, commanded by Gomez, deserted and returned to Spain on November 20. On November 28, the three remaining ships entered the South Pacific. Magellan named the waters the Mar Pacifico (Pacific Ocean) because of its apparent stillness. Magellan was the first European to reach Tierra del Fuego just east of the Pacific side of the strait.


          


          Death
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          Heading northwest, the crew reached the equator on February 13, 1521. On March 6, they reached the Marianas and Guam. Magellan called Guam the "Island of Sails" because they saw a lot of sailboats. They renamed it to "Ladrones Island" (Island of Thieves) because many of Trinidad's small boats were stolen there. On March 16, Magellan reached the island of Homonhon in the Philippines, with 150 crew left, and became the first European to reach the Philippines.


          Magellan was able to communicate with the native peoples because his Malay interpreter, Enrique, could understand their language. Enrique was indentured by Magellan in 1511 right after the sacking of Malacca, and was at his side during the battles in Africa, during Magellan's disgrace at the King's court in Portugal, and during Magellan's successful raising of a fleet. They traded gifts with Rajah Siaiu of Mazaua who guided them to Cebu on April 7.


          Rajah Humabon of Cebu was friendly towards Magellan. Rajah Humabon and his queen Juana even accepted Christianity. Afterward, Humabon and his rival Datu Zula convinced Magellan to kill their enemy, Lapu-Lapu, on Mactan. Magellan had wished to convert Lapu-Lapu to Christianity, as he had Rajah Humabon, a proposal to which Lapu-Lapu was dismissive. On the morning of April 17, 1521, Magellan sailed to Mactan with an army of men. During the resulting Battle of Mactan against indigenous forces led by Lapu-Lapu, Magellan was killed.


          Pigafetta and Gins de Mafra provided the only extant eyewitness accounts of the events culminating in Magellan's death:


          
            
              	

              	When morning came, forty-nine of us leaped into the water up to our thighs, and walked through water for more than two cross-bow flights before we could reach the shore. The boats could not approach nearer because of certain rocks in the water. The other eleven men remained behind to guard the boats. When we reached land, [the natives] had formed in three divisions to the number of more than one thousand five hundred people. When they saw us, they charged down upon us with exceeding loud cries... The musketeers and crossbow-men shot from a distance for about a half-hour, but uselessly... Recognizing the captain, so many turned upon him that they knocked his helmet off his head twice... A native hurled a bamboo spear into the captain's face, but the latter immediately killed him with his lance, which he left in the native's body. Then, trying to lay hand on sword, he could draw it out but halfway, because he had been wounded in the arm with a bamboo spear. When the natives saw that, they all hurled themselves upon him. One of them wounded him on the left leg with a large cutlass, which resembles a scimitar, only being larger. That caused the captain to fall face downward, when immediately they rushed upon him with iron and bamboo spears and with their cutlasses, until they killed our mirror, our light, our comfort, and our true guide. When they wounded him, he turned back many times to see whether we were all in the boats. Thereupon, beholding him dead, we, wounded, retreated, as best we could, to the boats, which were already pulling off.

              	
            

          


          Magellan provided in his will that Enrique, his interpreter, was to be freed upon his death. However, after Mactan, the remaining ships' masters refused to free Enrique. Enrique escaped his indenture on May 1, with the aid of Rajah Humabon, amid the deaths of almost 30 crewmen. Pigafetta had been jotting down words the Bisayan language, both Butuanon and Cebuano--which he started at Mazaua on Friday, March 29 and grew to a total of 145 words--and was apparently able to continue communications during the rest of the voyage. The Spaniards offered the natives with merchandises in exchange for Magellan's body, but they were declined and his body was never recovered.


          


          Circumnavigation and return
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          The casualties suffered in the Philippines left the expedition with too few men to sail the three remaining ships. Consequently, on May 2, they abandoned Concepcin and burned the ship. The fleet, reduced to Trinidad and Victoria, fled westward to Palawan. They left that island on June 21, and were guided to Brunei, Borneo by Moro pilots who could navigate the shallow seas. They anchored off the Brunei breakwater for 35 days, where Pigafetta, an Italian from Vicenza, recorded the splendour of Rajah Siripada's court (gold, two pearls the size of hens' eggs, etc.). In addition, Brunei boasted tame elephants and armament of 62 cannons, more than 5 times the armament of Magellan's ships, and Brunei disdained cloves, which were to prove more valuable than gold, upon the return to Spain. Pigafetta mentions some of the technology of the court, such as porcelain and eyeglasses (both of which were not available or only just becoming available in Europe).
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          After reaching the Maluku Islands (the Spice Islands) on November 6, 115 crew were left. They managed to trade with the Sultan of Tidore, a rival of the Sultan of Ternate, who was the ally of the Portuguese.


          The two remaining ships, laden with valuable spices, attempted to return to Spain by sailing west. However, as they left the Spice Islands, the Trinidad began to take on water. The crew tried to discover and repair the leak, but failed. They concluded that Trinidad would need to spend considerable time being overhauled, but the small Victoria was not large enough to accommodate all the surviving crew. As a result, Victoria with some of the crew sailed west for Spain. Several weeks later, Trinidad departed and attempted to return to Spain via the Pacific route. This attempt failed. Trinidad was captured by the Portuguese, and was eventually wrecked in a storm while at anchor under Portuguese control.


          Victoria set sail via the Indian Ocean route home on December 21, commanded by Juan Sebastin Elcano. By May 6, the Victoria rounded the Cape of Good Hope, with only rice for rations. Twenty crewmen died of starvation before Elcano put into Cape Verde, a Portuguese holding, where he abandoned 13 more crew on July 9 in fear of losing his cargo of 26 tons of spices (cloves and cinnamon).


          On September 6, 1522, Elcano and the remaining crew of Magellan's voyage arrived in Spain aboard the last ship in the fleet, Victoria, almost exactly three years after they departed. Magellan had not intended to circumnavigate the world, only to find a secure way through which the Spanish ships could navigate to the Spice Islands; it was Elcano who, after Magellan's death, decided to push westward, thereby completing the first voyage around the entire Earth.


          Maximilianus Transylvanus interviewed the surviving members of the expedition when they presented themselves to the Spanish court at Valladolid in the autumn of 1522, and wrote the first account of the voyage, which was published in 1523. The account written by Pigafetta did not appear until 1525, and was not wholly published until 1800. This was the Italian transcription by Carlo Amoretti of what we now call the Ambrosiana codex. The expedition eked out a small profit, but the crew was not paid full wages.


          Four crewmen of the original 55 on Trinidad finally returned to Spain in 1525; 51 of them had died in war or from disease. In total, approximately 232 Spanish, Portuguese, Italian, French, English and German sailors died on the expedition around the world with Magellan.


          


          Legacy


          Magellan's expedition was the first to circumnavigate the globe and the first to navigate the strait in South America connecting the Atlantic and Pacific oceans. Magellan's crew observed several animals that were entirely new to European science, including a "camel without humps", which could have been a llama, guanaco, vicua, or alpaca. A black "goose" that had to be skinned instead of plucked was a penguin.


          Two of the closest galaxies, the Magellanic Clouds, were discovered by crew members in the southern hemisphere. The full extent of the Earth was also realized, since their voyage was 14,460 leagues (69,800 km or 43,400 mi).


          The need for an International Date Line was established. Upon returning they found their calendars were a day behind, even though they had faithfully maintained the ship's log. However, they did not have clocks accurate enough to observe the very slight lengthening of each day during which they were underway on the journey (and since they traveled west, after circumnavigation they had rotated about the earth's axis exactly one time less, hence experiencing one less night, than if they had remained in Spain). This caused great excitement at the time and a special delegation was sent to the Pope to explain the oddity to him.


          The course that Magellan charted was followed by other navigators, all of whom met with failure until the voyage of Sir Francis Drake more than fifty years later, in 1577.


          


          Survivors


          When Victoria, the only surviving ship, returned to the harbour of departure after completing the first circumnavigation of the Earth. On board the small ship only 18 men out of the original 237 men were onboard.


          
            
              18 men returned to Seville aboard Victoria in 1522:
            

            
              	Name

              	Rating
            


            
              	Juan Sebastin Elcano, from Getaria

              	Master
            


            
              	Francisco Albo, from Rodas (in Tui, Galicia)

              	Pilot
            


            
              	Miguel de Rodas (in Tui, Galicia)

              	Pilot
            


            
              	Juan de Acurio, from Bermeo

              	Pilot
            


            
              	Antonio Lombardo (Pigafetta), from Vicenza

              	Supernumerary
            


            
              	Martn de Judicibus, from Genoa

              	Chief Steward
            


            
              	Hernndo de Bustamante, from Alcntara

              	Mariner
            


            
              	Nicholas the Greek, from Nafplion

              	Mariner
            


            
              	Miguel Snchez, from Rodas (in Tui, Galicia)

              	Mariner
            


            
              	Antonio Hernndez Colmenero, from Huelva

              	Mariner
            


            
              	Francisco Rodrigues, Portuguese from Seville

              	Mariner
            


            
              	Juan Rodrguez, from Huelva

              	Mariner
            


            
              	Diego Carmena, from Baiona (Galicia)

              	Mariner
            


            
              	Hans of Aachen, (Holy Roman Empire)

              	Gunner
            


            
              	Juan de Arratia, from Bilbao

              	Able Seaman
            


            
              	Vasco Gmez Gallego, from Baiona (Galicia)

              	Able Seaman
            


            
              	Juan de Santandrs, from Cueto ( Cantabria)

              	Apprentice Seaman
            


            
              	Juan de Zubileta, from Barakaldo

              	Page
            

          


          


          Martino de Judicibus


          Among the survivors there were only two Italians, Antonio Pigafetta and Martino de Judicibus. Martino de Judicibus (Spanish: Martn de Judicibus) was a Genoese or Savonese Chief Steward. He served with Ferdinand Magellan on his historical voyage to find a westward route to the Spice Islands of Indonesia. His history is preserved in the nominative registers at the Archivo General de Indias in Seville, Spain. The family name is referred to with the exact Latin patronymic, "de Judicibus". He was initially assigned to the caravel Concepcin, one of five ships of the small Spanish fleet of Magellan. Martino de Judicibus embarked on the expedition with the rank of merino.
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          Fermat's Last Theorem is the name of the statement in number theory that:


          
            	It is impossible to separate any power higher than the second into two like powers,

          


          or, more precisely:


          
            	If an integer n is greater than 2, then the equation an + bn = cn has no solutions in non-zero integers a, b, and c.

          


          In 1637 Pierre de Fermat wrote, in his copy of Claude-Gaspar Bachet's translation of the famous Arithmetica of Diophantus, "I have a truly marvelous proof of this proposition which this margin is too narrow to contain." (Original Latin: "Cuius rei demonstrationem mirabilem sane detexi. Hanc marginis exiguitas non caperet.")


          Fermat's Last Theorem is strikingly different and much more difficult to prove than the analogous problem for n = 2, for which there are infinitely many integer solutions called Pythagorean triples (and the closely related Pythagorean theorem has many elementary proofs). The fact that the problem's statement is understandable by schoolchildren makes it all the more frustrating, and it has probably generated more incorrect proofs than any other problem in the history of mathematics. No correct proof was found for 357 years, when a proof was finally published by Andrew Wiles in 1995. The term "last theorem" resulted because all the other theorems and results proposed by Fermat were eventually proved or disproved, either by his own proofs or by other mathematicians, in the two centuries following their proposition. Although a theorem now that it has been proved, the status of Fermat's Last Theorem before then, in spite of the name, was that of a conjecture, a mathematical statement whose status (true or false) has not been conclusively settled.


          Fermat's Last Theorem is the most famous solved problem in the history of mathematics, familiar to all mathematicians, and had achieved a recognizable status in popular culture prior to its proof. The avalanche of media coverage generated by the resolution of Fermat's Last Theorem was the first of its kind, including worldwide newspaper accounts and various popularizations in books and a BBC Horizon program (which aired in the United States as a PBS NOVA special, The Proof).
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          Fermat's Last Theorem from a comment in a margin


          In problem II.8 of his Arithmetica, Diophantus asks how to split a given square number into two other squares (in modern notation, given a rational number k, find u and v, both rational, such that k2 = u2 + v2), and shows how to solve the problem for k = 4. Around 1640, Fermat wrote in the margin next to this problem in his copy of the Arithmetica:


          
            
              	Cubum autem in duos cubos, aut quadratoquadratum in duos quadratoquadratos, et generaliter nullam in infinitum ultra quadratum potestatem in duos eiusdem nominis fas est dividere cuius rei demonstrationem mirabilem sane detexi. Hanc marginis exiguitas non caperet.

              	(It is impossible to separate a cube into two cubes, or a fourth power into two fourth powers, or in general, any power higher than the second into two like powers. I have discovered a truly marvelous proof of this, which this margin is too narrow to contain.)
            

          


          While Fermat's original margin note was lost with his copy of Arithmetica, around 1670, his son produced a new edition of the book augmented with his father's comments. The note eventually became known as Fermat's Last Theorem, as it became the last of Fermat's asserted theorems to remain unproven.


          In the case n = 2, it was already known by the ancient Chinese, Indians, Greeks, and Babylonians that the Diophantine equation a2 + b2 = c2 (linked with the Pythagorean theorem) has integer solutions, such as (3,4,5) (32 + 42 = 52) and (5,12,13). These solutions are known as Pythagorean triples, and there exist infinitely many of them, even excluding solutions for which a, b and c have a common divisor (that is, when the entire equation is multiplied by the square of an integer). Fermat's Last Theorem is an extension of this problem to higher powers n, and states that no such solution exists when the exponent 2 is replaced by a larger integer.


          


          History of the proof
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          A special case of Fermat's Last Theorem for n = 3 was first stated by Abu Mahmud Khujandi in the 10th century, but his attempted proof of the theorem was incorrect.


          The first case of Fermat's Last Theorem to be proven, by Fermat himself, was the case n = 4 using the method of infinite descent. Using a similar method, Leonhard Euler proved the theorem for n = 3; although his published proof contains some errors, the needed assertions could be established with work Euler himself had proven elsewhere. While his original method contained a flaw, it generated a great deal of research about the theorem. Over the following centuries, the theorem was established for many other special exponents n (or classes of exponents), but the general case remained elusive.


          The case n = 5 was proved by Dirichlet and Legendre in 1825 using a generalisation of Euler's proof for n = 3. The proof for the next prime number (it is enough to prove the theorem for prime numbers: see below), n = 7 was found 15 years later by Gabriel Lam in 1839. Unfortunately, this demonstration was relatively long and unlikely to be generalised to higher numbers. From this point, mathematicians started to demonstrate the theorem for classes of exponents, instead of individual numbers, and develop more general results related to the theorem.


          These general ideas can be traced back to a novel approach introduced by Sophie Germain. Rather than proving that there were no solutions to a given value n, she demonstrated that if there was a solution, a certain condition would have to apply. This insight was already used in the proof of Fermat's Last Theorem for the case n = 5. In 1847, Kummer proved that the theorem was true for all regular prime numbers (which include all prime numbers between 2 and 100 except for 37, 59 and 67).


          In 1823 and then in 1850, the French Academy of Sciences offered a prize for a correct proof. This initiative caused only a wave of thousands of mathematical misadventures. A third prize was offered in 1883 by the Academy of Brussels. In 1908, the German industrialist and amateur mathematician Paul Friedrich Wolfskehl bequeathed 100,000 marks to the Gttingen Academy of Sciences to be offered as a prize for a complete proof of Fermat's Last Theorem. As a result, from 1908-1911, a flood of over 1000 incorrect proofs were presented. According to mathematical historian Howard Eves:


          
            	"Fermat's Last Theorem, has the peculiar distinction of being the mathematical problem for which the greatest number of incorrect proofs have been published".
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          Elliptic curves and Wiles' proof


          The history of the correct proof of Fermat's Last Theorem begins in the late 1960s, when Yves Hellegouarch came up with an idea of associating to any solution (a,b,c) of Fermat's equation a completely different mathematical object: an elliptic curve. The curve consists of all points in the plane whose coordinates (x,y) satisfy the relation


          
            	y2 = x(x  ap)(x + bp).

          


          Such an elliptic curve would enjoy very special properties, which are due to the appearance of high powers of integers in its equation and the fact that ap + bp = cp is a pth power as well. Gerhard Frey had an insight that such a curve would be so special that it would contradict a certain conjecture about elliptic curves which is now called the TaniyamaShimura conjecture. This conjecture says that each elliptic curve with rational coefficients can be constructed in an entirely different way, not by giving its equation but by using modular functions to parametrize coordinates x and y of the points on it. Thus, according to the conjecture, any elliptic curve over Q would have to be a modular elliptic curve, yet if a solution to Fermat's equation with non-zero a, b, c and p greater than 2 existed, the corresponding curve would not be modular, resulting in a contradiction. The link between the Fermat's Last Theorem and the TaniyamaShimura conjecture is a little subtle: in order to derive the former from the latter, one needs to know a bit more, or as mathematicians would have it, "an epsilon more". This extra piece of information was identified by Jean-Pierre Serre and became known as the epsilon conjecture. Serre's main interest was in an even more ambitious conjecture, Serre's conjecture on modular Galois representations, which would imply the TaniyamaShimura conjecture. Although in the preceding twenty or thirty years a lot of evidence had been accumulated to form conjectures about elliptic curves, the main reason to believe that these various conjectures were true lay not in the numerical confirmations, but in a remarkably coherent and attractive mathematical picture that they presented. Moreover, it could have happened that one or more of these conjectures were actually false (for example, Serre's conjecture is still wide open), and yet Fermat's Last Theorem were nonetheless true. That would simply mean that one should try a different approach.


          In the summer of 1986, Ken Ribet succeeded in proving the epsilon conjecture. (His article was published in 1990.) He demonstrated that, just as Frey had anticipated, a special case of the TaniyamaShimura conjecture (still unproven at the time), together with the now proven epsilon conjecture, implies Fermat's Last Theorem. Thus, if the TaniyamaShimura conjecture holds for a class of elliptic curves called semistable elliptic curves, then Fermat's Last Theorem would be true.


          After learning about Ribet's work, Andrew Wiles set out to prove that every semistable elliptic curve is modular. He did so in almost complete secrecy, working for a full seven years with minimal outside help. Over the course of three lectures delivered at Isaac Newton Institute for Mathematical Sciences on June 21, 22, and 23 of 1993, Wiles announced his proof of the TaniyamaShimura conjecture, and hence of the Fermat's Last Theorem. Wiles drew upon a wide variety of methods in the proof, some of them having been developed especially for this occasion.
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          Although Wiles had reviewed his argument beforehand with a Princeton colleague, Nick Katz, he soon discovered that the proof contained a gap. There was an error in a critical portion of the proof which gave a bound for the order of a particular group. Wiles and his former student Richard Taylor spent almost a year trying to repair the proof, under the close scrutiny of the media and the mathematical community. In September 1994, they were able to complete the proof by using a very novel approach in the troublesome part of the argument. Taylor and others would go on to prove the general form of the TaniyamaShimura conjecture, now frequently called the modularity theorem, which applies to all elliptic curves over Q, not just the semistable curves that were relevant for the proof of Fermat's Last Theorem.


          Taylor and Wiles's proof is extremely technical in that it relies on the mathematical techniques developed in the twentieth century, most of which would be totally alien to mathematicians who had worked on Fermat's Last Theorem only a century earlier. Fermat's alleged "marvelous proof", on the other hand, would have had to be fairly elementary, given the state of the mathematical knowledge at the time. And in fact, most mathematicians and science historians doubt that Fermat had a valid proof of his theorem for all exponents n.


          


          Mathematics of the theorem and its proof


          Fermat's Last Theorem needs only to be proven for n = 4 and prime numbers greater than 2. If n > 2 is not a prime number or 4, it can be either a power of 2 or not. In the first case the number 4 is a factor of n, otherwise there is an odd prime number among its factors. In any case let any such factor be p, and let m be n / p. Now we can express the equation as (am)p + (bm)p = (cm)p. If we can prove the case with exponent p, exponent n is simply a subset of that case.


          The research on Fermat's Last Theorem stimulated the development of a great deal of modern ring theory. In particular, the notion of an ideal and the ideal class group grew out of Kummer's work on the theorem, and his proof of it for regular primes.


          In 1977, Guy Terjanian proved that if p is an odd prime number, and the natural numbers x, y and z satisfy x2p + y2p = z2p, then 2p must divide x or y.


          In 1985, Leonard Adleman, Roger Heath-Brown and Etienne Fouvry proved there exist infinitely many primes p such that the first case of Fermat's Last Theorem holds: if xp + yp = zp then xyz is divisible by p.


          The Mordell conjecture, proven by Gerd Faltings in 1983, implies that for any n > 2, there are at most finitely many coprime integers a, b and c with an + bn = cn.


          The TaniyamaShimura conjecture states that every elliptic curve can be parametrised by a rational map with integer coefficients using the classical modular curve; that is, all elliptic curves (over the rationals) can be described by modular forms.


          On the other hand Ribet's theorem shows that for any nontrivial solution to Fermat's equation, an + bn = cn, the semistable elliptic curve of Hellegouarch and Frey, defined by


          
            	y2 = x(x  an)(x + bn),

          


          is not modular. Fermat's Last Theorem therefore follows from the TaniyamaShimura conjecture.


          The proof of this theorem for semistable elliptic curves by Wiles (and, in part, Taylor) uses many techniques from algebraic geometry and number theory, and has many ramifications in these branches of mathematics. As well as standard constructions of modern algebraic geometry, using the category of schemes and Iwasawa theory, the proof involved the development of ideas from Barry Mazur on deformations of Galois representations and contributed to the Langlands program.


          


          Generalizations and similar equations


          Many Diophantine equations have a form similar to the equation of Fermat's Last Theorem, without necessarily sharing its properties.


          For example, it is known that there are infinitely many positive integers x, y, and z such that xn + yn = zm in which n and m are any relatively prime natural numbers.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fermat%27s_last_theorem"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Fermi paradox


        
          

          
            [image: A graphical representation of the Arecibo message - Humanity's first attempt to use radio waves to actively communicate its existence to alien civilizations]

            
              A graphical representation of the Arecibo message - Humanity's first attempt to use radio waves to actively communicate its existence to alien civilizations
            

          


          The Fermi paradox is the apparent contradiction between high estimates of the probability of the existence of extraterrestrial civilizations and the lack of evidence for, or contact with, such civilizations.


          The extreme age of the universe and its vast number of stars suggest that if the Earth is typical, extraterrestrial life should be common. Discussing this proposition over lunch in 1950, the physicist Enrico Fermi questioned why, if a multitude of advanced extraterrestrial civilizations exist in the Milky Way galaxy, evidence such as spacecraft or probes are not seen. A more detailed examination of the implications of the topic began with a paper by Michael H. Hart in 1975, and it is sometimes referred to as the Fermi-Hart paradox. Another closely related question is the Great Silenceeven if travel is hard, if life is common, why don't we detect their radio transmissions?


          There have been attempts to resolve the Fermi Paradox by locating evidence of extraterrestrial civilizations, along with proposals that such life could exist without human knowledge. Counterarguments suggest that intelligent extraterrestrial life does not exist or occurs so rarely that humans will never make contact with it.


          Starting with Hart, a great deal of effort has gone into developing scientific theories, and possible models of extraterrestrial life and the Fermi paradox have become theoretical reference points in much of this work. The problem has spawned numerous scholarly works addressing it directly, while various questions that relate to it have been addressed in fields as diverse as astronomy, biology, ecology, and philosophy. The emerging field of astrobiology has brought an interdisciplinary approach to the Fermi paradox and the question of extraterrestrial life.


          


          Basis of the paradox


          The Fermi paradox is a conflict between an argument of scale and probability and a lack of evidence. A more complete definition could be stated thus:


          
            The size and age of the universe suggest that many technologically advanced extraterrestrial civilizations ought to exist.

            However, this hypothesis seems inconsistent with the lack of observational evidence to support it.

          


          The first aspect of the paradox, "the argument by scale", is a function of the raw numbers involved: there are an estimated 250 billion (2.5 x 1011) stars in the Milky Way and 70 sextillion (7 x 1022) in the visible universe. Even if intelligent life occurs on only a minuscule percentage of planets around these stars, there should still be a great number of civilizations extant in the Milky Way galaxy alone. This argument also assumes the mediocrity principle, which states that Earth is not special, but merely a typical planet, subject to the same laws, effects, and likely outcomes as any other world. Some estimates using the Drake equation support this argument, although the assumptions behind those calculations have themselves been challenged.


          The second cornerstone of the Fermi paradox is a rejoinder to the argument by scale: given intelligent life's ability to overcome scarcity, and its tendency to colonize new habitats, it seems likely that any advanced civilization would seek out new resources and colonize first their own star system, and then the surrounding star systems. As there is no conclusive or certifiable evidence on Earth or elsewhere in the known universe of other intelligent life after 13.7 billion years of the universe's history, it may be assumed that intelligent life is rare or that our assumptions about the general behaviour of intelligent species are flawed.


          The Fermi paradox can be asked in two ways. The first is, "Why are no aliens or their artifacts physically here?". If interstellar travel is possible, even the "slow" kind nearly within the reach of Earth technology, then it would only take from 5 million to 50 million years to colonize the galaxy. This is a relatively small amount of time on a geological scale, let alone a cosmological one. Since there are many stars older than the sun, or since intelligent life might have evolved earlier elsewhere, the question then becomes why the galaxy is not colonized already. Even if colonization is impractical or undesirable to all alien civilizations, large scale exploration of the galaxy is still possible; the means of exploration and theoretical probes involved are discussed extensively below. However, no signs of colonization or exploration have been found.


          The argument above may not hold for the universe as a whole, since travel times may well explain the lack of physical presence on Earth of alien inhabitants of far away galaxies. However, the question then becomes "Why do we see no signs of intelligent life?" as a sufficiently advanced civilization could potentially be seen over a significant fraction of the size of the observable universe Even if such civilizations are rare, since they could be detected from far away, many more potential sites for their origin are within our view. However, no signs of such civilizations have been detected.


          It is currently unclear which version of the paradox is stronger.


          


          Name


          In 1950, while working at Los Alamos National Laboratory, the physicist Enrico Fermi had a casual conversation while walking to lunch with colleagues Emil Konopinski, Edward Teller and Herbert York. The men lightly discussed a recent spate of UFO reports and a cartoon facetiously blaming the disappearance of municipal trashcans on marauding aliens. They then had a more serious discussion regarding the chances of humans observing faster than light travel of some material object within the next ten years, which Teller put at one in a million, but Fermi put closer to one in ten. The conversation shifted to other subjects, until during lunch Fermi suddenly exclaimed, "Where are they?" (alternatively, "Where is everybody?") One participant recollects that Fermi then made a series of rapid calculations using estimated figures (Fermi was known for his ability to make good estimates from first principles and minimal data, see Fermi problem.) According to this account, he then concluded that Earth should have been visited long ago and many times over.


          


          Drake equation


          While numerous theories and principles attend to the Fermi paradox, the most closely related is the Drake equation.


          The former was formulated by Dr. Frank Drake in 1960, a decade after the objections raised by Enrico Fermi, in an attempt to find a systematic means to evaluate the numerous probabilities involved in alien life. The speculative equation factors: the rate of star formation in the galaxy; the number of stars with planets and the number that are habitable; the number of those planets which develop life and subsequently intelligent communicating life; and finally the expected lifetimes of such civilizations. The fundamental problem is that the last four terms (fraction of planets with life, odds life becomes intelligent, odds intelligent life becomes communicative, and lifetime of communicating civilizations) are completely unknown. We have only one example, rendering statistical estimates impossible, and even the example we have is subject to a strong anthropic bias.


          The Drake equation has been used by both optimists and pessimists with wildly differing results. Dr. Carl Sagan, using optimistic numbers, suggested as many as one million communicating civilizations in the Milky Way in 1966, though he later suggested that the number could be far smaller. Skeptics, such as Frank Tipler, have put in pessimistic numbers and concluded that the average number of civilizations in a galaxy is much less than one. (Note that, even though there is at least one civilization in our galaxy, the average or "most likely" number of civilizations in our galaxy as described by this equation may still be smaller than one. In other words, the fact that there is at least one civilization in our galaxy doesn't mean that this was a likely outcome. This is an excellent example of anthropic bias. No civilization can use itself to estimate the average number of civilizations in a galaxy, since if there was not at least one civilization the question could not arise.)


          Frank Drake himself has commented that the Drake Equation is unlikely to settle the Fermi paradox; instead it is just a way of organizing our ignorance on the subject.


          


          Resolving the paradox empirically


          One obvious way to resolve the Fermi paradox would be to find conclusive evidence of extraterrestrial intelligence. Various efforts to find such evidence have been made since 1960, and several are ongoing. As human beings do not have interstellar travel capability, such searches are being carried out at great distances and rely on careful analysis of very subtle evidence. This limits possible discoveries to civilizations which alter their environment in a detectable way, or produce effects that are detectable at a distance, such as radio emissions. Non-technological civilizations are very unlikely to be detectable from Earth in the near future.


          One difficulty in searching is avoiding an overly anthropocentric viewpoint. Conjecture on the type of evidence likely to be found often focuses on the types of activities that humans have performed, or likely would perform given more advanced technology. Intelligent aliens might avoid these "expected" activities, or perform activities totally novel to humans.


          


          Radio emissions


          Radio technology and the ability to construct a radio telescope are presumed to be a natural advance for technological species theoretically creating effects that might be detected over interstellar distances. Sensitive observers of the solar system, for example, would note unusually intense radio waves for a G2 star due to Earth's television and telecommunication broadcasts. In the absence of an apparent natural cause, alien observers might infer the existence of terrestrial civilization.


          Therefore, the careful searching of radio emissions from space for non-natural signals may lead to the detection of alien civilizations. Such signals could be either "accidental" byproducts of a civilization, or deliberate attempts to communicate, such as the Communication with Extraterrestrial Intelligence's Arecibo message. A number of astronomers and observatories have attempted and are attempting to detect such evidence, mostly through the SETI organization, although other approaches, such as optical SETI also exist.


          Several decades of SETI analysis have not revealed any main sequence stars with unusually bright, or meaningfully repetitive radio emissions, although there have been several candidate signals: on August 15, 1977 the " Wow! signal" was picked up by The Big Ear radio telescope. However, the Big Ear only looks at each point on the sky for 72 seconds, and re-examinations of the same spot have found nothing. In 2003, Radio source SHGb02+14a was isolated by SETI@home analysis, although it has largely been discounted by further study. There are numerous technical assumptions underlying SETI that may cause human beings to miss radio emissions with present search techniques; these are discussed below.


          


          Direct planetary observation
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          Detection and classification of exoplanets has come out of recent refinements in mainstream astronomical instruments and analysis. While this is a new field in astronomy  the first published paper claiming to have discovered an exoplanet was released in 1989  it is possible that planets which are likely to be able to support life will be found in the near future.


          Direct evidence for the existence of life may eventually be observable, such as the detection of biotic signature gases (such as methane and oxygen)  or even the industrial air pollution of a technologically advanced civilization  in an exoplanet's atmosphere by means of spectrographic analysis. With improvements in our observational capabilities, it may eventually even be possible to detect direct evidence such as that which humanity produces (see right).


          However, exoplanets are rarely directly observed (the first claim to have done so was made in 2004); rather, their existence is usually inferred from the effects they have on the star(s) they orbit. This means that usually only the mass and orbit of an exoplanet can be deduced. This information, along with the stellar classification of its sun, and educated guesses as to its composition (usually based on the mass of the planet, and its distance from its sun), allows for rough approximations of the planetary environment.


          The current methods for exoplanet detection are not likely to detect life-bearing Earth-like worlds. Methods such as gravitational microlensing can detect the presence of "small" worlds, potentially even smaller than the Earth, but can only detect such worlds for very brief moments of time, and no follow-up is possible. Other methods such as radial velocity and astrometry allow prolonged observations of exoplanet effects, but only work with worlds that are many times the mass of Earth. These seem unlikely candidates to harbour Earth-like life. However, exoplanet detection and classification is a very active sub-discipline in astronomy, with 241 such planets being detected between 1988 and 2007, and the first possibly terrestrial planet discovered within a star's habitable zone being found in 2007. It is hoped that refinements in exoplanet detection methods will lead to increased detection and prolonged observation of terrestrial planets. Such observational refinements would allow us to better gauge how common potentially inhabitable worlds are, and thus allow us a much better idea of how common life in the universe might be, which of course has profound influence over the expectations behind the Fermi Paradox itself.


          


          Alien constructs


          


          Probes, colonies, and other artifacts


          As noted, given the size and age of the universe, and the relative rapidity at which dispersion of intelligent life can occur, evidence of alien colonization attempts might plausibly be discovered. Also, evidence of exploration not containing extraterrestrial life, such as probes and information gathering devices, may await discovery.


          Some theoretical exploration techniques such as the Von Neumann probe could exhaustively explore a galaxy the size of the Milky Way in as little as half a million years, with relatively little investment in materials and energy relative to the results. If even a single civilization in the Milky Way attempted this, such probes could spread throughout the entire galaxy. Evidence of such probes might be found in the solar systemperhaps in the asteroid belt where raw materials would be plentiful and easily accessed.


          Another possibility for contact with an alien probeone that would be trying to find human beingsis an alien Bracewell probe. Such a device would be an autonomous space probe whose purpose is to seek out and communicate with alien civilizations (as opposed to Von Neumann probes, which are usually described as purely exploratory). These were proposed as an alternative to carrying a slow speed-of-light dialogue between vastly distant neighbors. Rather than contending with the long delays a radio dialogue would suffer, a probe housing an artificial intelligence would seek out an alien civilization to carry on a close range communication with the discovered civilization. The findings of such a probe would still have to be transmitted to the home civilization at light speed, but an information-gathering dialogue could be conducted in real time.


          Since the 1950s direct exploration has been carried out on a small fraction of the solar system and no evidence that it has ever been visited by alien colonists, or probes, has been uncovered. Detailed exploration of areas of the solar system where resources would be plentifulsuch as the asteroids, the Kuiper belt, the Oort cloud and the various planetary ring systemsmay yet produce evidence of alien exploration, though these regions are vast and difficult to investigate. There have been preliminary efforts in this direction in the form of the SETA and SETV projects to search for extraterrestrial artifacts or other evidence of extraterrestrial visitation within the solar system. There have also been attempts to signal, attract, or activate Bracewell probes in Earth's local vicinity, including by scientists Robert Freitas and Francisco Valdes. Many of the projects that fall under this umbrella are considered "fringe" science by astronomers and none of the various projects have located any artifacts.


          Should alien artifacts be discovered, even here on Earth, they may not be recognizable as such. The products of an alien mind and an advanced alien technology might not be perceptible or recognizable as artificial constructs. Exploratory devices in the form of bio-engineered life forms created through synthetic biology would presumably disintegrate after a point, leaving no evidence; an alien information gathering system based on molecular nanotechnology could be all around us at this very moment, completely undetected. Clarke's third law suggests that an alien civilization well in advance of humanity's might have means of investigation that are not yet conceivable to human beings.


          


          Advanced stellar-scale artifacts
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          In 1959, Dr. Freeman Dyson observed that every developing human civilization constantly increases its energy consumption, and theoretically, a civilization of sufficient age would require all the energy produced by its sun. The Dyson Sphere was the thought experiment that he derived as a solution: a shell or cloud of objects enclosing a star to harness as much radiant energy as possible. Such a feat of astroengineering would drastically alter the observed spectrum of the sun, changing it at least partly from the normal emission lines of a natural stellar atmosphere, to that of a black body radiation, probably with a peak in the infrared. Dyson himself speculated that advanced alien civilizations might be detected by examining the spectra of stars, searching for such an altered spectrum.


          Since then, several other theoretical stellar-scale megastructures have been proposed, but the central idea remains that a highly advanced civilization  Type II or greater on the Kardashev scale  could alter its environment enough as to be detectable from interstellar distances.


          However, such constructs may be more difficult to detect than originally thought. Dyson spheres might have different emission spectra depending on the desired internal environment; life based on high-temperature reactions may require a high temperature environment, with resulting "waste radiation" in the visible spectrum, not the infrared. Additionally, a variant of the Dyson sphere has been proposed which would be difficult to observe from any great distance; a Matrioshka Brain is a series of concentric spheres, each radiating less energy per area than its inner neighbour. The outermost sphere of such a structure could be close to the temperature of the interstellar background radiation, and thus be all but invisible.


          There have been some preliminary attempts to find evidence of the existence of Dyson spheres or other large Type-II or Type-III Kardashev scale artifacts that would alter the spectra of their core stars, but optical surveys have not located anything. Fermilab has an ongoing program to find Dyson spheres, but such searches are preliminary and incomplete as yet.


          


          Explaining the paradox theoretically


          Certain theoreticians accept that the apparent absence of evidence proves the absence of extraterrestrials and attempt to explain why. Others offer possible frameworks in which the silence may be explained without ruling out the possibility of such life, including assumptions about extraterrestrial behaviour and technology. Each of these hypothesized explanations is essentially an argument for decreasing the value of one or more of the terms in the Drake equation. The arguments are not, in general, mutually exclusive. For example, it could be that both life is rare, and technical civilizations tend to destroy themselves, or many other combinations of the explanations below.


          


          No other civilizations currently exist


          One explanation is that the human civilization is alone in the galaxy. Several theories along these lines have been proposed, explaining why intelligent life might be either very rare, or very short lived. Implications of these hypotheses are examined as The Great Filter.


          


          No other civilizations have arisen


          Those who believe that extraterrestrial intelligent life does not exist argue that the conditions needed for lifeor at least complex lifeto evolve are rare or even unique to Earth. This is known as the Rare Earth hypothesis, which attempts to resolve the Fermi paradox by rejecting the mediocrity principle, and asserting that Earth is not typical, but unusual or even unique. While a unique Earth has had historical support on philosophical or religious grounds, the Rare Earth Hypothesis uses quantifiable and statistical arguments to argue that multicellular life is exceedingly rare in the universe because Earth-like planets are themselves exceedingly rare and/or many improbable coincidences have converged to make complex life on Earth possible. While some have pointed out that complex life may evolve through other mechanisms than those found specifically here on Earth, the fact that in the extremely long history of life on the Earth only one species has developed a civilization to the point of being capable of space flight and radio technology seems to lend more credence to the idea of technologically advanced civilization being a rare commodity in the universe.


          For example, the emergence of intelligence may have been an evolutionary accident. Geoffrey Miller proposes that human intelligence is the result of runaway sexual selection, which takes unpredictable directions. Steven Pinker, in his book How the Mind Works, cautions that the idea that evolution of life (once it has reached a certain minimum complexity) is bound to produce intelligent beings, relies on the fallacy of the "ladder of evolution": As evolution does not strive for a goal but just happens, it uses the adaptation most useful for a given ecological niche, and the fact that, on Earth, this led to language-capable sentience only once so far may suggest that this adaptation is only rarely a good choice and hence by no means a sure endpoint of the evolution of a tree of life. Another theory along these lines is that even if the conditions needed for life might be common in the universe, that the formation of life itself, a complex array of molecules that are capable simultaneously of reproduction, the creation or extraction of all base components that it uses to build itself, from the environment, and of obtaining energy in a form that it can use to maintain the reaction (or the initial abiogenesis on a potential life-bearing planet), might ultimately be very rare even if worlds that might have the proper initial conditions for life might be common.


          It is also possible that intelligence is common, but industrial civilization is not. For example, the rise of industrialism on Earth was driven by the presence of convenient energy sources such as fossil fuels. If such energy sources are rare or nonexistent elsewhere, then it may be far more difficult for an intelligent race to advance technologically to the point where we could communicate with them. There may also be other unique factors on which our civilization is dependent.


          Insofar as the Rare Earth Hypothesis privileges Earth-life and its process of formation, it is a variant of the anthropic principle. The variant of the Anthropic Principle states the universe seems uniquely suited towards developing human intelligence. This philosophical stance opposes not only mediocrity, but the Copernican principle more generally, which suggests there is no privileged location in the universe. It is also opposed by increasing evidence that humans are not the only intelligent/language/tool using/making species (or however else you define the concept) on our planet.


          Opponents dismiss both Rare Earth and the anthropic principle as tautological  if a condition must exist in the universe for human life to arise, then the universe must already meet that condition, as human life exists  and as an unimaginative argument. According to this analysis, the Rare Earth hypothesis confuses a description of how life on Earth arose with a uniform conclusion of how life must arise. While the probability of the specific conditions on Earth being widely replicated is low, we do not know what complex life may require in order to evolve.


          


          It is the nature of intelligent life to destroy itself


          Technological civilizations may usually or invariably destroy themselves before or shortly after developing radio or space flight technology. Possible means of annihilation include nuclear war, biological warfare or accidental contamination, nanotechnological catastrophe, ill-advised physics experiments, or a Malthusian catastrophe after the deterioration of a planet's ecosphere. This general theme is explored both in fiction and in mainstream scientific theorizing. Indeed, there are probabilistic arguments which suggest that humanity's end may occur sooner rather than later. In 1966 Sagan and Shklovskii suggested that technological civilizations will either tend to destroy themselves within a century of developing interstellar communicative capability or master their self-destructive tendencies and survive for billion-year timescales. Self-annihilation may also be viewed in terms of thermodynamics: insofar as life is an ordered system that can sustain itself against the tendency to disorder, the "external transmission" or interstellar communicative phase may be the point at which the system becomes unstable and self-destructs.


          From a Darwinian perspective, self-destruction would be a paradoxical outcome of evolutionary success. The evolutionary psychology that developed during the competition for scarce resources over the course of human evolution has left the species subject to aggressive, instinctual drives. These compel humanity to consume resources, increase longevity, and to reproduce  in part, the very motives that led to the development of technological society. It seems likely that intelligent extraterrestrial life would evolve similarly and thus face the same possibility of self-destruction. And yet, for species self-destruction to provide a good answer to Fermi's Question, it would have to be very nearly universal. That is, this possibility would have a probability of very nearly 1.0. It has been suggested that a successful alien species would be a superpredator, as is Homo sapiens.


          This argument does not require the civilization to entirely self-destruct, only to become once again non-technological. In other ways it could persist and even thrive according to evolutionary standards, which postulates survival as the sole goal of life - not "progress," technology or even intelligence.


          


          It is the nature of intelligent life to destroy others


          Another possibility is that intelligent species beyond a certain point of technological capability will destroy other intelligence as it appears. The idea that someone, or something, is destroying intelligent life in the universe has been well explored in science fiction and the scientific literature. A species might undertake such extermination out of expansionist motives, paranoia, or simple aggression. In 1981, cosmologist Edward Harrison also pointed out that such behaviour would be an act of prudence: an intelligent species that has overcome its own self-destructive tendencies might view any other species bent on galactic expansion as a kind of virus.


          The extermination of other civilizations might be carried out with self-replicating spacecraft. Under such a scenario, even if a civilization that created such machines were to disappear, the probes could outlive their creators, destroying civilizations far into the future. It is hard to imagine any intelligent species actually wanting to develop such probes as they are dangerous to the creators as well as to all other life. Furthermore if their aim is to colonize the galaxy first they can fulfill their aim simply by being the first to colonize as the colonization time for the galaxy is much less than the age of the galaxy.


          If true, this argument reduces the number of visible civilizations in two ways - by destroying some civilizations, and forcing the others to remain quiet, under fear of discovery (see They choose not to interact with us).


          


          Human beings were created alone


          Religious and philosophical speculation about extraterrestrial intelligent life long predates the modern scientific inquiry into the subject. Some religious thinkers, including the Jewish rationalist commentator Rabbi Hasdai Crescas (c. 13401410/1411) and the Christian philosopher Nicholas of Cusa (14011464), posited the possibility of such extraterrestrial intelligence. On the other hand, at least some strains within the various Western religious traditions suggest the uniqueness of human beings in the divine plan and would counsel against belief in intelligent life on other worlds.


          Religious reasons for doubting the existence of extraterrestrial intelligent life resemble some forms of the Rare Earth Hypothesis. The argument here would be a teleological form of the strong anthropic principle: the universe was designed for the express purpose of creating human (and only human) intelligence.


          


          They do exist, but we see no evidence


          It may be that technological extraterrestrial civilizations exist, but that human beings cannot communicate with them because of various constraints: problems of scale or of technology; because their nature is simply too alien for meaningful communication; or because human society refuses to admit to evidence of their presence.


          


          Communication is impossible due to problems of scale


          
            [image: NASA's conception of the Terrestrial Planet Finder. Is it possible alien civilizations are too far away for meaningful communication?]
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          Intelligent civilizations are too far apart in space or time


          It may be that non-colonizing technologically capable alien civilizations exist, but that they are simply too far apart for meaningful two-way communication. If two civilizations are separated by several thousand light years, it is very possible that one or both cultures may become extinct before meaningful dialogue can be established. Human searches may be able to detect their existence, but communication will remain impossible because of distance. This problem might be ameliorated somewhat if contact/communication is made through a Bracewell probe. In this case at least one partner in the exchange may obtain meaningful information. Alternatively, a civilization may simply broadcast its knowledge, and leave it to the receiver to make what they may of it. This is similar to the transmission of information from ancient civilizations to the present.


          The problem of distance is compounded by the fact that timescales affording a "window of opportunity" for detection or contact might be quite small. Advanced civilizations may periodically arise and fall throughout our galaxy, but this may be such a rare event, relatively speaking, that the odds of two or more such civilizations existing at the same time are low. There may have been intelligent civilizations in the galaxy before the emergence of intelligence on Earth, and there may be intelligent civilizations after its extinction, but it is possible that human beings are the only intelligent civilization in existence now. The term "now" is somewhat complicated by the finite speed of light and the nature of spacetime under relativity. Assuming that an extraterrestrial intelligence is not able to travel to our vicinity at faster-than-light speeds, in order to detect an intelligence 1,000 light-years distant, that intelligence will need to have been active 1,000 years ago. Strictly speaking, only the portions of the universe lying within the past light cone of Earth need be considered, since any civilizations outside it could not be detected.


          There is a possibility that archaeological evidence of past civilizations may be detected through deep space observations  especially if they left behind large artifacts such as Dyson spheres  but this seems less likely than detecting the output of a thriving civilization.


          It is too expensive to spread physically throughout the galaxy


          Many assumptions about the ability of an alien culture to colonize other stars are based on the idea that interstellar travel is technologically feasible. While the current understanding of physics rules out the possibility of faster than light travel, it appears that there are no major theoretical barriers to the construction of "slow" interstellar ships. This idea underlies the concept of the Von Neumann probe and the Bracewell probe as evidence of extraterrestrial intelligence.


          It is possible, however, that present scientific knowledge cannot properly gauge the feasibility and costs of such interstellar colonization. Theoretical barriers may not yet be understood and the cost of materials and energy for such ventures may be so high as to make it unlikely that any civilization could afford to attempt it. Even if interstellar travel and colonization are possible, they may be difficult, leading to a colonization model based on percolation theory. Colonization efforts may not occur as an unstoppable rush, but rather as an uneven tendency to "percolate" outwards, within an eventual slowing and termination of the effort given the enormous costs involved and the fact that colonies will inevitably develop a culture and civilization of their own. Colonization may thus occur in "clusters," with large areas remaining uncolonized at any one time.


          A similar argument holds that interstellar physical travel may be possible, but is much more expensive than interstellar communication. Furthermore, to an advanced civilization, travel itself may be replaced by communication, through mind uploading and similar technologies. Therefore the first civilization may have physically explored or colonized the galaxy, but subsequent civilizations find it cheaper, faster, and easier to travel and get information through contacting existing civilizations rather than physically exploring or traveling themselves. In this scenario, since there is little or no physical travel, and directed communications are hard to see except to the intended receiver, there could be many technical and interacting civilizations with few signs visible across interstellar distances.


          Human beings have not been searching long enough


          Humanity's ability to detect and comprehend intelligent extraterrestrial life has existed for only a very brief period  from 1937 onwards, if the invention of the radio telescope is taken as the dividing line  and Homo sapiens is a geologically recent species. The whole period of modern human existence to date (about 200,000 years) is a very brief period on a cosmological scale, while radio transmissions have only been propagated since 1895. Thus it remains possible that human beings have neither been searching long enough to find other intelligences, nor been in existence long enough to be found.


          One million years ago there would have been no humans for any extraterrestrial emissaries to meet. For each further step back in time, there would have been increasingly fewer indications to such emissaries that intelligent life would develop on Earth. In a large and already ancient universe, a space-faring alien species may well have had many other more promising worlds to visit and revisit. Even if alien emissaries visited in more recent times, they may have been misinterpreted by early human cultures as supernatural entities. (As proposed by Erich von Dniken)


          This hypothesis is more plausible if alien civilizations tend to stagnate or die out, rather than expand. In addition, "the probability of a site never being visited, even [with an] infinite time limit, is a non-zero value". Thus, even if intelligent life expands elsewhere, it remains statistically possible that such terrestrial life might never be discovered.


          


          Communication is impossible for technical reasons


          Human beings are not listening properly


          There are some assumptions that underlie the SETI search programs that may cause searchers to miss signals that are present. For example, the radio searches to date would completely miss highly compressed data streams (which would be almost indistinguishable from " white noise" to anyone who did not understand the compression algorithm). Extraterrestrials might also use frequencies that scientists have decided are unlikely to carry signals, or do not penetrate our atmosphere, or use modulation strategies that are not being looked for. The signals might be at a datarate that is too fast for our electronics to handle. "Simple" broadcast techniques might be employed, but sent from non- main sequence stars which are searched with lower priority; current programs assume that most alien life will be orbiting Sun-like stars.


          The greatest problem is the sheer size of the radio search needed to look for signals, the limited amount of resources committed to SETI, and the sensitivity of modern instruments. SETI estimates, for instance, that with a radio telescope as sensitive as the Arecibo Observatory, Earth's television and radio broadcasts would only be detectable at distances up to 0.3 light years. Clearly detecting an Earth type civilization at great distances is difficult. A signal is much easier to detect if the signal energy is focused in either a narrow range of frequencies ( Narrowband transmissions), and/or directed at a specific part of the sky. Such signals can be detected at ranges of hundreds to tens of thousands of light-years distance. However this means that detectors must be listening to an appropriate range of frequencies, and be in that region of space to which the beam is being sent. Many SETI searches, starting with the venerable Project Cyclops, go so far as to assume that extraterrestrial civilizations will be broadcasting a deliberate signal (like the Arecibo message), in order to be found.


          Thus to detect alien civilizations through their radio emissions, Earth observers either need more sensitive instruments or must hope for fortuitous circumstances: that the broadband radio emissions of alien radio technology are much stronger than our own; that one of SETI's programs is listening to the correct frequencies from the right regions of space; or that aliens are sending focused transmissions such as the Arecibo message in our general direction.


          Another Argument is based on the size of the galaxy. The Milky Way Galaxy is approximately 100,000 light years in diameter. Because there are no known ways of transmitting faster than light, it is possible that signals simply have yet to reach us, or have, but are too badly distorted to be recognized as anything but background noise.


          Civilizations only broadcast detectable radio signals for a brief period of time


          It may be that alien civilizations are detectable through their radio emissions for only a short time, reducing the likelihood of spotting them. There are two possibilities in this regard: civilizations outgrow radio through technological advance or, conversely, resource depletion cuts short the time in which a species broadcasts.


          The first idea, that civilizations advance beyond radio, is based in part on the "fibre optic objection": the use of high power radio with low-to-medium gain (i.e., non-directional) antennas for long-distance transmission is wasteful of spectrum, yet this "waste" is precisely what makes these systems conspicuous at interstellar distances. Humans are moving to directional or guided transmission channels such as electrical cables, optical fibers, narrow-beam microwave and lasers, and conventional radio with non-directional antennas is increasingly reserved for low-power, short-range applications such as cell phones and Wi-Fi networks. These signals are far less detectable from space. Analog television, developed in the mid-twentieth century, contains strong carriers to aid reception and demodulation. Carriers are spectral lines that are very easily detected yet do not convey any information beyond their highly artificial nature. Nearly every SETI project is looking for carriers for just this reason, and UHF TV carriers are currently the most conspicuous and artificial signals from earth that could be detected at interstellar distances. But advances in technology are replacing analog TV with digital television which uses spectrum more efficiently precisely by eliminating or reducing components such as carriers that make them so conspicuous. Using our own experience as an example, we could set the date of radio-visibility for Earth as December 12, 1901, when Guglielmo Marconi sent radio signals from Cornwall, England, to Newfoundland, Canada . Visibility is now ending, or at least becoming orders of magnitude more difficult, as analog TV is being phased out. And so, if our experience is typical, a civilization remains radio-visible for approximately a hundred years. So a civilization may have been very visible from 1325 to 1483, but we were just not listening at that time. This is essentially the solution, "Everyone is listening, no one is sending."


          More hypothetically, advanced alien civilizations evolve beyond broadcasting at all in the electromagnetic spectrum and communicate by principles of physics we don't yet understand. Some scientists have hypothesized that advanced civilizations may send neutrino signals. If such signals exist they could be detectable by neutrino detectors that are now under construction. If stable wormholes could be created and used for communications then interstellar broadcasts would become largely redundant. Thus it may be that other civilizations would only be detectable for a relatively short period of time between the discovery of radio and the switch to more efficient technologies.


          A different argument is that resource depletion will soon result in a decline in technological capability. Human civilization has been capable of interstellar radio communication for only a few decades and is already rapidly depleting fossil fuels and confronting possible problems such as peak oil. It may only be a few more decades before energy becomes too expensive, and the necessary electronics and computers too difficult to manufacture, for societies to continue the search. If the same conditions regarding energy supplies hold true for other civilizations, then radio technology may be a short-lived phenomenon. Unless two civilizations happen to be near each other and develop the ability to communicate at the same time it would be virtually impossible for any one civilization to "talk" to another.


          Critics of the resource depletion argument point out that an energy-consuming civilization is not dependent solely on fossil fuels. Alternate energy sources exist, such as solar power which is renewable and has enormous potential relative to technical barriers. For depletion of fossil fuels to end the "technological phase" of a civilization, some form of technological regression would have to invariably occur, preventing the exploitation of renewable energy sources.


          They tend to experience a technological singularity


          Another possibility is that technological civilizations invariably experience a technological singularity and attain a posthuman (or postalien) character. Theoretical civilizations of this sort may have altered drastically enough to render communication impossible. The intelligences of a post-singularity civilization might require more information exchange than is possible through interstellar communication, for example. Or perhaps any information humanity might provide would appear elementary, and thus they do not try to communicate, any more than human beings attempt to talk to ants.


          Even more extreme forms of post-singularity have been suggested, particularly in fiction: beings that divest themselves of physical form, create massive artificial virtual environments, transfer themselves into these environments through mind transfer, and exist totally within virtual worlds, ignoring the external physical universe. Surprisingly early treatments, such as Lewis Padgett's short story Mimsy were the Borogoves (1943), suggest a migration of advanced beings out of the presently known physical universe into a different and presumably more agreeable alternative one.


          One version of this perspective, which makes predictions for future SETI findings of transcension "fossils" and includes a variation of the Zoo hypothesis below, has been proposed by singularity scholar John Smart.


          


          They choose not to interact with us


          Earth is purposely isolated (The zoo hypothesis)


          It is possible that the belief that alien races would communicate with the human species is a fallacy, and that alien civilizations may not wish to communicate, even if they have the technical ability. A particular reason that alien civilizations may choose not to communicate is the so-called Zoo hypothesis: the idea that Earth is being monitored by advanced civilizations for study, or is being preserved in an isolated "zoo or wilderness area".


          Many other reasons that an alien race might avoid contact have been proposed. Aliens might only choose to allow contact once the human race has passed certain ethical, political, or technological standards, e.g. ending poverty/war or being able to master interstellar travel. They may not want to interfere with our natural independent progress. The Earth may have been set as an explicit experiment that contact would ruin, or it may be felt that it is too dangerous to make contact (for us or them). Perhaps advanced civilizations actively hide, not only from Earth but from everyone else, since the galaxy is a dangerous place.


          These ideas are most plausible if there is a single alien civilization within contact range, or there is a homogeneous culture or law amongst alien civilizations which dictates that the Earth be shielded. If there is a plurality of alien cultures, however, this theory may break down under the uniformity of motive flaw: all it takes is a single culture or civilization to decide to act contrary to the imperative within our range of detection for it to be abrogated, and the probability of such a violation increases with the number of civilizations. This idea, and many others, become more plausible if we estimate that our galaxy has only a relatively small number of civilizations.


          A related idea is that the perceived universe is a simulated reality. The planetarium hypothesis holds that beings may have simulated a universe for us that appears to be empty of other life, by design. The simulation argument by Bostrom holds that although such a simulation may contain other life, such life cannot be much in advance of us since a far more advanced civilization may be correspondingly hard to simulate.


          They are too alien


          Another possibility is that human theoreticians have underestimated how much alien life might differ from that on Earth. Alien psychologies may simply be too different to communicate with human beings, and they are unable or unwilling to make the attempt. Human mathematics, language, tool use, and other concepts and communicative capacity may be parochial to Earth and not shared by other life.


          They are non-technological


          It is not clear that a civilization of intelligent beings must be technological. If an alien species does not develop technology, because it is difficult in its environment, because it chooses not to, or for any other reason, it will be very hard for human beings to detect. Intelligence alone, as opposed to life, is not necessarily visible across interstellar distances. While there are various remote sensing techniques which could perhaps detect life-bearing planets, none of them has any ability to distinguish intelligent but non-technical life from non-intelligent life. Not even any theoretical methods for doing so have been proposed, short of an actual physical visit by an astronaut or probe. This is sometimes referred to as the "algae vs. alumnae" problem.


          


          They are here unobserved


          It may be that intelligent alien life forms not only exist, but are already present here on Earth. They are not detected because they do not wish it, human beings are technically unable, or because societies refuse to admit to the evidence.


          It is possible that a life form technologically advanced enough to travel to Earth might also be sufficiently advanced to exist here undetected. In this view, the aliens have arrived on Earth, or in our solar system, and are observing the planet, while concealing their presence. Observation could conceivably be conducted in a number of ways that would be very difficult to detect. For example, a complex system of microscopic monitoring devices constructed via molecular nanotechnology could be deployed on Earth and remain undetected, or sophisticated instruments could conduct passive monitoring from elsewhere.


          Many UFO researchers and watchers argue that society as a whole is unfairly biased against claims of alien abduction, sightings, and encounters, and as a result may not be fully receptive to claims of proof that aliens are visiting our planet. Others use complex conspiracy theories to allege that evidence of alien visits is being concealed from the public by political elites who seek to hide the true extent of contact between aliens and humans. Scenarios such as these have been depicted in popular culture for decades.


          This theory was (jokingly) suggested to Fermi himself by his fellow physicist, Leo Szilard, who suggested that "they are already among us - but they call themselves Hungarians".
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              	General
            


            
              	Name, Symbol, Number

              	fermium, Fm, 100
            


            
              	Element category

              	actinides
            


            
              	Group, Period, Block

              	n/a, 7, f
            


            
              	Appearance

              	unknown, probably silvery

              white or metallic gray
            


            
              	Standard atomic weight

              	(257) gmol1
            


            
              	Electron configuration

              	[Rn] 5f12 7s2
            


            
              	Electrons per shell

              	2, 8, 18, 32, 30, 8, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Melting point

              	1800 K

              (1527 C, 2781 F)
            


            
              	Atomic properties
            


            
              	Oxidation states

              	2, 3
            


            
              	Electronegativity

              	1.3 (Pauling scale)
            


            
              	Ionization energies

              	1st: 627 kJ/mol
            


            
              	Miscellaneous
            


            
              	CAS registry number

              	7440-72-4
            


            
              	Selected isotopes
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              	References
            

          


          Fermium (pronounced /ˈfɝmiəm/) is a synthetic element with the symbol Fm and atomic number 100. A highly radioactive metallic transuranic element of the actinide series, fermium is made by bombarding plutonium with neutrons and is named after nuclear physicist Enrico Fermi. Fermium is the eighth transuranic element.


          



          


          Notable characteristics


          Only small amounts of fermium have ever been produced or isolated. Thus relatively little is known about its chemical properties. Only the (III) oxidation state of the element appears to exist in aqueous solution. 254Fm and heavier isotopes can be synthesized by intense neutron bombardment of lighter elements (especially uranium and plutonium). During this, successive neutron captures mixed with beta decays build the fermium isotope. The intense neutron bombardment conditions needed to create fermium exist in thermonuclear explosions and can be replicated in the laboratory (such as in the High Flux Isotope Reactor at Oak Ridge National Laboratory). The synthesis of element 102 (nobelium) was confirmed when 250Fm was chemically identified.


          


          Uses


          There are no known uses of fermium outside of basic research.


          


          History


          Fermium (after Enrico Fermi) was first discovered by a team led by Albert Ghiorso in 1952. The team found 255Fm in the debris of the first hydrogen bomb explosion (see Operation Ivy). That isotope was created when 238U combined with 17 neutrons in the intense temperature and pressure of the explosion (eight beta decays also occurred to create the element). The work was overseen by the University of California Radiation Laboratory, Argonne National Laboratory, and Los Alamos Scientific Laboratory. All these findings were kept secret until 1955 due to Cold War tensions. Samples of sea coral impacted from the first thermonuclear explosion of November 1952 were used.


          In late 1953 and early 1954 a team from the Nobel Institute of Physics in Stockholm bombarded a 238U target with 16O ions, producing an alpha-emitter with an atomic weight of ~250 and with 100 protons (in other words, element 250100). The Nobel team did not claim discovery until 1954. The isotope they produced was later positively identified as 250Fm.


          


          Isotopes


          17 radioisotopes of fermium have been characterized, with the most stable being 257Fm with a half-life of 100.5 days, 253Fm with a half-life of 3 days, 252Fm with a half-life of 25.39 hours, and 255Fm with a half-life of 20.07 hours. All of the remaining radioactive isotopes have half-lives that are less than 5.4 hours, and the majority of these have half-lives that are less than 3 minutes. This element also has 1 meta state, 250mFm (t 1.8 seconds). The isotopes of fermium range in atomic weight from 242.073 u (242Fm) to 259.101 u (259Fm).
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              	Ferns (Pteridophyta)

              Fossil range: Mid Devonian - Recent
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Pteridophyta

                  

                

              
            


            
              	Classes
            


            
              	
                
                  	 Cladoxylopsida


                  	Psilotopsida


                  	Equisetopsida (alias Sphenopsida)


                  	Marattiopsida


                  	Polypodiopsida (alias Pteridopsida, Filicopsida)

                

              
            

          


          A fern is any one of a group of about 20,000 species of plants classified in the phylum or division Pteridophyta, also known as Filicophyta. The group is also referred to as Polypodiophyta, or Polypodiopsida when treated as a subdivision of tracheophyta (vascular plants). The study of ferns and other pteridophytes is called pteridology, and one who studies ferns and other pteridophytes is called a pteridologist. The term " pteridophyte" has traditionally been used to describe all seedless vascular plants, making it synonymous with "ferns and fern allies". This can be confusing since members of the fern phylum Pteridophyta are also sometimes referred to as pteridophytes.


          


          Life cycle


          Ferns are vascular plants differing from the more primitive lycophytes by having true leaves (megaphylls), and they differ from seed plants ( gymnosperms and angiosperms) in their mode of reproduction - lacking flowers and seeds. Like all other vascular plants, they have a life cycle referred to as alternation of generations, characterized by a diploid sporophytic and a haploid gametophytic phase. Unlike the gymnosperms and angiosperms, the ferns' gametophyte is a free-living organism. The life cycle of a typical fern is as follows:


          
            	A sporophyte ( diploid) phase produces haploid spores by meiosis;


            	A spore grows by mitosis into a gametophyte, which typically consists of a photosynthetic prothallus


            	The gametophyte produces gametes (often both sperm and eggs on the same prothallus) by mitosis


            	A mobile, flagellate sperm fertilizes an egg that remains attached to the prothallus


            	The fertilized egg is now a diploid zygote and grows by mitosis into a sporophyte (the typical "fern" plant).

          


          


          Fern ecology
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              Ferns at Muir Woods, California
            

          


          The stereotypic image of ferns growing in moist shady woodland nooks is far from being a complete picture of the habitats where ferns can be found growing. Fern species live in a wide variety of habitats, from remote mountain elevations, to dry desert rock faces, to bodies of water or in open fields. Ferns in general may be thought of as largely being specialists in marginal habitats, often succeeding in places where various environmental factors limit the success of flowering plants. Some ferns are among the world's most serious weed species, including the bracken fern growing in the British highlands, or the mosquito fern ( Azolla) growing in tropical lakes, both species form large aggressively spreading colonies. There are four particular types of habitats that ferns are found in: moist, shady forests; crevices in rock faces, especially when sheltered from the full sun; acid wetlands including bogs and swamps; and tropical trees, where many species are epiphytes.


          Many ferns depend on associations with mycorrhizal fungi. Many ferns only grow within specific pH ranges; for instance, the climbing fern ( Lygodium) of eastern North America will only grow in moist, intensely acid soils, while the bulblet bladder fern ( Cystopteris bulbifera), with an overlapping range, is only ever found on limestone.


          


          Fern structure
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          Like the sporophytes of seed plants, those of ferns consist of:


          
            	Stems: Most often an underground creeping rhizome, but sometimes an above-ground creeping stolon (e.g., Polypodiaceae), or an above-ground erect semi-woody trunk (e.g., Cyatheaceae) reaching up to 20 m in a few species (e.g., Cyathea brownii on Norfolk Island and Cyathea medullaris in New Zealand).


            	Leaf: The green, photosynthetic part of the plant. In ferns, it is often referred to as a frond, but this is because of the historical division between people who study ferns and people who study seed plants, rather than because of differences in structure. New leaves typically expand by the unrolling of a tight spiral called a crozier or fiddlehead. This uncurling of the leaf is termed circinate vernation. Leaves are divided into three types:

              
                	Trophophyll: A leaf that does not produce spores, instead only producing sugars by photosynthesis. Analogous to the typical green leaves of seed plants.


                	Sporophyll: A leaf that produces spores. These leaves are analogous to the scales of pine cones or to stamens and pistil in gymnosperms and angiosperms, respectively. Unlike the seed plants, however, the sporophylls of ferns are typically not very specialized, looking similar to trophophylls and producing sugars by photosynthesis as the trophophylls do.


                	Brophophyll: A leaf that produces abnormally large amounts of spores. There leaves are also larger than the other leaves but bare a resemblance to trophopylls.

              

            


            	Roots: The underground non-photosynthetic structures that take up water and nutrients from soil. They are always fibrous and are structurally very similar to the roots of seed plants.

          


          The gametophytes of ferns, however, are very different from those of seed plants. They typically consist of:


          
            	Prothallus: A green, photosynthetic structure that is one cell thick, usually heart or kidney shaped, 3-10 mm long and 2-8 mm broad. The prothallus produces gametes by means of:

              
                	Antheridia: Small spherical structures that produce flagellate sperm.


                	Archegonia: A flask-shaped structure that produces a single egg at the bottom, reached by the sperm by swimming down the neck.

              

            


            	Rhizoids: root-like structures (not true roots) that consist of single greatly-elongated cells, water and mineral salts are absorbed over the whole structure. Rhizoids anchor the prothallus to the soil.

          


          One interesting difference between sporophytes and gametophytes might be summed up by the saying that "Nothing eats ferns, but everything eats gametophytes." This is an over-simplification, but it is true that gametophytes are often difficult to find in the field because they are far more likely to be food than are the sporophytes.


          


          Evolution and classification


          Ferns first appear in the fossil record in the early-Carboniferous period. By the Triassic, the first evidence of ferns related to several modern families appeared. The "great fern radiation" occurred in the late-Cretaceous, when many modern families of ferns first appeared.


          Ferns have traditionally been grouped in the Class Filices, but modern classifications assign them their own division in the plant kingdom, called Pteridophyta.


          Traditionally, three discrete groups of plants have been considered ferns: two groups of eusporangiate ferns--families Ophioglossaceae ( adders-tongues, moonworts, and grape-ferns) and Marattiaceae--and the leptosporangiate ferns. The Marattiaceae are a primitive group of tropical ferns with a large, fleshy rhizome, and are now thought to be a sibling taxon to the main group of ferns, the leptosporangiate ferns. Several other groups of plants were considered " fern allies": the clubmosses, spikemosses, and quillworts in the Lycopodiophyta, the whisk ferns in Psilotaceae, and the horsetails in the Equisetaceae. More recent genetic studies have shown that the Lycopodiophyta are only distantly related to any other vascular plants, having radiated evolutionarily at the base of the vascular plant clade, while both the whisk ferns and horsetails are as much "true" ferns as are the Ophioglossoids and Marattiaceae. In fact, the whisk ferns and Ophioglossoids are demonstrably a clade, and the horsetails and Marattiaceae are arguably another clade. Molecular data - which remain poorly constrained for many parts of the plants' phylogeny - have been supplemented by recent morphological observations supporting the inclusion of Equisetaceae within the ferns, notably relating to the construction of their sperm, and peculiarities of their roots (Smith et al 2006, and references therein).


          One possible means of treating this situation is to consider only the leptosporangiate ferns as "true" ferns, while considering the other three groups as "fern allies". In practice, numerous classification schemes have been proposed for ferns and fern allies, and there has been little consensus among them. A new classification by Smith et al. (2006) is based on recent molecular systematic studies, in addition to morphological data. This classification divides ferns into four classes:


          
            	Psilotopsida


            	Equisetopsida


            	Marattiopsida


            	Polypodiopsida

          


          

          The last group includes most plants familiarly known as ferns. Modern research supports older ideas based on morphology that the Osmundaceae diverged early in the evolutionary history of the leptosporangiate ferns; in certain ways this family is intermediate between the eusporangiate ferns and the leptosporangiate ferns.


          The complete classification scheme proposed by Smith et al. (2006; alternative names in brackets):


          
            	Class Psilotopsida

              
                	Order Ophioglossales

                  
                    	Family Ophioglossaceae (incl. Botrychiaceae, Helminthostachyaceae)

                  

                


                	Order Psilotales

                  
                    	Family Psilotaceae (incl. Tmesipteridaceae)

                  

                

              

            


            	Class Equisetopsida [=Sphenopsida]

              
                	Order Equisetales

                  
                    	Family Equisetaceae

                  

                

              

            


            	Class Marattiopsida

              
                	Order Marattiales

                  
                    	Family Marattiaceae (incl. Angiopteridaceae, Christenseniaceae, Danaeaceae, Kaulfussiaceae)

                  

                

              

            


            	Class Pteridopsida [=Filicopsida, Polypodiopsida]

              
                	Order Osmundales

                  
                    	Family Osmundaceae

                  

                


                	Order Hymenophyllales

                  
                    	Family Hymenophyllaceae (incl. Trichomanaceae)

                  

                


                	Order Gleicheniales

                  
                    	Family Gleicheniaceae (incl. Dicranopteridaceae, Stromatopteridaceae)


                    	Family Dipteridaceae (incl. Cheiropleuriaceae)


                    	Family Matoniaceae

                  

                


                	Order Schizaeales

                  
                    	Family Lygodiaceae


                    	Family Anemiaceae (incl. Mohriaceae)


                    	Family Schizaeaceae

                  

                


                	Order Salviniales

                  
                    	Family Marsileaceae (incl. Pilulariaceae)


                    	Family Salviniaceae (incl. Azollaceae)

                  

                


                	Order Cyatheales

                  
                    	Family Thyrsopteridaceae


                    	Family Loxomataceae


                    	Family Culcitaceae


                    	Family Plagiogyriaceae


                    	Family Cibotiaceae


                    	Family Cyatheaceae (incl. Alsophilaceae, Hymenophyllopsidaceae)


                    	Family Dicksoniaceae (incl. Lophosoriaceae)


                    	Family Metaxyaceae

                  

                


                	Order Polypodiales

                  
                    	Family Lindsaeaceae (incl. Cystodiaceae, Lonchitidaceae)


                    	Family Saccolomataceae


                    	Family Dennstaedtiaceae (incl. Hypolepidaceae, Monachosoraceae, Pteridiaceae)


                    	Family Pteridaceae (incl. Acrostichaceae, Actiniopteridaceae, Adiantaceae, Anopteraceae, Antrophyaceae, Ceratopteridaceae, Cheilanthaceae, Cryptogrammaceae, Hemionitidaceae, Negripteridaceae, Parkeriaceae, Platyzomataceae, Sinopteridaceae, Taenitidaceae, Vittariaceae)


                    	Family Aspleniaceae


                    	Family Thelypteridaceae


                    	Family Woodsiaceae (incl. Athyriaceae, Cystopteridaceae)


                    	Family Blechnaceae (incl. Stenochlaenaceae)


                    	Family Onocleaceae


                    	Family Dryopteridaceae (incl. Aspidiaceae, Bolbitidaceae, Elaphoglossaceae, Hypodematiaceae, Peranemataceae)


                    	Family Oleandraceae


                    	Family Davalliaceae


                    	Family Polypodiaceae (incl. Drynariaceae, Grammitidaceae, Gymnogrammitidaceae, Loxogrammaceae, Platyceriaceae, Pleurisoriopsidaceae)

                  

                

              

            

          


          


          Economic uses


          Ferns are not as important economically as seed plants but have considerable importance. Some ferns are used for food, including the fiddleheads of bracken, Pteridium aquilinum, ostrich fern, Matteuccia struthiopteris, and cinnamon fern, Osmunda cinnamomea]. Diplazium esculentum is also used by some tropical peoples as food.


          Ferns of the genus Azolla are very small, floating plants that do not look like ferns. Called mosquito fern, they are used as a biological fertilizer in the rice paddies of southeast Asia, taking advantage of their ability to fix nitrogen from the air into compounds that can then be used by other plants.


          A great many ferns are grown in horticulture as landscape plants, for cut foliage and as houseplants, especially the Boston fern (Nephrolepis exaltata). The Bird's Nest Fern, Asplenium nidus, is also popular, and the staghorn ferns, genus Platycerium, have a considerable following.


          Several ferns are noxious weeds or invasive species, including Japanese climbing fern ( Lygodium japonicum), mosquito fern and sensitive fern (Onoclea sensibilis). Giant water fern ( Salvinia molesta) is one of the world's worst aquatic weeds. The important fossil fuel coal consists of the remains of primitive plants, including ferns.


          Ferns have been studied and found to be useful in the removal of heavy metals, especially arsenic, from the soil


          Other ferns with some economic significance include:


          
            	Dryopteris filix-mas (male fern), used as a vermifuge, and formerly in the US Pharmacopeia; also, this fern accidentally sprouting in a bottle resulted in Nathaniel Bagshaw Ward's 1829 invention of the terrarium or Wardian case


            	Rumohra adiantoides (floral fern), extensively used in the florist trade


            	Osmunda regalis (royal fern) and Osmunda cinnamomea (cinnamon fern), the root fibre being used horticulturally; the fiddleheads of O. cinnamomea are also used as a cooked vegetable


            	Matteuccia struthiopteris (ostrich fern), the fiddleheads used as a cooked vegetable in North America


            	Pteridium aquilinum (bracken), the fiddleheads used as a cooked vegetable in Japan and are believed to be responsible for the high rate of stomach cancer in Japan. It is also one of the world's most important agricultural weeds, especially in the British highlands, and often poisons cattle and horses.


            	Diplazium esculentum (vegetable fern), a source of food for some native societies


            	Pteris vittata (brake fern), used to absorb arsenic from the soil


            	Polypodium glycyrrhiza (licorice fern), roots chewed for their pleasant flavor


            	Tree ferns, used as building material in some tropical areas


            	Cyathea cooperi (Australian tree fern), an important invasive species in Hawaii


            	Ceratopteris richardii, a model plant for teaching and research, often called C-fern

          


          


          Cultural connotations


          
            [image: Bl�tter des Manns Walfarn. by Alois Auer, Vienna: Imperial Printing Office, 1853]

            
              Bltter des Manns Walfarn. by Alois Auer, Vienna: Imperial Printing Office, 1853
            

          


          In Slavic folklore, ferns are believed to bloom once a year, during the Ivan Kupala night. Although it's exceedingly difficult to find, anyone who takes a look of a fern flower will be happy and rich for the rest of his life. Similarly in Finland, the tradition holds that one who finds the seed of a fern in bloom on Midsummer night, will by the possession of it be able to travel under a glamour of invisibility and shall be guided to the locations where eternally blazing Will o' the wisps mark the spot of hidden treasure caches.


          Ferns were popular as a decorative motif in Victorian England, the designs frequently appeared on crockery, glassware, cast iron objects, and textiles. The fashion for growing ferns indoors led to the development of the Wardian case, a glazed cabinet that would exclude air pollutants and maintain the necessary humidity.
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              Fractal fern created using chaos game, through an Iterated function system (IFS).
            

          


          The dried form of ferns was also used in other arts, being used a stencil or directly inked for use in a design. The botanical work, The Ferns of Great Britain and Ireland, is a notable example of this type of nature printing. The process, patented by the artist and publisher Henry Bradbury, impressed a specimen on to a soft lead plate. The first publication to demonstrate this was Alois Auer's The Discovery of the Nature Printing-Process.


          


          Medicinal Value


          Ferns are sometimes used in medicine to treat cuts and clean them out. Ferns are also good bandages if you are stuck out in the wild.


          


          Misunderstood names


          Several non-fern plants are called "ferns" and are sometimes confused with true ferns. These include:


          
            	"Asparagus fern" - This may apply to one of several species of the monocot genus Asparagus, which are flowering plants.


            	"Sweetfern" - A flowering shrub of the genus Comptonia.


            	" Air fern" - A group of animals called hydrozoan that are distantly related to jellyfish and corals. They are harvested, dried, dyed green, and then sold as a "plant" that can "live on air". While it may look like a fern, it is merely the skeleton of this colonial animal.

          


          In addition, the book Where the Red Fern Grows has elicited many questions about the mythical "red fern" named in the book. There is no such known plant, although there has been speculation that the oblique grape-fern, Sceptridium dissectum, could be referred to here, because it is known to appear on disturbed sites and its fronds may redden over the winter.


          
            Retrieved from " http://en.wikipedia.org/wiki/Fern"
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        Fertile Crescent


        
          

          The Fertile Crescent (Arabic,الهلال الخصيب )is a historical crescent-shape region in the Middle East incorporating the Levant, Ancient Mesopotamia, and Ancient Egypt. The term "Fertile Crescent" was coined by University of Chicago archaeologist James Henry Breasted.


          Watered by the Nile, Jordan, Euphrates and Tigris rivers and covering some 400-500,000 square kilometers, the region extends from the eastern shore of the Mediterranean Sea around the north of the Syrian Desert and through the Jazirah and Mesopotamia to the Persian Gulf. These areas correspond to the present-day Egypt, Israel, West Bank, Gaza strip, and Lebanon and parts of Jordan, Syria, Iraq, south-eastern Turkey and south-western Iran. The population of the Nile River Basin is about 70 million, the Jordan River Basin about 20 million, and the Tigris and Euphrates Basins about 30 million, giving the present-day Fertile Crescent a total population of approximately 120 million, or at least a quarter of the population of the Middle East.


          
            [image: This map shows the extent of the Fertile Crescent.]

            
              This map shows the extent of the Fertile Crescent.
            

          


          The Fertile Crescent has an impressive record of past human activity. As well as possessing many sites with the skeletal and cultural remains of both pre-modern and early modern humans (e.g. at Kebara Cave in Israel), later Pleistocene hunter-gatherers and Epipalaeolithic semi-sedentary hunter-gatherers (the Natufians), this area is most famous for its sites related to the origins of agriculture. The western zone around the Jordan and upper Euphrates rivers gave rise to the first known Neolithic farming settlements (referred to as Pre-Pottery Neolithic A ( PPNA)), which date to around 9,000 BCE (and includes sites such as Jericho). This region, alongside Mesopotamia (which lies to the east of the Fertile Crescent, between the rivers Tigris and Euphrates), also saw the emergence of early complex societies during the succeeding Bronze Age. There is also early evidence from this region for writing, and the formation of state-level societies. This has earned the region the nickname "The Cradle of Civilisation."


          Since the Bronze Age, the region's natural fertility has been greatly extended by irrigation works, upon which much of its agricultural production continues to depend. The last two millennia have seen repeated cycles of decline and recovery as past works have fallen into disrepair through the replacement of states, to be replaced under their successors. Another ongoing problem has been salination  the seepage of salt water into irrigated farmland.


          As crucial as rivers were to the rise of civilisation in the Fertile Crescent, they were not the only factor in the area's precocity. The Fertile Crescent had a climate which encouraged the evolution of many annual plants, which produce more edible seeds than perennial plants, and the region's dramatic variety of elevation gave rise to many species of edible plants for early experiments in cultivation. Most importantly, the Fertile Crescent possessed the wild progenitors of the eight Neolithic founder crops important in early agriculture (i.e. wild progenitors to emmer wheat, einkorn, barley, flax, chick pea, pea, lentil, bitter vetch), and four of the five most important species of domesticated animals  cows, goats, sheep, and pigs  and the fifth species, the horse, lived nearby. These considerations are a major area of focus and analysis in the book Guns, Germs, and Steel.


          In the contemporary era, river waters remain a potential source of friction in the region. The Jordan lies on the borders of Israel, the kingdom of Jordan and the areas administered by the Palestinian Authority. Turkey and Syria each control about a quarter of the length of the Euphrates, on whose lower reaches Iraq is still heavily dependent.
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              Spreading manure, an organic fertilizer
            

          


          Fertilizers ( also spelled fertiliser) are chemical compounds given to plants to promote growth; they are usually applied either through the soil, for uptake by plant roots, or by foliar feeding, for uptake through leaves. Fertilizers can be organic (composed of organic matter), or inorganic (made of simple, inorganic chemicals or minerals). They can be naturally occurring compounds such as peat or mineral deposits, or manufactured through natural processes (such as composting) or chemical processes (such as the Haber process). These chemical compounds leave lawns, gardens, and soils looking beautiful as they are given different essential nutrients that encourage plant growth.


          They typically provide, in varying proportions, the three major plant nutrients (nitrogen, phosphorus, potassium: N-P-K), the secondary plant nutrients (calcium, sulfur, magnesium) and sometimes trace elements (or micronutrients) with a role in plant or animal nutrition: boron, chlorine, manganese, iron, zinc, copper, molybdenum and (in some countries) selenium.


          Both organic and inorganic fertilizers were called "manures" derived from the French expression for manual tillage, but this term is now mostly restricted to organic manure.


          Though nitrogen is plentiful in the earth's atmosphere, relatively few plants engage in nitrogen fixation (conversion of atmospheric nitrogen to a biologically useful form). Most plants thus require nitrogen compounds to be present in the soil in which they grow.


          


          History


          While manure, cinder and ironmaking slag have been used to improve crops for centuries, the use of fertilizers is arguably one of the great innovations of the Agricultural Revolution of the 19th Century.


          


          Key people


          In the 1730s, Viscount Charles Townshend (16741738) first studied the improving effects of the four crop rotation system that he had observed in use in Flanders. For this he gained the nickname of Turnip Townshend.


          Chemist Justus von Liebig (18031883) contributed greatly to the advancement in the understanding of plant nutrition. His influential works first denounced the vitalist theory of humus, arguing first the importance of ammonia, and later the importance of inorganic minerals. Primarily his work succeeded in setting out questions for agricultural science to address over the next 50 years. In England he attempted to implement his theories commercially through a fertilizer created by treating phosphate of lime in bone meal with sulfuric acid. Although it was much less expensive than the guano that was used at the time, it failed because it was not able to be properly absorbed by crops.


          At that time in England, Sir John Bennet Lawes (18141900) was experimenting with crops and manures at his farm at Harpenden and was able to produce a practical superphosphate in 1842 from the phosphates in rock and coprolites. Encouraged, he employed Sir Joseph Henry Gilbert, who had studied under Liebig at the University of Giessen, as director of research. To this day, the Rothamsted research station that they founded still investigates the impact of inorganic and organic fertilizers on crop yields.


          In France, Jean Baptiste Boussingault (18021887) pointed out that the amount of nitrogen in various kinds of fertilizers is important.


          Metallurgists Percy Gilchrist (18511935) and Sidney Gilchrist Thomas (18501885) invented the Thomas-Gilchrist converter, which enabled the use of high phosphorus acidic Continental ores for steelmaking. The dolomite lime lining of the converter turned in time into calcium phosphate, which could be used as fertilizer known as Thomas-phosphate.


          In the early decades of the 20th Century, the Nobel prize-winning chemists Carl Bosch of IG Farben and Fritz Haber developed the process that enabled nitrogen to be cheaply synthesised into ammonia, for subsequent oxidisation into nitrates and nitrites.


          In 1927 Erling Johnson developed an industrial method for producing nitrophosphate, also known as the Odda process after his Odda Smelteverk of Norway. The process involved acidifying phosphate rock (from Nauru and Banaba Islands in the southern Pacific Ocean) with nitric acid to produce phosphoric acid and calcium nitrate which, once neutralized, could be used as a nitrogen fertilizer.


          


          Industry


          The Englishmen James Fison, Edward Packard, Thomas Hadfield and the Prentice brothers each founded companies in the early 19th century to create fertilizers from bonemeal. The developing sciences of chemistry and Paleontology, combined with the discovery of coprolites in commercial quantities in East Anglia, led Fisons and Packard to develop sulfuric acid and fertilizer plants at Bramford, and Snape, Suffolk in the 1850s to create superphosphates, which were shipped around the world from the port at Ipswich. By 1870 there were about 80 factories making superphosphate. After World War I these businesses came under financial pressure through new competition from guano, primarily found on the Pacific islands, as their extraction and distribution had become economically attractive.


          The interwar period saw innovative competition from Imperial Chemical Industries who developed synthetic ammonium sulfate in 1923, Nitro-chalk in 1927, and a more concentrated and economical fertilizer called CCF based on ammonium phosphate in 1931. Competition was limited as ICI ensured it controlled most of the world's ammonium sulfate supplies. Other European and North American fertilizer companies developed their market share, forcing the English pioneer companies to merge, becoming Fisons, Packard, and Prentice Ltd. in 1929. Together they were producing 85,000 tonnes of superphosphate per annum by 1934 from their new factory and deep-water docks in Ipswich. By World War II they had acquired about 40 companies, including Hadfields in 1935, and two years later the large Anglo-Continental Guano Works, founded in 1917.


          The post-war environment was characterized by much higher production levels as a result of the " Green Revolution" and new types of seed with increased nitrogen-absorbing potential, notably the high-response varieties of maize, wheat, and rice. This has accompanied the development of strong national competition, accusations of cartels and supply monopolies, and ultimately another wave of mergers and acquisitions. The original names no longer exist other than as holding companies or brand names: Fisons and ICI agrochemicals are part of today's Yara International and AstraZeneca companies.


          


          Inorganic fertilizers (mineral fertilizer)


          Naturally occurring inorganic fertilizers include Chilean sodium nitrate, mined rock phosphate, and limestone (a calcium source).


          


          Macronutrients and micronutrients


          Fertilizers can be divided into macronutrients or micronutrients based on their concentrations in plant dry matter. There are six macronutrients: nitrogen, phosphorus, and potassium, often termed "primary macronutrients" because their availability is usually managed with NPK fertilizers, and the "secondary macronutrients"  calcium, magnesium, and sulfur  which are required in roughly similar quantities but whose availability is often managed as part of liming and manuring practices rather than fertilizers. The macronutrients are consumed in larger quantities and normally present as a whole number or tenths of percentages in plant tissues (on a dry matter weight basis). There are many micronutrients, required in concentrations ranging from 5 to 100 parts per million (ppm) by mass. Plant micronutrients include iron (Fe), manganese (Mn), boron (B), copper (Cu), molybdenum (Mo), nickel (Ni), chlorine (Cl), and zinc (Zn).
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          Macronutrient fertilizers


          Synthesized materials are also called artificial, and may be described as straight, where the product predominantly contains the three primary ingredients of nitrogen (N), phosphorus (P), and potassium (K), which are known as N-P-K fertilizers or compound fertilizers when elements are mixed intentionally. They are named or labeled according to the content of these three elements, which are macronutrients. The mass fraction (percent) nitrogen is reported directly. However, phosphorus is reported as phosphorus pentoxide (P2O5), the anhydride of phosphoric acid, and potassium is reported as potassium oxide (K2O), which is the anhydride of potassium hydroxide. Fertilizer composition is expressed in this fashion for historical reasons in the way it was analyzed (conversion to ash for P and K); this practice dates back to Justus von Liebig (see more below). Consequently, an 18-51-20 fertilizer would have 18% nitrogen as N, 51% phosphorus as P2O5, and 20% potassium as K2O, The other 11% is known as ballast and may or may not be valuable to the plants, depending on what is used as ballast. Although analyses are no longer carried out by ashing first, the naming convention remains. If nitrogen is the main element, they are often described as nitrogen fertilizers.


          In general, the mass fraction (percentage) of elemental phosphorus, [P] = 0.436 x [P2O5]


          and the mass fraction (percentage) of elemental potassium, [K] = 0.83 x [K2O]


          (These conversion factors are mandatory under the UK fertilizer-labelling regulations if elemental values are declared in addition to the N-P-K declaration.)


          An 185120 fertilizer therefore contains, by weight, 18% elemental nitrogen (N), 22% elemental phosphorus (P) and 16% elemental potassium (K).


          B5A fertilizer is a macronutritient fertilizer.


          


          Agricultural versus horticultural


          In general, agricultural fertilizers contain only 1 or 2 macronutrients. Agricultural fertilizers are intended to be applied infrequently and normally prior to or alongside seeding. Examples of agricultural fertilizers are granular triple superphosphate, potassium chloride, urea, and anhydrous ammonia. The commodity nature of fertilizer, combined with the high cost of shipping, leads to use of locally available materials or those from the closest/cheapest source, which may vary with factors affecting transportation by rail, ship, or truck. In other words, a particular nitrogen source may be very popular in one part of the country while another is very popular in another geographic region only due to factors unrelated to agronomic concerns.


          Horticultural or specialty fertilizers, on the other hand, are formulated from many of the same compounds and some others to produce well-balanced fertilizers that also contain micronutrients. Some materials, such as ammonium nitrate, are used minimally in large scale production farming. The 18-51-20 example above is a horticultural fertilizer formulated with high phosphorus to promote bloom development in ornamental flowers. Horticultural fertilizers may be water-soluble (instant release) or relatively insoluble (controlled release). Controlled release fertilizers are also referred to as sustained release or timed release. Many controlled release fertilizers are intended to be applied approximately every 3-6 months, depending on watering, growth rates, and other conditions, whereas water-soluble fertilizers must be applied at least every 1-2 weeks and can be applied as often as every watering if sufficiently dilute. Unlike agricultural fertilizers, horticultural fertilizers are marketed directly to consumers and become part of retail product distribution lines.


          


          Nitrogen fertilizer


          
            
              Major users of nitrogen-based fertilizer
            

            
              	Country

              	
                Total N consumption

                (Mt pa)

              

              	
                of which used

                for feed & pasture

              
            


            
              	USA

              	9.1

              	4.7
            


            
              	China

              	18.7

              	3.0
            


            
              	France

              	2.5

              	1.3
            


            
              	Germany

              	2.0

              	1.2
            


            
              	Canada

              	1.6

              	0.9
            


            
              	UK

              	1.3

              	0.9
            


            
              	Brazil

              	1.7

              	0.7
            


            
              	Spain

              	1.2

              	0.5
            


            
              	Mexico

              	1.3

              	0.3
            


            
              	Turkey

              	1.5

              	0.3
            


            
              	Argentina

              	0.4

              	0.1
            

          


          Nitrogen fertilizer is often synthesized using the Haber-Bosch process, which produces ammonia. This ammonia is applied directly to the soil or used to produce other compounds, notably ammonium nitrate and urea, both dry, concentrated products that may be used as fertilizer materials or mixed with water to form a concentrated liquid nitrogen fertilizer, UAN. Ammonia can also be used in the Odda Process in combination with rock phosphate and potassium fertilizer to produce compound fertilizers such as 10-10-10 or 15-15-15.


          The production of ammonia currently consumes about 5% of global natural gas consumption, which is somewhat under 2% of world energy production. Natural gas is overwhelmingly used for the production of ammonia, but other energy sources, together with a hydrogen source, can be used for the production of nitrogen compounds suitable for fertilizers. The cost of natural gas makes up about 90% of the cost of producing ammonia. The price increases in natural gas in the past decade, among other factors such as increasing demand, have contributed to an increase in fertilizer price.


          Nitrogen-based fertilizers are most commonly used to treat fields used for growing maize, followed by barley, sorghum, rapeseed, soyabean and sunflower.


          


          Health and sustainability issues


          Inorganic fertilizers sometimes do not replace trace mineral elements in the soil which become gradually depleted by crops grown there. This has been linked to studies which have shown a marked fall (up to 75%) in the quantities of such minerals present in fruit and vegetables. One exception to this is in Western Australia where deficiencies of zinc, copper, manganese, iron and molybdenum were identified as limiting the growth of crops and pastures in the 1940s and 1950s. Soils in Western Australia are very old, highly weathered and deficient in many of the major nutrients and trace elements. Since this time these trace elements are routinely added to inorganic fertilizers used in agriculture in this state.


          In many countries there is the public perception that inorganic fertilizers "poison the soil" and result in "low quality" produce. However, there is very little (if any) scientific evidence to support these views. When used appropriately, inorganic fertilizers enhance plant growth, the accumulation of organic matter and the biological activity of the soil, preventing overgrazing and soil erosion. The nutritional value of plants for human and animal consumption is typically improved when inorganic fertilizers are used appropriately.


          There are concerns though about arsenic, cadmium and uranium accumulating in fields treated with phosphate fertilizers. The phosphate minerals contain trace amounts of these elements and if no cleaning step is applied after mining the continuous use of phosphate fertilizers leads towards an accumulation of these elements in the soil. Eventually these can build up to unacceptable levels and get into the produce. (See cadmium poisoning.)


          Another problem with inorganic fertilizers is that they are presently produced in ways which cannot be continued indefinitely. Potassium and phosphorus come from mines (or from saline lakes such as the Dead Sea in the case of potassium fertilizers) and resources are limited. Nitrogen is unlimited, but nitrogen fertilizers are presently made using fossil fuels such as natural gas. Theoretically fertilizers could be made from sea water or atmospheric nitrogen using renewable energy, but doing so would require huge investment and is not competitive with today's unsustainable methods. Innovative thermal depolymerization biofuel schemes are trialling the production of byproducts with 9% nitrogen fertilizer sourced from organic waste


          


          Organic fertilizers
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          Naturally occurring organic fertilizers include manure, slurry, worm castings, peat, seaweed, sewage , and guano. Green manure crops are also grown to add nutrients to the soil. Naturally occurring minerals such as mine rock phosphate, sulfate of potash and limestone are also considered Organic Fertilizers.


          Manufactured organic fertilizers include compost, bloodmeal, bone meal and seaweed extracts. Other examples are natural enzyme digested proteins, fish meal, and feather meal.


          The decomposing crop residue from prior years is another source of fertility. Though not strictly considered "fertilizer", the distinction seems more a matter of words than reality.


          Biomineral soil management, a total mineral and biological concept evolved by the South Australian Geomite company, utilizes the interaction of an 'insoluble' minerals base with specific micro-organisms to provide nutrition, structure and enhanced biology in soils. It proposes that plants feed by releasing root exudates of precise chemical composition to activate those soil fungi and bacteria which will solubilize elements required by the plant at that time. The exudate composition varies throughout the life of the plant, and any stresses imposed upon it result in further compensatory changes - in essence, the plant practises self medication. The term 'nature's smorgasbord' was coined to explain this process. It provides a possible explanation for the prevalence of pest and disease attack in crops fertilized by chemical means - applied soluble fertilizer masks the 'smorgasbord' process, eliminating correct nutrition.


          Some ambiguity in the usage of the term 'organic' exists because some of synthetic fertilizers, such as urea and urea formaldehyde, are fully organic in the sense of organic chemistry. In fact, it would be difficult to chemically distinguish between urea of biological origin and that produced synthetically. On the other hand, some fertilizer materials commonly approved for organic agriculture, such as powdered limestone, mined rock phosphate and Chilean saltpeter, are inorganic in the use of the term by chemistry.


          


          Risks of fertilizer use


          The problem of over-fertilization is primarily associated with the use of artificial fertilizers, because of the massive quantities applied and the destructive nature of chemical fertilizers on soil nutrient holding structures. The high solubilities of chemical fertilizers also exacerbate their tendency to degrade ecosystems, particularly through eutrophication.


          Storage and application of some nitrogen fertilizers in some weather or soil conditions can cause emissions of the greenhouse gas nitrous oxide (N2O). Ammonia gas (NH3) may be emitted following application of inorganic fertilizers, or manure or slurry. Besides supplying nitrogen, ammonia can also increase soil acidity (lower pH, or "souring"). Excessive nitrogen fertilizer applications can also lead to pest problems by increasing the birth rate, longevity and overall fitness of certain pests.


          The concentration of up to 100 mg/kg of cadmium in phosphate minerals (for example, minerals from Nauru and the Christmas islands) increases the contamination of soil with cadmium, for example in New Zealand. Uranium is another example of a contaminant often found in phosphate fertilizers.


          For these reasons, it is recommended that knowledge of the nutrient content of the soil and nutrient requirements of the crop are carefully balanced with application of nutrients in inorganic fertilizer especially. This process is called nutrient budgeting. By careful monitoring of soil conditions, farmers can avoid wasting expensive fertilizers, and also avoid the potential costs of cleaning up any pollution created as a byproduct of their farming.


          It is also possible to over-apply organic fertilizers; however, their nutrient content, their solubility, and their release rates are typically much lower than chemical fertilizers. By their nature, most organic fertilizers also provide increased physical and biological storage mechanisms to soils, which tend to mitigate their risks.


          


          Global issues


          The growth of the world's population to its current figure has only been possible through intensification of agriculture associated with the use of fertilizers. There is an impact on the sustainable consumption of other global resources as a consequence.


          The use of fertilizers on a global scale emits significant quantities of greenhouse gas into the atmosphere. Emissions come about through the use of:


          
            	animal manures and urea, which release methane, nitrous oxide, ammonia, and carbon dioxide in varying quantities depending on their form (solid or liquid) and management (collection, storage, spreading)


            	fertilizers that use nitric acid or ammonium bicarbonate, the production and application of which results in emissions of nitrogen oxides, nitrous oxide, ammonia and carbon dioxide into the atmosphere.

          


          By changing processes and procedures, it is possible to mitigate some, but not all, of these effects on anthropogenic climate change.
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          Fetal Alcohol Spectrum Disorders (FASD) describes a continuum of permanent birth defects caused by maternal consumption of alcohol during pregnancy, which includes, but is not limited to Fetal alcohol syndrome (FAS).


          Over time, as it became apparent through research and clinical experience that a range of effects (including physical, behavioural, and cognitive) could arise from prenatal alcohol exposure, the term Fetal Alcohol Spectrum Disorders, or FASD, was developed to include Fetal alcohol syndrome (FAS) as well as other conditions resulting from prenatal alcohol exposure. There are a number of other subtypes with evolving nomenclature and definitions based on partial expressions of FAS, including Partial Fetal Alcohol Syndrome (PFAS), Alcohol-Related Neurodevelopmental Disorder (ARND), Alcohol-Related Birth Defects (ARBD), and Fetal Alcohol Effect (FAE).


          The term Fetal Alcohol Spectrum Disorders is not in itself a clinical diagnosis but describes the full range of disabilities that may result from prenatal alcohol exposure. Currently, Fetal Alcohol Syndrome (FAS) is the only expression of prenatal alcohol exposure that is defined by the International Statistical Classification of Diseases and Related Health Problems and assigned ICD-9 and ICD-10 diagnoses.


          


          Diagnostic systems


          Since the original syndrome of Fetal Alcohol Syndrome (FAS) was reported in 1973, four FASD diagnostic systems that diagnose FAS and other FASD conditions have been developed in North America:


          
            	The Institute of Medicine's guidelines for FAS, the first system to standardize diagnoses of individuals with prenatal alcohol exposure,


            	The University of Washington's "The 4-Digit Diagnostic Code," which ranks the four key features of FASD on a Likert scale of one to four and yields 256 descriptive codes that can be categorized into 22 distinct clinical categories, ranging from FAS to no findings,


            	The Centers for Disease Control's "Fetal Alcohol Syndrome: Guidelines for Referral and Diagnosis," which established general consensus on the diagnosis FAS in the U.S. but deferred addressing other FASD conditions, and


            	Canadian guidelines for FASD diagnoses, which established criteria for diagnosing FASD in Canada and harmonized most differences between the IOM and University of Washington's systems.

          


          Each diagnostic system requires that a complete FASD evaluation include assessment of the four key features of FASD, described below. A positive finding on all four features is required for a diagnosis of FAS, the first diagnosable condition of FASD that was discovered. However, prenatal alcohol exposure and central nervous system damage are the critical elements of the spectrum of FASD, and a positive finding in these two features is sufficient for an FASD diagnosis that is not "full-blown FAS." Diagnoses are described in a following section.


          


          Key features of FASD


          Each of the key features of FASD can vary widely within one individual exposed to prenatal alcohol. While consensus exists for the definition and diagnosis of FAS across diagnostic systems, minor variations among the systems lead to differences in definitions and diagnostic cut-off criteria for other disgnoses across the FASD continuum. (The central nervous system (CNS) damage criteria particularly lack clear consensus.) A working knowledge of the key features is helpful in understanding FASD diagnoses and conditions, and each are reviewed with attention to similarities and differences across the four diagnostic systems.


          


          Growth deficiency


          In terms of FASD, growth deficiency is defined as significantly below average height, weight or both due to prenatal alcohol exposure, and can be assessed at any point in the lifespan. Growth measurements must be adjusted for parental height, gestational age (for a premature infant), and other postnatal insults (e.g., poor nutrition), although birth height and weight are the preferred measurements. Deficiencies are documented when height or weight falls at or below the 10th percentile of standardized growth charts appropriate to the patient's population.


          Criteria for FASD are least specific in the IOM diagnostic system ("low birth weight..., decelerating weight not due to nutrition..., [or] disproportional low weight to height" p.4 of executive summary), while the CDC and Canadian guidelines use the 10th percentile as a cut-off to determine growth deficiency. The "4-Digit Diagnostic Code" allows for mid-range gradations in growth deficiency (between the 3rd and 10th percentiles) and severe growth deficiency at or below the 3rd percentile. Growth deficiency (at severe, moderate, or mild levels) contributes to diagnoses of FAS and PFAS, but not ARND or static encephalopathy.


          Growth deficiency is ranked as follows by the "4-Digit Diagnostic Code:"


          
            	Severe - Height and weight at or below the 3rd percentile.


            	Moderate - Either height or weight at or below the 3rd percentile, but not both.


            	Mild - Either height or weight or both between the 3rd and 10th percentiles.


            	None - Height and weight both above the 10th percentile.

          


          In the initial studies that discovered FAS, growth deficiency was a requirement for inclusion in the studies; thus, all the original patients with FAS had growth deficiency as an artifact of sampling characteristics used to establish criteria for the syndrome. That is, growth deficiency is a key feature of FASD because growth deficiency was a criterion for inclusion in the original study that determined the definition of FAS. This reinforces assertions that growth deficiency and FAS facial features are less critical for understanding the disability of FASD than the neurobehavioral sequelae to the brain damage.


          


          FAS facial features


          Several characteristic craniofacial abnormalities are visible in individuals with FAS, but these may be mild or even non-existent in other FASD conditions.


          Refinements in diagnostic criteria since 1975 have yielded three distinctive and diagnostically significant facial features known to result from prenatal alcohol exposure and distinguishes FAS from other disorders with partially overlapping characteristics. The three FAS facial features are:


          
            	A smooth philtrum - The divot or groove between the nose and upper lip flattens with increased prenatal alcohol exposure.


            	Thin vermilion - The upper lip thins with increased prenatal alcohol exposure.


            	Small palpebral fissures - Eye width shortens with increased prenatal alcohol exposure.

          


          Measurement of FAS facial features uses criteria developed by the University of Washington. The lip and philtrum are measured by a trained physician with the Lip-Philtrum Guide, a 5-point Likert Scale with representative photographs of lip and philtrum combinations ranging from normal (ranked 1) to severe (ranked 5). Palpebral fissure length (PFL) is measured in millimeters with either calipers or a clear ruler and then compared to a PFL growth chart, also developed by the University of Washington.


          All four diagnostic systems have agreed upon this method for determining FAS facial feature severity rankings. Ranking FAS facial features is complicated because the three separate facial features can be affected independently by prenatal alcohol.


          


          Central nervous system damage


          Central nervous system (CNS) damage is the primary key feature of any FASD diagnosis. Prenatal alcohol exposure, a teratogen, can damage the brain across a continuum of gross to subtle impairments, depending on the amount, timing, and frequency of the exposure as well as genetic predispositions of the fetus and mother. While functional abnormalities are the behavioural and cognitive expressions of the FASD disability, CNS damage can be assessed in three areas: structural, neurological, and functional impairments.


          All four diagnostic systems allow for assessment of CNS damage in these areas, but criteria vary. The IOM system requires structural or neurological impairment for a diagnosis of FAS, but also allows a "complex pattern" of functional anomalies for diagnosing PFAS and ARND. The "4-Digit Diagnostic Code" and CDC guidelines allow for a positive CNS finding in any of the three areas for any FASD diagnosis, but functional anomalies must measure at two standard deviations or worse in three or more functional domains for a diagnoses of FAS, PFAS, and ARND. The "4-Digit Diagnostic Code" also allows for an FASD diagnosis when only two functional domains are measured at two standard deviations or worse. The "4-Digit Diagnostic Code" further elaborates the degree of CNS damage according to four ranks:


          
            	Definite - Structural impairments or neurological impairments for FAS or static encephalopathy.


            	Probable - Significant dysfunction of two standard deviations or worse in three or more functional domains.


            	Possible - Mild to moderate dysfunction of two standard deviations or worse in one or two functional domains or by judgment of the clinical evaluation team that CNS damage cannot be dismissed.


            	Unlikely - No evidence of CNS damage.

          


          


          Structural


          Structural abnormalities of the brain are observable, physical damage to the brain or brain structures caused by prenatal alcohol exposure. Structural impairments may include microcephaly (small head size) of two or more standard deviations below the average, or other abnormalities in brain structure (e.g., agenesis of the corpus callosum, cerebellar hypoplasia).


          Microcephaly is determined by comparing head circumference (often called occipitofrontal circumference, or OFC) to appropriate OFC growth charts. Other structural impairments must be observed through medical imaging techniques by a trained physician. Because imaging procedures are expensive and relatively inaccessible to most patients, diagnosis of FASD is not frequently made via structural impairments except for microcephaly.


          


          Neurological


          When structural impairments are not observable or do not exist, neurological impairments are assessed. In the context of FASD, neurological impairments are caused by prenatal alcohol exposure which causes general neurological damage to the central nervous system (CNS), the peripheral nervous system, or the autonomic nervous system. A determination of a neurological problem must be made by a trained physician, and must not be due to a postnatal insult, such as a high fever, concussion, traumatic brain injury, etc.


          All four diagnostic systems show virtual agreement on their criteria for CNS damage at the neurological level, and evidence of a CNS neurological impairment due to prenatal alcohol exposure will result in a diagnosis of FAS or PFAS, and functional impairments are highly likely.


          Neurological problems are expressed as either hard signs, or diagnosable disorders, such as epilepsy or other seizure disorders, or soft signs. Soft signs are broader, nonspecific neurological impairments, or symptoms, such as impaired fine motor skills, neurosensory hearing loss, poor gait, clumsiness, poor eye-hand coordination, or sensory integration dysfunction. Many soft signs have norm-referenced criteria, while others are determined through clinical judgment.


          


          Functional


          When structural or neurological impairments are not observed, all four diagnostic systems allow CNS damage due to prenatal alcohol exposure to be assessed in terms of functional impairments. Functional impairments are deficits, problems, delays, or abnormalities due to prenatal alcohol exposure (rather than hereditary causes or postnatal insults) in observable and measurable domains related to daily functioning, often referred to as developmental disabilities. There is no consensus on a specific pattern of functional impairments due to prenatal alcohol exposure and only CDC guidelines label developmental delays as such, so criteria (and FASD diagnoses) vary somewhat across diagnostic systems.


          The four diagnostic systems list various CNS domains that can qualify for functional impairment that can determine an FASD diagnosis:


          
            	Evidence of a complex pattern of behaviour or cognitive abnormalities inconsistent with developmental level in the following CNS domains - Sufficient for a PFAS or ARND diagnosis using IOM guidelines

              
                	Learning disabilities, academic achievement, impulse control, social perception, communication, abstraction, math skills, memory, attention, judgment

              

            


            	Performance at two or more standard deviations on standardized testing in three or more of the following CNS domains - Sufficient for an FAS, PFAS or static encephalopathy diagnosis using 4-Digit Diagnostic Code

              
                	Executive functioning, memory, cognition, social/adaptive skills, academic achievement, language, motor skills, attention, activity level

              

            


            	General cognitive deficits (e.g., IQ) at or below the 3rd percentile on standardized testing - Sufficient for an FAS diagnosis using CDC guidelines


            	Performance at or below the 16th percentile on standardized testing in three or more of the following CNS domains - Sufficient for an FAS diagnosis using CDC guidelines

              
                	Cognition, executive functioning, motor functioning, attention and hyperactive problems, social skills, sensory problems, social communication, memory, difficulties responding to common parenting practices

              

            


            	Performance at two or more standard deviations on standardized testing in three or more of the following CNS domains - Sufficient for an FAS diagnosis using Canadian guidelines

              
                	Cognition, communication, academic achievement, memory, executive functioning, adaptive behaviour, social skills, social communication

              

            

          


          


          Ten Brain Domains


          A recent effort to standardize assessment of functional CNS damage has been suggested by an experienced FASD diagnostic team in Minnesota. The proposed framework attempts to harmonize IOM, 4-Digit Diagnostic Code, CDC, and Canadian guidelines for measuring CNS damage viz-a-viz FASD evaluations and diagnosis. The standardized approach is referred to as the Ten Brain Domains and encompasses aspects of all four diagnostic systems' recommendations for assessing CNS damage due to prenatal alcohol exposure. The framework provides clear definitions of brain dysfunction, specifies empirical data needed for accurate diagnosis, and defines intervention considerations that address the complex nature of FASD with the intention to avoid common secondary disabilities.


          The proposed Ten Brain Domains include:


          
            	Achievement, adaptive behaviour, attention, cognition, executive functioning, language, memory, motor skills, sensory integration or soft neurological problems, social communication

          


          The Fetal Alcohol Diagnostic Program (FADP) uses unpublished Minnesota state criteria of performance at 1.5 or more standard deviations on standardized testing in three or more of the Ten Brain Domains to determine CNS damage. However, the Ten Brain Domains are easily incorporated into any of the four diagnostic systems' CNS damage criteria, as the framework only proposes the domains, rather than the cut-off criteria for FASD.


          


          Prenatal alcohol exposure


          Prenatal alcohol exposure is determined by interview of the biological mother or other family members knowledgeable of the mother's alcohol use during the pregnancy (if available), prenatal health records (if available), and review of available birth records, court records (if applicable), chemical dependency treatment records (if applicable), or other reliable sources.


          Exposure level is assessed as Confirmed Exposure, Unknown Exposure, and Confirmed Absence of Exposure by the IOM, CDC and Canadian diagnostic systems. The "4-Digit Diagnostic Code" further distinguishes confirmed exposure as High Risk and Some Risk:


          
            	High Risk - Confirmed use of alcohol during pregnancy known to be at high blood alcohol levels (100mg/dL or greater) delivered at least weekly in early pregnancy.


            	Some Risk - Confirmed use of alcohol during pregnancy with use less than High Risk or unknown usage patterns.


            	Unknown Risk - Unknown use of alcohol during pregnancy.


            	No Risk - Confirmed absence of prenatal alcohol exposure.

          


          


          Confirmed exposure


          Amount, frequency, and timing of prenatal alcohol use can dramatically impact the other three key features of FASD. While consensus exists that alcohol is a teratogen, there is no clear consensus as to what level of exposure is toxic.


          "The 4-Digit Diagnostic Code" ranking system distinguishes between levels of prenatal alcohol exposure as High Risk and Some Risk. It operationalizes high risk exposure as a blood alcohol concentration (BAC) greater than 100mg/dL delivered at least weekly in early pregnancy. This BAC level is typically reached by a 55kg female drinking six to eight beers in one sitting.


          


          Unknown exposure


          For many adopted or adult patients and children in foster care, records or other reliable sources may not be available for review. Reporting alcohol use during pregnancy can also be stigmatizing to birth mothers, especially if alcohol use is ongoing. In these cases, all diagnostic systems use an unknown prenatal alcohol exposure designation. A diagnosis of FAS is still possible with an unknown exposure level if other key features of FASD are present at clinical levels.


          


          Confirmed absence of exposure


          Confirmed absence of exposure would apply to planned pregnancies in which no alcohol was used or pregnancies of women who do not use alcohol or report no use during the pregnancy. This designation is relatively rare, as most patients presenting for an FASD evaluation are at least suspected to have had a prenatal alcohol exposure due to presence of other key features of FASD.


          


          Diagnosis


          While the four diagnostic systems essentially agree on criteria for Fetal Alcohol Syndrome (FAS), there are still differences when full criteria for FAS are not met. This has resulted in differing and evolving nomenclature for other conditions across the spectrum of FASD, which may account for such a wide variety of terminology. Most individuals with deficits resulting from prenatal alcohol exposure do not express all features of FAS and fall into other FASD conditions. The Canadian guidelines recommend the assessment and descriptive approach of the "4-Digit Diagnostic Code" for each key feature of FASD and the terminology of the IOM in diagnostic categories, excepting ARBD.


          Fetal Alcohol Syndrome or FAS is the only expression of FASD that has garnered consensus among experts to become an official ICD-9 and ICD-10 diagnosis. To make this diagnosis or determine any FASD condition, a multi-disciplinary evaluation is necessary to assess each of the four key features for assessment. Generally, a trained physician will determine growth deficiency and FAS facial features. While a qualified physician may also assess central nervous system structural abnormalities and/or neurological problems, usually central nervous system damage is determined through psychological, speech-language, and occupational therapy assessments to ascertain clinically significant impairments in three or more of the Ten Brain Domains. Prenatal alcohol exposure risk may be assessed by a qualified physician, psychologist, social worker, or chemical health counselor. These professionals work together as a team to assess and interpret data of each key feature for assessment and develop an integrative, multi-disciplinary report to diagnose FAS (or other FASD conditions) in an individual.


          


          Other FASD diagnoses


          Other FASD conditions are partial expressions of FAS, and here the terminology shows less consensus across diagnostic systems, which has led to some confusion for clinicians and patients. A key point to remember is that other FASD conditions may create disabilities similar to FAS if the key area of central nervous system damage shows clinical deficits in two or more of the Ten Brain Domains. Essentially, growth deficiency and/or FAS facial features may be mild or nonexistent in other FASD conditions, but clinically significant brain damage of the central nervous system is present. In these other FASD conditions, an individual may be at greater risk for adverse outcomes because brain damage is present without associated visual cues of poor growth or the "FAS face" that might ordinarily trigger an FASD evaluation. Such individuals may be misdiagnosed with primary mental health disorders such as ADHD or Oppositional Defiance Disorder without appreciation that brain damage is the underlying cause of these disorders, which requires a different treatment paradigm than typical mental health disorders. While other FASD conditions may not yet be included as an ICD or DSM-IV-TR diagnosis, they nonetheless pose significant impairment in functional behaviour because of underlying brain damage.


          


          Partial FAS (PFAS)


          Previously known as Atypical FAS in the 1997 edition of the "4-Digit Diagnostic Code," patients with Partial Fetal Alcohol Syndrome have a confirmed history of prenatal alcohol exposure, but may lack growth deficiency or the complete facial stigmata. Central nervous system damage is present at the same level as FAS. These individuals have the same functional disabilities but "look" less like FAS.


          The following criteria must be fully met for a diagnosis of Partial FAS:


          
            	Growth deficiency - Growth or height may range from normal to deficient


            	FAS facial features - Two or three FAS facial features present


            	Central nervous system damage - Clinically significant structural, neurological, or functional impairment in three or more of the Ten Brain Domains


            	Prenatal alcohol exposure - Confirmed prenatal alcohol exposure

          


          


          Alcohol-Related Neurodevelopmental Disorder (ARND)


          Alcohol-Related Neurodevelopmental Disorder (ARND) was initially suggested by the Institute of Medicine to replace the term FAE and focus on central nervous system damage, rather than growth deficiency or FAS facial features. The Canadian guidelines also use this diagnosis and the same criteria. While the "4-Digit Diagnostic Code" includes these criteria for three of its diagnostic categories, it refers to this condition as static encephalopathy. The behavioural effects of ARND are not necessarily unique to alcohol however, so use of the term must be within the context of confirmed prenatal alcohol exposure. ARND may be gaining acceptance over the terms FAE and ARBD to describe FASD conditions with central nervous system abnormalities or behavioural or cognitive abnormalities or both due to prenatal alcohol exposure without regard to growth deficiency or FAS facial features.


          The following criteria must be fully met for a diagnosis of ARND or static encephalopathy:


          
            	Growth deficiency - Growth or height may range from normal to minimally deficient


            	FAS facial features - Minimal or no FAS facial features present


            	Central nervous system damage - Clinically significant structural, neurological, or functional impairment in three or more of the Ten Brain Domains


            	Prenatal alcohol exposure - Confirmed prenatal alcohol exposure

          


          


          Fetal Alcohol Effects (FAE)


          This term was initially used in research studies to describe humans and animals in whom teratogenic effects were seen after confirmed prenatal alcohol exposure (or unknown exposure for humans), but without obvious physical anomalies. Smith (1981) described FAE as an "extremely important concept" to highlight the debilitating effects of brain damage, regardless of the growth or facial features. This term has fallen out of favour with clinicians because it was often regarded by the public as a less severe disability than FAS, when in fact its effects can be just as detrimental.


          


          Alcohol-Related Birth Defects (ARBD)


          Formerly known as Possible Fetal Alcohol Effect (PFAE), Alcohol-Related Birth Defects (ARBD) was a term proposed as an alternative to FAE and PFAE The IOM presents ARBD as a list of congenital anomalies that are linked to maternal alcohol use but have no key features of FASD. PFAE and ARBD have fallen out of favour because these anomalies are not necessarily specific to maternal alcohol consumption and are not criteria for diagnosis of FASD. The Canadian guidelines recommend that ARBD should not be used as an umbrella term or diagnostic category for FASD.
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          Fever (also known as pyrexia, from the Greek pyretos meaning fire, or a febrile response, from the Latin word febris, meaning fever, and archaically known as ague) is a frequent medical sign that describes an increase in internal body temperature to levels above normal. Fever is most accurately characterized as a temporary elevation in the body's thermoregulatory set-point, usually by about 12 C.


          Fever differs from hyperthermia. Hyperthermia is an increase in body temperature over the body's thermoregulatory set-point, due to excessive heat production or insufficient thermoregulation, or both. Carl Wunderlich discovered that fever is not a disease but a symptom of disease.


          The elevation in thermoregulatory set-point means that the previous "normal body temperature" is considered hypothermic, and effector mechanisms kick in. The person who is developing the fever has a cold sensation, and an increase in heart rate, muscle tone and shivering attempt to counteract the perceived hypothermia, thereby reaching the new thermoregulatory set-point. A fever is one of the body's mechanisms to try to neutralize the perceived threat inside the body, be it bacterial or viral.


          


          Measurement and normal variation


          
            [image: Normally, a fever is when body temperature is at or over 38 �C (100.4�F).]

            
              Normally, a fever is when body temperature is at or over 38 C (100.4F).
            

          


          When a patient has or is suspected of having a fever, that person's body temperature is measured using a thermometer.


          At a first glance, fever is present if:


          
            	Temperature in the anus (rectum/rectal) or in the ear (otic) is at or over 38.0C (100.4F)


            	Temperature in the mouth (oral) is at or over 37.5 C (99.5 F)


            	Temperature under the arm (axillary) is at or over 37.2 C (99.0 F)

          


          The common oral measurement of normal human body temperature is 36.80.7 C (98.21.3 F). This means that any oral temperature between 36.1 and 37.5 C (96.9 and 99.5 F) is likely to be normal.


          However, there are many variations in normal body temperature, and this needs to be considered when measuring for fever. The values given are for an otherwise healthy, non-fasting adult, dressed comfortably, indoors, in a room that is kept at a normal room temperature (22.7 to 24.4C or 73 to 76 F ) , during the morning, but not shortly after arising from sleep. Furthermore, for oral temperatures, the subject must not have eaten, drunk, or smoked anything in at least the previous fifteen to twenty minutes.


          Body temperature normally fluctuates over the day, with the lowest levels around 4 a.m. and the highest around 6 p.m. (assuming the subject follow the prevalent pattern, i.e, sleeping at nighttime and staying awake during daytime). Therefore, an oral temperature of 37.2 C (99.0 F) would strictly be a fever in the morning, but not in the afternoon. An oral body temperature reading up to 37.5 C (99.5 F) in the early/late afternoon or early/late evening also wouldn't be a fever. Normal body temperature may differ as much as 1.0 F between individuals or from day to day. In women, temperature differs at various points in the menstrual cycle, and this can be used for family planning (although temperature is only one of the variables). Temperature is increased after eating, and psychological factors also influence body temperature.


          There are different locations where temperature can be measured, and these differ in temperature variability. Tympanic membrane thermometers measure radiant heat energy from the tympanic membrane (infrared). These may be very convenient, but may also show more variability.


          Children develop higher temperatures with activities like playing, but this is not fever because their set-point is normal. Elderly patients may have a decreased ability to generate body heat during a fever, so even a low-grade fever can have serious underlying causes in geriatrics.


          


          Mechanism


          Temperature is regulated in the hypothalamus, in response to prostaglandin E2 ( PGE2). PGE2 release, in turn, comes from a trigger, a pyrogen. The hypothalamus generates a response back to the rest of the body, making it increase the temperature set-point.
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              Hyperthermia: Characterized on the left. Normal body temperature (thermoregulatory set-point) is shown in green, while the hyperthermic temperature is shown in red. As can be seen, hyperthermia can be conceptualized as an increase above the thermoregulatory set-point.

              Hypothermia: Characterized in the centre: Normal body temperature is shown in green, while the hypothermic temperature is shown in blue. As can be seen, hypothermia can be conceptualized as a decrease below the thermoregulatory set-point.

              Fever: Characterized on the right: Normal body temperature is shown in green. It reads "New Normal" because the thermoregulatory set-point has risen. This has caused what was the normal body temperature (in blue) to be considered hypothermic.
            

          


          


          Pyrogens


          A pyrogen is a substance that induces fever. These can be either internal ( endogenous) or external ( exogenous). The bacterial substance lipopolysaccharide (LPS) is an example of an exogenous pyrogen. Because exposure to exogenous pyrogens can cause a dangerous reaction, the FDA has set limits on the amount of permissible endotoxin in drugs. Depyrogenation may be achieved through filtration, distillation, chromatography, or inactivation.


          


          Endogenous


          The cytokines (such as interleukin 1) are a part of the innate immune system, produced by phagocytic cells, and cause the increase in the thermoregulatory set-point in the hypothalamus. Other examples of endogenous pyrogens are interleukin 6 (IL-6), and tumor necrosis factor-alpha.


          These cytokine factors are released into general circulation where they migrate to the circumventricular organs of the brain, where the blood-brain barrier is reduced. The cytokine factors bind with endothelial receptors on vessel walls, or interact with local microglial cells. When these cytokine factors bind, they activate the arachidonic acid pathway.


          


          Exogenous


          One model for the mechanism of fever caused by exogenous pyrogens includes LPS, which is a cell wall component of gram-negative bacteria. An immunological protein called lipopolysaccharide-binding protein (LBP) binds to LPS. The LBPLPS complex then binds to the CD14 receptor of a nearby macrophage. This binding results in the synthesis and release of various endogenous cytokine factors, such as interleukin 1 (IL-1), interleukin 6 (IL-6), and the tumor necrosis factor-alpha. In other words, exogenous factors cause release of endogenous factors, which, in turn, activate the arachidonic acid pathway.


          


          PGE2 release


          PGE2 release comes from the arachidonic acid pathway. This pathway (as it relates to fever), is mediated by the enzymes phospholipase A2 (PLA2), cyclooxygenase-2 (COX-2), and prostaglandin E2 synthase. These enzymes ultimately mediate the synthesis and release of PGE2.


          PGE2 is the ultimate mediator of the febrile response. The set-point temperature of the body will remain elevated until PGE2 is no longer present. PGE2 acts on neurons in the preoptic area (POA) through the prostaglandin E receptor 3 (EP3). EP3-expressing neurons in the POA innervate the dorsomedial hypothalamus (DMH), the rostral raphe pallidus nucleus in the medulla oblongata (rRPa) and the paraventricular nucleus of the hypothalamus (PVN). Fever signals sent to the DMH and rRPa lead to stimulation of the sympathetic output system, which evokes non-shivering thermogenesis to produce body heat and skin vasoconstriction to decrease heat loss from the body surface. It is presumed that the innervation from the POA to the PVN mediates the neuroendocrine effects of fever through the pathway involving pituitary gland and various endocrine organs.


          


          Hypothalamus response


          The brain ultimately orchestrates heat effector mechanisms via the autonomic nervous system. These may be:


          
            	Increased heat production by increased muscle tone, shivering and hormones like epinephrine.


            	Prevention of heat loss, such as vasoconstriction.

          


          The autonomic nervous system may also activate brown adipose tissue to produce heat (non-exercise-associated thermogenesis, also known as non-shivering thermogenesis), but this seems mostly important for babies. Increased heart rate and vasoconstriction contribute to increased blood pressure in fever.


          


          Types


          According to one common rule of thumb, fever is generally classified for convenience as:


          
            
              Fever classification
            

            
              	Grade

              	C

              	F
            


            
              	low grade

              	3839

              	100.4102.2
            


            
              	moderate

              	3940

              	102.2104.0
            


            
              	high-grade

              	4042

              	104.0107.6
            


            
              	hyperpyrexia

              	>42

              	>107.6
            

          


          The last is a medical emergency because it approaches the upper limit compatible with human life.


          Most of the time, fever types can not be used to find the underlying cause. However, there are specific fever patterns that may occasionally hint the diagnosis:


          
            	Pel-Ebstein fever: A specific kind of fever associated with Hodgkin's lymphoma, being high for one week and low for the next week and so on. However, there is some debate as to whether this pattern truly exists.


            	Continuous fever: Temperature remains above normal throughout the day and does not fluctuate more than 1C in 24 hours, e.g. lobar pneumonia, typhoid, urinary tract infection, brucellosis, or typhus. Typhoid fever may show a specific fever pattern, with a slow stepwise increase and a high plateau.


            	Intermittent fever: Elevated temperature is present only for some hours of the day and becomes normal for remaining hours, e.g. malaria, kala-azar, pyaemia, or septicemia. In malaria, there may be a fever with a periodicity of 24 hours (quotidian), 48 hours (tertian fever), or 72 hours (quartan fever, indicating Plasmodium malariae). These patterns may be less clear in travelers.


            	Remittent fever: Temperature remains above normal throughout the day and fluctuates more than 1C in 24 hours, e.g. infective endocarditis.

          


          A neutropenic fever, also called febrile neutropenia, is a fever in the absence of normal immune system function. Because of the lack of infection-fighting neutrophils, a bacterial infection can spread rapidly and this fever is therefore usually considered a medical emergency. This kind of fever is more commonly seen in people receiving immune-suppressing chemotherapy than in apparently healthy people.


          Febricula is a mild fever of short duration, of indefinite origin, and without any distinctive pathology.


          


          Causes


          Fever is a common symptom of many medical conditions:


          
            	Infectious disease, e.g. influenza, common cold, HIV, malaria, infectious mononucleosis, or gastroenteritis


            	Various skin inflammations, e.g. boils, pimples, acne, or abscess


            	Immunological diseases, e.g. lupus erythematosus, sarcoidosis, inflammatory bowel diseases


            	Tissue destruction, which can occur in hemolysis, surgery, infarction, crush syndrome, rhabdomyolysis, cerebral hemorrhage, etc.


            	Drug fever

              
                	directly caused by the drug, e.g. lamictal, progesterone, or chemotherapeutics causing tumor necrosis


                	as an adverse reaction to drugs, e.g. antibiotics or sulfa drugs.


                	after drug discontinuation, e.g. heroin or fentanyl withdrawal

              

            


            	Cancers, most commonly renal cancer and leukemia and lymphomas


            	Metabolic disorders, e.g. gout or porphyria


            	Thrombo-embolic processes, e.g. pulmonary embolism or deep venous thrombosis

          


          Persistent fever which cannot be explained after repeated routine clinical inquiries, is called fever of unknown origin.


          


          Usefulness of fever


          There are arguments for and against the usefulness of fever, and the issue is controversial. There are studies using warm-blooded vertebrates and humans in vivo, with some suggesting that they recover more rapidly from infections or critical illness due to fever.


          Theoretically, fever can aid in host defense. There are certainly some important immunological reactions that are sped up by temperature, and some pathogens with strict temperature preferences could be hindered. The overall conclusion seems to be that both aggressive treatment of fever and too little fever control can be detrimental. This depends on the clinical situation, so careful assessment is needed.


          Fevers may be useful to some extent since they allow the body to reach high temperatures, causing an unbearable environment for some pathogens. White blood cells also rapidly proliferate due to the suitable environment and can also help fight off the harmful pathogens and microbes that invaded the body.


          Research has demonstrated that fever has several important functions in the healing process:


          
            	increased mobility of leukocytes


            	enhanced leukocytes phagocytosis


            	endotoxin effects decreased


            	increased proliferation of T Cells


            	enhanced activity of interferon

          


          


          Treatment


          Fever should not necessarily be treated. Fever is an important signal that there's something wrong in the body, and it can be used to govern medical treatment and gauge its effectiveness. Moreover, not all fevers are of infectious origin.


          Even when treatment is not indicated, however, febrile patients are generally advised to keep themselves adequately hydrated, as the dehydration produced by a mild fever can be more dangerous than the fever itself. Water is generally used for this purpose, but there is always a small risk of hyponatremia if the patient drinks too much water. For this reason, some patients drink sports drinks or electrolyte-replacing products designed specifically for this purpose.


          Most people take medication against fever because the symptoms cause discomfort. Fever increases heart rate and metabolism, thus potentially putting an additional strain on elderly patients, patients with heart disease, etc. This may even cause delirium. Therefore, potential benefits must be weighed against risks in these patients. In any case, fever must be brought under control in instances when fever escalates to hyperpyrexia and tissue damage is imminent.


          Treatment of fever is normally done by lowering the set-point, but facilitating heat loss may also be effective. The former is accomplished with antipyretics such as ibuprofen or acetominophen (aspirin can be given to adults, but can cause Reye's Syndrome in children). Heat removal is generally by wet cloth or pads, usually applied to the forehead, but also through bathing the body in tepid water. This is particularly important for babies, where drugs should be avoided. However, using water that is too cold can induce vasoconstriction, and reduce effective heat loss.


          Heat loss may also be accomplished by heat conduction, convection, radiation, or evaporation ( sweating, perspiration), or a combination of these.


          


          Fever in domestic animals


          Fever is also an important feature for the diagnosis of disease in domestic animals. The body temperature of animals, which is always taken rectally, is different from one species to another. For example, a horse is said to have a fever at 38.5C, while a cow is said to have a fever at 39.6C.


          In species that allow the body to have a wide range of "normal" temperatures, such as camels, it is sometimes difficult to determine a febrile stage.


          


          Diseases called "fever"


          As fever is a prominent symptom of many diseases, in man and animals, it will often appear in the common appellation of diseases.


          


          in humans


          
            	Ebola fever


            	Puerperal fever


            	Yellow fever


            	Scarlet fever

          


          


          in animals


          
            	East Coast fever (an African disease of cattle)


            	Malignant catarrhal fever (a world-wide disease of cattle)


            	Milk fever (a metabolic illness of cattle with hypothermia)


            	Rift valley fever (an African disease of sheep)

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fever"
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              	Ffestiniog Railway
            


            
              	
                
                  [image: ]
                

              
            


            
              	Two trains passing at Tan-y-Bwlch, c. 1900
            


            
              	Location
            


            
              	Place

              	Wales
            


            
              	Terminus

              	Porthmadog
            


            
              	
            


            
              	Commercial Operations
            


            
              	Name

              	Festiniog Railway Company
            


            
              	Built by

              	Festiniog Railway Company
            


            
              	Gauge

              	1ft 11in (597mm)
            


            
              	Preserved Operations
            


            
              	Operated by

              	Festiniog Railway Company
            


            
              	Stations

              	10
            


            
              	Length

              	13.5miles (21.7km)
            


            
              	Gauge

              	1ft 11in (597mm)
            


            
              	Commercial History
            


            
              	Opened

              	1836
            


            
              	Closed

              	1 August 1946
            


            
              	Preservation History
            


            
              	1954

              	Restoration started at Boston Lodge works 20 September 1954.
            


            
              	1955

              	Reopened to Boston Lodge 23 July 1955.
            


            
              	1956

              	Reopened to Minffordd.
            


            
              	1957

              	Reopened to Penrhyn.
            


            
              	1958

              	Reopened to Tan-y-Bwlch.
            


            
              	1965

              	Start of the Deviation construction work.
            


            
              	1968

              	Reopened to Dduallt.
            


            
              	1974

              	Restoration of Rhiw Goch passing loop.
            


            
              	1977

              	Reopened to Llyn Ystradau.
            


            
              	1978

              	Reopened to Tanygrisiau.
            


            
              	1982

              	Reopened to Blaenau Ffestiniog.
            

          


          The Ffestiniog Railway ( Welsh: Rheilffordd Ffestiniog) is a narrow gauge heritage railway, located in North West Wales. It is a major tourist attraction located mainly within the Snowdonia National Park.


          The railway is about 13 miles (21.5 km) long and runs from the harbour at Porthmadog to the slate mining town of Blaenau Ffestiniog. The line travels through spectacular mountainous scenery and is single track with passing places. The track gauge is 1ft 11in (597mm). The first part of the line runs along a mile-long embankment called "the Cob", which is the dyke of the Traeth Mawr " polder".


          


          History


          The railway company is properly known as the "Festiniog Railway Company", and this contemporary anglicised spelling is still the official title of the company as defined by the Act (2 William IV cap.xlviii) that created the railway. It is the oldest surviving railway company in the world (although not the oldest working - a record which goes to the Middleton Railway), having been founded by the Act of Parliament on 23 May 1832 with capital mostly raised in Dublin by Henry Archer, the company's first secretary and managing director. Most British railways were amalgamated into four large groups in 1921, and then into British Railways in 1948, but the Festiniog Railway Company, in common with most narrow gauge railways, remained independent: in 1921 this was due to political influence, whereas in 1947 it was left out of British Railways because it was closed for traffic despite vigorous local lobbying for it to be included.


          Various important developments in the Railway's early history were celebrated by the firing of rock cannon at various points along the line. Cannon were fired, for instance, to mark the laying of the first stone at Creuau in 1832, the railway's opening in 1836, and the opening of the Moelwyn Tunnel in 1842. The passing of the Festiniog Railway Bill through Parliament also saw cannon celebrations, but on this occasion a fitter at Boston Lodge, who was assisting with firing, lost the fingers of one hand in an accident.


          


          Horse and gravity operation


          The line was constructed between 1833 and 1836 to transport slate from the quarries around the inland town of Blaenau Ffestiniog to the coastal town of Porthmadog, where it was loaded onto ships. The railway was graded so that loaded wagons could be run by gravity downhill all the way from Blaenau Ffestiniog to the port. The empty wagons were hauled back up by horses, which travelled down in special 'dandy' wagons. To achieve this continuous grade (about 1 in 80 for much of the way), the line followed natural contours and employs cuttings and embankments built of slate blocks without mortar. Prior to the completion in 1844 of a long tunnel through a spur in the Moelwyn Mountain, the slate trains were worked over the top via inclines (designed by Robert Stephenson) the site of which can still be seen.


          Up to six trains daily were operated in each direction, and a printed timetable was published on September 16, 1856 by Charles Easton Spooner who, following his father, served as Manager and Clerk for 30 years. It shows departures from the "Quarry Terminus" (at that time Dinas Junction) at 7:30, 9:28, 11:16, 1:14, 3:12 and 5:10. Trains waited ten minutes at the intermediate stations called " Tunnel", " Hafod y Llyn" and " Rhiw Goch". The fastest journey time from Quarry Terminus to Boston Lodge was 1 hour 32 minutes, including three stops. From Boston Lodge the slate wagons were hauled to and from Porthmadog harbour by horses. Up trains took nearly six hours from Boston Lodge to the Quarry Terminus, and each train ran in up to four sections, each hauled by a horse and comprising eight empty slate wagons plus a horse dandy. This timetable gave a maximum annual capacity of 70,000 tons of dressed slate. Two brakesmen travelled on each down train, controlling the speed by the application of brakes as needed. At passing loops trains passed on the right and this continues to be a feature of Ffestiniog Railway operation.


          There is evidence for tourist passengers being carried as early as 1850, without the blessing of the Board of Trade, but these journeys would also observe the timetable.


          


          Police force


          The Railway employed just one Police Officer. Board of Trade Returns for 1884 show a Police Inspector was based at the Company's Head Office


          


          Steam and gravity operation


          In October 1863 steam locomotives were introduced, to allow longer slate trains to be run, and this also enabled the official introduction of passenger trains in 1865: the Ffestiniog was the first narrow-gauge railway in Britain to carry passengers. In 1869 the line's first double Fairlie articulated locomotive was introduced, and these double-ended machines have since become one of the most widely recognised features of the railway.


          Down trains continued to run entirely by gravity, but faster up journeys and longer trains increased line capacity. A new timetable dated October 1863 shows six departures daily from each terminus at two hour intervals, starting at 7:00 am and taking 1 hour 50 minutes including stops (totalling 20 minutes) at Tanygrisiau, Hafod-y-Llyn and Penrhyn. Trains passed only at Hafod-y-Llyn (from 1872 Tan-y-Bwlch). When passenger services started, the usual practice was for locomotive hauled up trains to consist of loaded general goods and mineral wagons, followed by passenger carriages, followed by empty slate wagons with brakesmen. Down trains were run in up to four separate (uncoupled) portions: loaded slate wagons, goods wagons, passenger carriages and finally the locomotive running light. This unusual and labour intensive method of operation was short lived and eventually the passenger and goods portions were combined into a single train headed by the locomotive.


          The loaded slate trains continued to operate by gravity until the end of passenger services in 1939. Slate trains eventually became very long - trains of less than eighty slate wagons carried two brakesmen, but over eighty wagons (and this became common) required three brakesmen. About one wagon in every six was equipped with a brake, the others were unbraked. Trains continued to pass at Tan-y-Bwlch and to a lesser extent at Minffordd. The Summer timetable for 1900 had nine trains daily in each direction, and trains had been accelerated to one hour from Porthmadog to Duffws including stops at Minffordd, Penrhyn, Tan-y-Bwlch, Dduallt (request), Tanygrisiau, Blaenau (LNWR) and Blaenau (GWR). Speeds in excess of 40mph (64km/h) were then normal.


          The original passenger coaches (some of which still survive) were small four wheeled vehicles with a very low centre of gravity. In 1872 the FR introduced the first bogie carriages to operate in Britain, Nos. 15 and 16, which were also the first iron-framed bogie coaches in the world. The continuous vacuum brake was installed in 1893. The line was fully signalled with electric telegraph and staff and ticket working. Electric Train Staff instruments were introduced in 1912 and they continue in use to the present day.


          


          Decline of slate and development of tourism


          By the 1920s the demand for slate as a roofing material dropped owing to the advent of newer materials and to the loss of the overseas trade in World War I. As a result, the railway suffered a gradual decline in traffic.


          In 1921 the Aluminium Corporation at Dolgarrog in the Conwy Valley bought for 40,000 a controlling interest in the FR and Henry Jack became Chairman, the FR company's financial administration moving to Dolgarrog. Jack was also chairman of the new Welsh Highland Railway and was instrumental in getting government backing for its completion on the understanding that the FR and the WHR would be jointly managed from Porthmadog, with maintenance undertaken at Boston Lodge and with other economies of scale. In 1923, the FR line was joined to the WHR line at a station called "Portmadoc New". The Welsh Highland line was almost totally dependent on tourism and this proved slow to develop.


          To gain additional expertise in light railway operation which was being introduced on the FR and WHR to cut operating overheads, Colonel H. F. Stephens was in 1923 appointed part-time as Engineer to both companies. Stephens became Chairman and Managing Director of both companies in 1924. When the WHR was taken into receivership in 1927, Colonel Stephens was appointed as Receiver for the WHR and financial administration of both companies moved to Tonbridge in Kent. The fortunes of the WHR, despite great efforts, failed to improve and it became bankrupt in 1933. In order to protect their investments, the joint owners of both companies arranged for the WHR to be leased by the FR, but the WHR losses continued and it closed in 1937.


          The FR continued to operate its slate traffic, a workmen's train on weekdays throughout the year and a summer tourist passenger service. Ordinary passenger services ceased on the FR on 15 September 1939, shortly after the outbreak of World War II. The workmen's passenger service ran for the last time on Saturday 16 September 1939. Slate trains were from then onwards operated three days each week, but gravity operation was discontinued. Slate traffic ceased on 1 August 1946, apart from the section from Duffws to the North Western yard through Blaenau Ffestiniog town centre, which was leased on 7 October 1946 to the quarry owners. This provided the railway company, which retained the services of a resident manager at Porthmadog, with a small income throughout the moribund years.


          The original Act of Parliament which permitted the building of the line made no specific provision for its closure or abandonment. Although the main line had ceased functioning, the company could not dismantle the railway, so the track and infrastructure were left in place. Another Act of Parliament could have been sought to cancel the old one, but the Company did not have the money for such an action. However, without maintenance it soon became overgrown and unusable.


          


          Restoration


          From 1949, various groups of rail enthusiasts attempted to revitalise the railway. Eventually, on 24 June 1954 a group of volunteers funded by Alan Pegler purchased the company to run it as a tourist attraction, and gradually restored the line to working order. This was not helped by a decision by the Central Electricity Generating Board (CEGB) in 1954 to build the Ffestiniog Pumped Storage Scheme, including the Tanygrisiau reservoir (Llyn Ystradau), which flooded part of the northern end of the line. The Festiniog Railway Company was able to obtain compensation in 1972, after the second-longest legal battle in British legal history, having taken eighteen years and two months. Two years later, as a result of the case, the British Parliament passed the Land Occupancy Act 1973.


          On 18 August 1954, prior to commencing the restoration, in an inspection, the first of many, Colonel McMullen of the Ministry of Transport, Railways Inspectorate, accompanied by Alan Pegler, several directors and other supporters walked the line from Blaenau Ffestiniog to Porthmadog. The work of restoration began on 20 September 1954 when Morris Jones, the foreman fitter who had last worked for the railway in March 1947, rejoined the staff to complete the rebuilding of the locomotive 'Prince' on which he had been engaged when the works closed. He was joined at Boston Lodge works by two volunteers, Bill Harvey and Allan Garraway. 6 November 1954 marked the completion of sixty years service with the FR of Robert Evans (for almost 25 years as Manager) and a special train was run (with difficulty) from Minffordd to Porthmadog to celebrate the occasion and convey Mr Evans, his wife, Alan Pegler (Company Chairman) and guests en route to a clock presentation ceremony. Mr Evans continued in service as Manager until his retirement on 1 June 1955 when Allan Garraway was appointed as Manager.


          The first public passenger train from Porthmadog to Boston Lodge ran on 23 July 1955. Prince returned to service on 3 August 1955 and, following extensive boiler repairs, Taliesin, then the latest of the FR Fairlie articulated engines, returned to service on 4 September 1956. The passenger service was extended to Minffordd on 19 May 1956, to Penrhyn on 5 June 1957 and to Tan-y-Bwlch on 5 April 1958. Increasing traffic was putting severe demands on the track - over seven miles (11 km) had been reopened in four years. A long period of consolidation, rolling stock restoration and track renewal followed before the extension to Dduallt on 6 April 1968. Extension to Dduallt was celebrated on 28 May 1968 by the re-introduction of the Ffestiniog Railway Letter Service.


          


          The Llyn Ystradau Deviation


          
            [image: Tanygrisiau reservoir seen from the deviation. The original route of the Ffestiniog Railway is beneath the waters in the foreground]

            
              Tanygrisiau reservoir seen from the deviation. The original route of the Ffestiniog Railway is beneath the waters in the foreground
            

          


          Between 1965 and 1978, the Ffestiniog Railway Deviation, a 2 mile (4km) long diversionary route was constructed between Dduallt and Tanygrisiau in order to avoid the works of Tanygrisiau hydro-electric power station and its reservoir (Llyn Ystradau). The Deviation (this is the conventional name for such railway works) was built mostly by volunteers. At the southern end is the spectacular Dduallt spiral formation (unique on a public railway in the United Kingdom). It was constructed with its bridge entirely by volunteers and gains an initial height rise of 35feet (11m) in order (after a further mile of new volunteer built railway and a new tunnel) to clear the flooded track bed north of the former Moelwyn tunnel, which is plugged near its normally submerged northern end. Parts of the trackless former route can be clearly seen below the new route between Dduallt and the old tunnel.


          The new 310-yard (280m) long tunnel was constructed between 1975 and 1977 by three Cornish tin mining engineers with a small team of employees. It had to be blasted through a granite spur of the Moelwyn mountain. The tunnel plant included stone crushing and grading plant to produce track ballast and other aggregates from the spoil for use on the railway. Following completion the new tunnel first had to be lined throughout its length with liquid cement reinforced with steel mesh in a process called ' shotcreting'.


          A pull and push service officially called The Shuttle and powered by diesel locomotive Moel Hebog with carriage 110 was operated from Dduallt to Gelliwiog from 26 May 1975, during two summers, to enable tourists to experience the Deviation route in advance of the opening of the new Moelwyn Tunnel.


          North of the new tunnel is a long stretch along the west bank of the new reservoir. Full-length passenger trains first ran from Dduallt through the new tunnel to a temporary terminus known as 'Llyn Ystradau (now dismantled) on 25 June 1977. This station was alongside the Tanygrisiau reservoir, but passengers could not leave the station other than by train as it was on Central Electricity Generating Board land without public access.


          The remaining section included some specialised engineering work at its summit where the new line passes over the power station pipelines. This was followed by two public road crossings with automatic signalling, during a fall in height to rejoin the old route in Tanygrisiau station, which was reopened on 24 June 1978.


          The largely volunteer group building the Deviation was officially called the Civil Engineering Group, but its members were popularly known (and are still remembered) as the Deviationists who completed an enormous task over 13 years.


          


          Project Blaenau


          
            [image: Steam locomotive Mountaineer at Blaenau Ffestiniog station.]

            
              Steam locomotive Mountaineer at Blaenau Ffestiniog station.
            

          


          
            [image: Double Fairlie locomotive David Lloyd George at Blaenau Ffestiniog station.]

            
              Double Fairlie locomotive David Lloyd George at Blaenau Ffestiniog station.
            

          


          
            [image: Steam locomotive Taliesin at Porthmadog.]

            
              Steam locomotive Taliesin at Porthmadog.
            

          


          The completion of the railway through to Tanygrisiau left the FR with just one and a half miles to go to its goal of Blaenau Ffestiniog but the complexities of reconstructing that unique but very derelict urban section of narrow gauge railway took a further four years. As well as 1 miles (2.4km) of new track and its formation, which was the responsibility of the FR permanent way department and its volunteers, much other work needed to be done. Most of the work, like the deviation itself, was undertaken by volunteers who in many cases assumed full responsibility for the design as well as the execution of discrete projects, each under a volunteer project leader. There were four decrepit footbridges each needing to be demolished and rebuilt to the new FR loading gauge. The primitive railway bridge across the Afon Barlwyd required total replacement but in similar form. Walls and fences throughout had to be repaired or replaced. These and the many other varied tasks formed Project Blaenau.


          One major task near Tanygrisiau was the responsibility of Gwynedd County Council, which had at some time after 1955 taken advantage of the absence of trains to demolish what was probably Britain's lowest road under railway bridge. In early 1980, therefore, they replaced Dolrhedyn bridge and even managed to give it a few inches extra headroom for road vehicles.


          Civil engineering contractors were employed in conjunction with British Rail and Gwynedd County Council for the new route with its bridges and roadworks and the new joint station on the former Great Western Railway station site. British Rail commenced using the new station on 22 March 1982. Ffestiniog trains returned to Blaenau on Tuesday, 25 May 1982, thus marking the 150th Anniversary of Royal Assent to the Festiniog Railway Act of 1832. The new joint station with British Rail at Blaenau Ffestiniog was officially opened on 30 April 1983 by George Thomas, Speaker of the House of Commons, who unveiled a plaque that records his visit.


          With the major project of track restoration to Blaenau finally complete, attention could be turned to other matters. More Fairlie locomotives were built or restored, and new carriages were built. At Minffordd a new hostel was built for volunteers, who support the permanent staff by working in every department of the railway. Stations were given new buildings, canopies and platforms, often replacing the previous temporary structures, and improving the image of the railway for the future.


          


          Welsh Highland Railway


          In 1988 the Festiniog Railway Company was involved in a controversial plan to stop the neighbouring Welsh Highland Railway (WHR) being rebuilt, as it was concerned at the effect a nearby heritage railway competitor could have on the FR business. The initial plan would have involved the FR Company buying the original track bed of the WHR from the old company's receiver and giving it to Gwynedd County Council, provided no railway-related developments were allowed on the land. This was greeted with dismay by the WHR (1964) Company, which had been attempting to preserve the line since the 1960s.


          This action may have delayed the start of rebuilding of the Welsh Highland Railway, although the alternative plan was dependent on the continued co-operation of Gwynedd County Council to ensure that the track bed was used solely for railway purposes. This was not guaranteed, as pressure from various groups who objected to the rebuilding of the railway was significant, and it was the stated intention of the council to apply for an abandonment order on gaining the track bed. This would have left the track bed open for use in other ways such as footpaths, road improvement schemes etc., as the statutory designation of the track bed as a railway would have been discontinued. Over the years, the presence of plans for footpaths and roads had indeed made it difficult for anyone wishing to rebuild the line.


          This led a group to form called 'Trackbed Consolidation Limited' (TCL) and, after some detective work, TCL managed to trace and purchase shares and debentures in the original WHR company. They felt that an alternative plan was available, one where the original company could be brought out of receivership. It was originally the intent of TCL to provide the track bed to the WHR (1964) Company to rebuild the line.


          TCL were introduced to the FR and decided that the aims and objectives of TCL and the FR were similar, thus since 1990 the FR company has been totally committed to the reopening of the Welsh Highland Railway. All TCL-owned shares/debentures were transferred to the FR.


          The next few years were marked by protracted legal procedures before the assets of the old company could be transferred and before final consent to rebuild the railway was given. The first section from Caernarfon to Dinas was opened and operated by the FR on 11 October 1997. This section was not hampered by these extended legal procedures and was built as a Light Railway Order, as it was not part of the original Welsh Highland Railway route and the site of Dinas station had been sold off and thus was not part of the assets of the old WHR company.


          Restoration to Waunfawr was completed in 2000 and to Rhyd Ddu in 2003. Reconstruction of the remaining section through to Porthmadog is in progress from both ends, and track has reached Pont Croesor from the north.


          The completed Welsh Highland Railway, or Rheilffordd Eryri (its Welsh name), will comprise parts of the former London and North Western Railway (1867), North Wales Narrow Gauge Railways (1877-81), Portmadoc, Beddgelert and South Snowdon Railway and Welsh Highland (1922-3) Railway. In 2009 the Ffestiniog Railway intends to reconnect with the rebuilt Welsh Highland Railway at Harbour Station, linking Caernarfon to Porthmadog. The FR will also link with the WHR (Porthmadog) at Pen-y-Mount Station, north of Porthmadog.


          


          Tourism and heritage


          One of the earliest references to tourism is in the LNWR Tourist Guide for 1876, which waxed lyrical about the Ffestiniog Railway, which it illustrated with a drawing of a lady in Welsh national dress (then still in regular local use) travelling on an FR up train (since many empty slate wagons  with two standing brakesmen  were attached at the rear) with the caption "On the Ffestiniog Railway". The guide uses the "double F" spelling throughout. It was, however, in the inter-war years from 1919 to 1939 that tourism, though always valued, came to acquire a major importance.


          Since restoration commenced in 1954, tourism has been the only significant source of income. The role of the Ffestiniog Railway in the promotion and fulfilment of tourism and in preserving railway heritage has been recognised many times, and notable mentions have included:


          
            	1964 Wales Tourist Board certificate for conspicuous service to Welsh tourism.


            	1972 Wales Tourist Board lists the FR as fifth most popular tourist site in Wales, after Caernarfon Castle, the Swallow Falls, the National Museum of Wales at Cardiff and Conwy Castle.


            	1979 The FR was one of only six sites in Wales to receive the British Tourist Authoritys Golden Jubilee Award.


            	1987 The FR was the outright winner of the Independent Railway of the Year award.


            	2004 The "Talking Train" was awarded the Heritage Railway Association 'interpretation' Award.

          


          Recognition of the railways importance to tourism and heritage has been increasingly marked by financial assistance given to the company towards capital expenditure. Prior to September 1987, the FR had received 1,273,127 in gifts and grants. Of this: 450,476 was Gifts from the FR Society and FR Trust and other supporters; 379,335 from Wales Tourist Board; 134,320 from EEC Grants and 308,996 from other public sources.


          Major grants received subsequently have been: In 1989 a grant of 430,000 mainly from The EEC (National Programme of Community Interest for the promoting of tourism in Dyfed, Gwynedd and Powys); in 1995 a grant of 500,000 to promote work in Blaenau Ffestiniog and in 1998 a Heritage Lottery Fund grant of 375,000 for the construction of workshops to facilitate the restoration of historic vehicles.


          


          Rolling stock


          


          Stations and halts


          
            [image: The Ffestiniog Railway route, 2006]

            
              The Ffestiniog Railway route, 2006
            

          


          


          
            
              	Station

              	Place

              	Image

              	Opened

              	Closed

              	Distance from Porthmadog

              	Notes
            


            
              	Porthmadog Harbour

              	Porthmadog

              	[image: ]

              	1865

              	Open

              	0

              	Junction with the original line from across the Britannia bridge (see note at the end of this table)
            


            
              	Pen Cob Halt

              	Boston Lodge

              	[image: Aerial view of Boston Lodge]

              	1956

              	1967

              	70chains (1.41km)

              	opened 19 May 1956 used regularly only until 5 November 1957.
            


            
              	Boston Lodge

              	Boston Lodge

              	[image: ]

              	1928

              	Open

              	1mile 5chains (1.71km)

              	temporary terminus 23 July 1955 to end of 1955 season.
            


            
              	Minffordd

              	Minffordd (near Portmeirion)

              	[image: ]

              	1872

              	Open

              	2miles 5chains (3.32km)

              	Joint station with the Cambrian Line. Temporary FR terminus 19 May 1956 to end of 1956 season.
            


            
              	Cae Ednyfed

              	Minffordd (near Portmeirion)

              	

              	1836

              	1863

              	2miles 7chains (3.36km)?

              	There were stables here between 1836 and 1863 and this was a horse stage station.
            


            
              	Pen y Bryn Halt

              	Penrhyndeudraeth

              	

              	1957

              	1967

              	2miles 63chains (4.49km)

              	opened 20 April 1957 used regularly only until 5 November 1957.
            


            
              	Penrhyn

              	Penrhyndeudraeth

              	[image: ]

              	1865

              	Open

              	3miles 8chains (4.99km)

              	temporary terminus 20 April 1957 to 5 November 1957.
            


            
              	Rhiw Goch

              	Penrhyndeudraeth

              	

              	1836

              	Open

              	4miles 16chains (6.76km)

              	Passing loop for horse-drawn trains until 1863. Re-instated as a passing loop in 1975.
            


            
              	Plas (private) Station

              	Tan-y-Bwlch

              	

              	1865

              	c. 1920

              	6miles 2chains (9.70km)

              	used only by the Oakeley household at Plas Tan y Bwlch.
            


            
              	Plas Halt

              	Tan-y-Bwlch

              	

              	1963

              	Open

              	6miles 19chains (10.04km)

              	opened 31 May 1963.
            


            
              	Hafod y Llyn

              	Tan-y-Bwlch

              	

              	1836

              	1873

              	Approx. 7miles 5chains (11.37km)

              	used for passing slate trains until 1865 and as passenger station 1865 to 1873.
            


            
              	Tan-y-Bwlch

              	Tan-y-Bwlch

              	[image: ]

              	1873

              	Open

              	7miles 35chains (11.97km))

              	temporary terminus 5 April 1958 to 5 April 1968.
            


            
              	Coed y Bleiddiau

              	Coed y Bleiddiau

              	

              	1865?

              	Open

              	Approx. 8miles 40chains (13.68km)

              	private platform serving Coed y Bleiddiau cottage which is only accessible by rail or footpath.
            


            
              	Campbell's Platform

              	Y Dduallt

              	[image: ]

              	1968

              	Open

              	9miles 7chains (14.62km))

              	Private halt serving Plas y Dduallt, a 15th century Welsh Manor House.
            


            
              	Dduallt

              	Moel Dduallt

              	[image: ]

              	1880?

              	Open

              	9 miles 44 chains (15.37 km)

              	temporary terminus 6 April 1968 to 24 June 1977.
            


            
              	Tunnel South loop

              	Moelwyn Mawr

              	

              	1842

              	c1865

              	Approx. 10miles (16.09km) (on former track alignment)

              	used for passing horse drawn trains and early steam trains.
            


            
              	Tunnel Halt

              	Moelwyn Mawr

              	

              	1920s?

              	1939

              	10miles 60chains (17.30km) (on former track alignment)

              	at the northern end of the old Moelwyn tunnel.
            


            
              	Gelliwiog

              	Moel Dduallt

              	

              	1975

              	1977

              	10miles 32chains (16.74km)

              	temporary terminus of push-pull shuttle trains from Dduallt 26 May 1975 to 24 June 1977.
            


            
              	Llyn Ystradau

              	Tanygrisiau reservoir

              	

              	1977

              	1978

              	Approx. 11miles 30chains (18.31km)

              	temporary terminus 25 June 1977 to 23 June 1978.
            


            
              	Tanygrisiau

              	Tanygrisiau

              	[image: ]

              	1866

              	Open

              	12miles 10chains (19.51km))

              	Temporary terminus 24 June 1978 to 24 May 1982. Now used as a passing place.
            


            
              	Dinas

              	Blaenau Ffestiniog

              	

              	1865

              	1870

              	13miles 30chains (21.52km) (on branch from current line)

              	the original northern terminus, opened 6 January 1865. From the opening of Duffws in 1866 until the closure of Dinas in 1870, alternate trains ran along the Dinas and Duffws branches.
            


            
              	Blaenau Ffestiniog (LNWR)

              	Blaenau Ffestiniog

              	[image: ]

              	1881

              	1939

              	13miles 25chains (21.42km)

              	Stesion Fein (narrow station) - transit station for LNWR/LMS.
            


            
              	Blaenau Ffestiniog (GWR)

              	Blaenau Ffestiniog

              	

              	1883

              	1939

              	13miles 50chains (21.93km) (on a different alignment)

              	joint station with GWR. Terminus from 31 May 1931 until 1939.
            


            
              	Duffws

              	Blaenau Ffestiniog

              	[image: ]

              	1866

              	1931

              	13miles 60chains (22.13km) (on a different alignment)

              	only alternate trains ran to Duffws until 1870 when Dinas was closed to passengers. Terminus until 1931.
            


            
              	Blaenau Ffestiniog

              	Blaenau Ffestiniog

              	[image: ]

              	1982

              	Open

              	13miles 50chains (21.93km)

              	current terminus; joint station with British Rail ( Conwy Valley Line) opened 25 May 1982; roughly on site of Blaenau Ffestiniog (GWR) station listed above.
            

          


          Note: A different zero point was formerly used in Porthmadog (see below), and the Deviation between Dduallt and Tanygrisiau added half a mile to the line. Mileages have therefore changed. The old mileage to the Duffws terminus, the original start of the line, was 13miles 32chains (21.57km).


          At Porthmadog, the original line came via the streets and across the Britannia bridge from the 1836 terminus at the northernmost end of the Welsh Slate Companys Wharf where the FR officially started. This was the datum point for all pre-1954 mileage calculations. The line over the bridge also connected with the Gorseddau and Croesor Tramways and was used by Welsh Highland Railway passenger trains from 1923 to 1936. The line over the bridge was last used in 1958.


          


          The Cob


          Between Porthmadog Harbour station and Boston Lodge, the railway runs on the Cob, the dyke of the Traeth Mawr " polder". The Cob was built between 1807 and 1811 by William Madocks and in addition to its land reclamation function in conjunction with sluice gates at the Britannia bridge, serves also as a roadway (since 1836 this has been at a lower level on the landward side) and a bridge across the Afon Glaslyn. Tolls were charged with a tollgate at Boston Lodge until 2003, when the rights were purchased by the National Assembly for Wales. The higher, original, section of the Cob carries, in addition to the railway, a public footpath throughout virtually its entire length. There is no fencing between the footpath and the railway.


          


          Quarries served by the railway


          
            [image: Narrow gauge quarry tramways around Blaenau Ffestiniog. Not all lines shown, not all lines existed at the same time]

            
              Narrow gauge quarry tramways around Blaenau Ffestiniog. Not all lines shown, not all lines existed at the same time
            

          


          


          
            [image: Llechwedd and Oakeley quarries seen from the north. Llechwedd is on the left, the slate tips on the right are Oakeley]

            
              Llechwedd and Oakeley quarries seen from the north. Llechwedd is on the left, the slate tips on the right are Oakeley
            

          


          
            [image: The incline connecting the Wrysgan quarry the to railway at Tanygrisiau]

            
              The incline connecting the Wrysgan quarry the to railway at Tanygrisiau
            

          


          
            [image: The remains of Diphwys Casson mill above the Maenofferen pit]

            
              The remains of Diphwys Casson mill above the Maenofferen pit
            

          


          
            [image: The inclines leading down from Maenofferen into Votty & Bowydd]

            
              The inclines leading down from Maenofferen into Votty & Bowydd
            

          


          The Festiniog Railway served a cluster of quarries around the town of Blaenau Ffestiniog. Most of these were slate quarries, although granite quarries and zinc mines were also connected by narrow gauge tramways to the railway.


          
            
              	Name

              	Opened

              	Closed

              	Years connected

              	Notes
            


            
              	Blaen-y-Cwm

              	1820

              	1911

              	1876-1911

              	Connected to the FfR via the Rhiwbach Tramway
            


            
              	Bowydd

              	1800

              	1870

              	1854-1870

              	Merged with Votty to form Votty & Bowydd quarry
            


            
              	Bwlch-y-Slater

              	1824

              	1960

              	1866-1956

              	Connected via the Rhiwbach Tramway
            


            
              	Cesail

              	1827

              	1877

              	1836-1877

              	Became part of the Oakeley Quarry
            


            
              	Conclog

              	1872

              	1920?

              	1874-1920

              	Remote quarry connected by the Cwmorthin Tramway
            


            
              	Cwm Orthin

              	1810

              	1937

              	1850-1937

              	Connected via the Cwmorthin Tramway; became part of the Oakeley quarry in 1900, the two quarries were connected underground
            


            
              	Cwt-y-Bugail

              	1835

              	1972

              	1867-1961

              	Last quarry using the (by then partly lifted) Rhiwbach Tramway
            


            
              	Diphyws (Diphwys Casson)

              	1760

              	1972

              	1860-1955

              	Last of the major quarries to be connected to the Ffestiniog Railway
            


            
              	Glan-y-Pwll

              	1840s

              	1882

              	1867-1882

              	Became part of the Oakeley Quarry
            


            
              	Groby Granite Quarry

              	

              	Circa 1932

              	1914-1932(?)

              	Connected via a short branch worked by FfR locomotives.
            


            
              	Hafodty (Votty)

              	1801

              	1870

              	1851-1870

              	Joined with Bowydd quarry to form Votty & Bowydd
            


            
              	Llechwedd

              	1846

              	Present

              	1848-1980s

              	Currently worked on a small scale and the site of the Llechwedd Slate Caverns tourist attraction
            


            
              	Maenofferen

              	1848

              	Present

              	1848-1975

              	Became the major owner of quarries connected via inclines at Duffws station, continued to use the stub of the FfR through Blaenau into the mid 1970s. Untopping operations continue in 2007.
            


            
              	Matthews (Rhiwbryfdir)

              	1825

              	1871

              	1842-1871

              	Became part of the Oakeley quarry
            


            
              	Moelwyn

              	1826

              	1900

              	1867-1900

              	Remote quarry connected to the FfR by a series of seven inclines; worked intermittently and never successfully.
            


            
              	Oakeley

              	1878

              	Present

              	1878-1950s

              	Formed by the amalgamation of the Cesail, Matthews and Glan-y-Pwll quarries. Was the largest single quarry in Blaenau Ffestiniog. Was the home of the Glodfa Ganol tourist attraction in the 1980s and 1990s. Now worked as an open pit by Alfred McApline Ltd.
            


            
              	Rhiwbach

              	1812

              	1953

              	1860-1953

              	Remote quarry situated 4miles (6.4km) east of Duffws station and connected via the Rhiwbach Tramway
            


            
              	Votty & Bowydd

              	1870

              	1964

              	1870-1962

              	Formed by the amalgamation of the Hafodty and Bowydd quarries.
            


            
              	Wrysgan

              	1830s

              	1946

              	1844-1946

              	Connected to the railway near Tanygrisiau via a single long incline ending in a tunnel.
            

          


          


          Train operation since 1955


          


          Infrastructure


          As the line was extended, passing loops were brought into operation at Minffordd, Penrhyn and Tan-y-Bwlch. Due to the restrictions to the length of trains that could be passed at Penrhyn, Rhiw Goch was opened on 14 May 1975. Penrhyn loop remained in service for several more years before it was closed. By the end of the 1970s, the passing loops were at Minffordd, Rhiw Goch, Tan-y-Bwlch and Dduallt, and an intensive service was run in the peak summer seasons (although there were empty "slots" in the timetable which could be used by works trains). From the early 1980s, the peak summer timetable had three train sets in operation, generally passing at Rhiw Goch and Dduallt. Automatic signalling was installed at Tan-y-Bwlch in 1986.


          As of the 1988 season, in part due to the challenges in maintenance of the top end points at Dduallt, and the planned automation of Minffordd, Dduallt and Rhiw Goch were taken out of service for crossing trains. At the end of May 1988, Dduallt ceased to be a token station and Dduallt loop was taken out of service altogether and became a siding. Rhiw Goch ceased to be used except on odd occasions, and was taken out of use as a means to cross passenger trains in 1989. The short section token instruments and the signal heads were removed, although the loop could still be used as a refuge for engineers trains.


          In the late 1990s Rhiw Goch was recommissioned as a passing loop. From the 2005 season, the box has been regularly manned during the summer to provide additional operational flexibility. In 2006 an appeal was launched, through the FR Society, for funds to replace the life-expired signal box with a building of more traditional appearance. Fundraising has gone well and work was completed during the closed season of 2006/7.


          Elsewhere, Tanygrisiau had been provided with a run-round loop whilst it had been the terminus between June 1978 and May 1982. This loop was removed when the line was re-opened to Blaenau Ffestiniog. In the mid-1990s a project was launched to install a fully signalled passing loop. This proceeded as a volunteer project, including the building of a signal box. However, prior to commissioning, the project was abandoned in 2001. However the trackwork (apart for the siding off the Up Loop) remained in situ. In June 2002, the loop was once again used to run-round trains as part of the 2002 Gala to celebrate the twentieth anniversary of the restoration of services to Blaenau Ffestiniog. The intended platform starter signals (posts, brackets and arms) have been recovered and are now in use on the Isle of Man Railway. In 2004 with new disc starter signals and spring loaded points installed, Tanygrisiau became a passing loop for the first time.


          


          Train control and regulation


          The Festiniog Railway operates on the Electronic Token System (ETS) using a mixture of miniature and large train staffs, under the overall control of the Duty Controller based at Porthmadog.


          Miniature train staffs are provided for:-


          
            	Porthmadog to Minffordd (Intermediate Instrument at Boston Lodge)


            	Minffordd to Tanybwlch - Long Section (Intermediate Instrument at Rhiw Goch)


            	Tanybwlch to Tanygrisiau (Intermediate Instrument at Dduallt)


            	Tanygrisiau to Blaenau Ffestiniog

          


          Large train staffs are provided for:-


          
            	Minffordd to Rhiw Goch - Short Section


            	Rhiw Goch to Tanybwlch - Short Section

          


          The Short Section train staffs are brought into service by opening Rhiw Goch Signalbox, hence trapping the Minffordd to Tanybwlch Long Section Miniature train staff in the lever frame, when the signal box is opened and manned by a signalman.


          The signalling and ETS equipment is primarily designed for train crew operation. To obtain permission to withdraw a train staff to enter a single line section, Control has to be contacted.


          The Control Office regulates train running, giving permission for trains to enter the single line sections, recording train movements on the Train Graph, ensuring trains are formed of an appropriate number of carriages (depending on the expected train loadings), acting as the single point of contact in the rare event of a failure occurring with rolling stock, and making station announcements at Porthmadog


          The Control Office also is responsible for the Train Operation on the Welsh Highland Railway between Caernarfon and Rhyd Ddu.


          


          Images


          
            Retrieved from " http://en.wikipedia.org/wiki/Ffestiniog_Railway"
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        Fibonacci number


        
          

          
            
              [image: A tiling with squares whose sides are successive Fibonacci numbers in length]

              
                A tiling with squares whose sides are successive Fibonacci numbers in length
              

            


            
              [image: A Fibonacci spiral, created by drawing arcs connecting the opposite corners of squares in the Fibonacci tiling shown above; see Golden spiral]

              
                A Fibonacci spiral, created by drawing arcs connecting the opposite corners of squares in the Fibonacci tiling shown above; see Golden spiral
              

            


            
              [image: A plot of the Fibonacci sequence from 0 to 1597]

              
                A plot of the Fibonacci sequence from 0 to 1597
              

            

          


          

          In mathematics, the Fibonacci numbers are a sequence of numbers named after Leonardo of Pisa, known as Fibonacci, whose Liber Abaci published in 1202 introduced the sequence to Western European mathematics.


          The sequence is defined by the following recurrence relation:


          
            	[image:  F(n):= \begin{cases} 0 & \mbox{if } n = 0; \ 1 & \mbox{if } n = 1; \ F(n-1)+F(n-2) & \mbox{if } n > 1. \ \end{cases} ]

          


          That is, after two starting values, each number is the sum of the two preceding numbers. The first Fibonacci numbers (sequence A000045 in OEIS), also denoted as Fn, for n=0,1,2,  , are:


          
            	0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987, 1597, 2584, 4181, 6765, 10946, 17711, 28657, 46368, 75025, 121393, ...

          


          Every 3rd number of the sequence is even and more generally, every kth number of the sequence is a multiple of Fk.


          The sequence named after Fibonacci was first described in Indian mathematics.


          The sequence extended to negative index n satisfies Fn = Fn1 + Fn2 for all integers n, and F-n = (1)n+1Fn:


          .., -8, 5, -3, 2, -1, 1, followed by the sequence above.


          


          Origins


          The Fibonacci numbers first appeared, under the name mātrāmeru (mountain of cadence), in the work of the Sanskrit grammarian Pingala (Chandah-shāstra, the Art of Prosody, 450 or 200 BC). Prosody was important in ancient Indian ritual because of an emphasis on the purity of utterance. The Indian mathematician Virahanka (6th century AD) showed how the Fibonacci sequence arose in the analysis of metres with long and short syllables. Subsequently, the Jain philosopher Hemachandra (c. 1150) composed a well-known text on these. A commentary on Virahanka's work by Gopāla in the 12th century also revisits the problem in some detail.


          Sanskrit vowel sounds can be long (L) or short (S), and Virahanka's analysis, which came to be known as mātrā-vṛtta, wishes to compute how many metres (mātrās) of a given overall length can be composed of these syllables. If the long syllable is twice as long as the short, the solutions are:


          
            	1 mora: S (1 pattern)


            	2 morae: SS; L (2)


            	3 morae: SSS, SL; LS (3)


            	4 morae: SSSS, SSL, SLS; LSS, LL (5)


            	5 morae: SSSSS, SSSL, SSLS, SLSS, SLL; LSSS, LSL, LLS (8)


            	6 morae: SSSSSS, SSSSL, SSSLS, SSLSS, SLSSS, LSSSS, SSLL, SLSL, SLLS, LSSL, LSLS, LLSS, LLL (13)


            	7 morae: SSSSSSS, SSSSSL, SSSSLS, SSSLSS, SSLSSS, SLSSSS, LSSSSS, SSSLL, SSLSL, SLSSL, LSSSL, SSLLS, SLSLS, LSSLS, SLLSS, LSLSS, LLSSS, SLLL, LSLL, LLSL, LLLS (21)

          


          A pattern of length n can be formed by adding S to a pattern of length n1, or L to a pattern of length n2; and the prosodicists showed that the number of patterns of length n is the sum of the two previous numbers in the sequence. Donald Knuth reviews this work in The Art of Computer Programming as equivalent formulations of the bin packing problem for items of lengths 1 and 2.


          In the West, the sequence was first studied by Leonardo of Pisa, known as Fibonacci, in his Liber Abaci ( 1202). He considers the growth of an idealised (biologically unrealistic) rabbit population, assuming that:


          
            	in the first month there is just one newly-born pair,


            	new-born pairs become fertile from after their second month


            	each month every fertile pair begets a new pair, and


            	the rabbits never die

          


          Let the population at month n be F(n). At this time, only rabbits who were alive at month n2 are fertile and produce offspring, so F(n2) pairs are added to the current population of F(n1). Thus the total is F(n)=F(n1)+F(n2).


          


          Relation to the golden ratio


          


          Closed form expression


          Like every sequence defined by linear recurrence, the Fibonacci numbers have a closed-form solution. It has become known as Binet's formula, even though it was already known by Abraham de Moivre:


          
            	[image: F\left(n\right) = {{\varphi^n-(1-\varphi)^n} \over {\sqrt 5}}={{\varphi^n-(-\varphi)^{-n}} \over {\sqrt 5}}\, ,] where [image: \varphi] is the golden ratio (note, that [image: 1-\varphi=-1/\varphi], as can be seen from the defining equation below).

          


          The Fibonacci recursion


          
            	[image: F(n+2)-F(n+1)-F(n)=0\,]

          


          is similar to the defining equation of the golden ratio in the form


          
            	[image: x^2-x-1=0,\,]

          


          which is also known as the generating polynomial of the recursion.


          


          Proof by induction


          Any root of the equation above satisfies [image: \begin{matrix}x^2=x+1,\end{matrix}\,] and multiplying by [image: x^{n-1}\,] shows:


          
            	[image: x^{n+1} = x^n + x^{n-1}\,]

          


          By definition [image: \varphi] is a root of the equation, and the other root is [image: 1-\varphi=-1/\varphi\, .]. Therefore:


          
            	[image: \varphi^{n+1} = \varphi^n + \varphi^{n-1}\, ]

          


          and


          
            	[image: (1-\varphi)^{n+1} = (1-\varphi)^n + (1-\varphi)^{n-1}\, .]

          


          Both [image: \varphi^{n}] and [image: (1-\varphi)^{n}=(-1/\varphi)^{n}] are geometric series (for n = 1, 2, 3, ...) that satisfy the Fibonacci recursion. The first series grows exponentially; the second exponentially tends to zero, with alternating signs. Because the Fibonacci recursion is linear, any linear combination of these two series will also satisfy the recursion. These linear combinations form a two-dimensional linear vector space; the original Fibonacci sequence can be found in this space.


          Linear combinations of series [image: \varphi^{n}] and [image: (1-\varphi)^{n}], with coefficients a and b, can be defined by


          
            	[image: F_{a,b}(n) = a\varphi^n+b(1-\varphi)^n] for any real [image: a,b\, .]

          


          All thus-defined series satisfy the Fibonacci recursion


          
            	[image: \begin{align} F_{a,b}(n+1) &= a\varphi^{n+1}+b(1-\varphi)^{n+1} \ &=a(\varphi^{n}+\varphi^{n-1})+b((1-\varphi)^{n}+(1-\varphi)^{n-1}) \ &=a{\varphi^{n}+b(1-\varphi)^{n}}+a{\varphi^{n-1}+b(1-\varphi)^{n-1}} \ &=F_{a,b}(n)+F_{a,b}(n-1)\,. \end{align}]

          


          Requiring that Fa,b(0) = 0 and Fa,b(1) = 1 yields [image: a=1/\sqrt 5] and [image: b=-1/\sqrt 5], resulting in the formula of Binet we started with. It has been shown that this formula satisfies the Fibonacci recursion. Furthermore, an explicit check can be made:


          
            	[image: F_{a,b}(0)=\frac{1}{\sqrt 5}-\frac{1}{\sqrt 5}=0\,\!]

          


          and


          
            	[image: F_{a,b}(1)=\frac{\varphi}{\sqrt 5}-\frac{(1-\varphi)}{\sqrt 5}=\frac{-1+2\varphi}{\sqrt 5}=\frac{-1+(1+\sqrt 5)}{\sqrt 5}=1,]

          


          establishing the base cases of the induction, proving that


          
            	[image: F(n)={{\varphi^n-(1-\varphi)^n} \over {\sqrt 5}}] for all [image:  n\, .]

          


          Therefore, for any two starting values, a combination a,b can be found such that the function [image: F_{a,b}(n)\,] is the exact closed formula for the series.


          


          Computation by rounding


          Since [image: \begin{matrix}|1-\varphi|^n/\sqrt 5 < 1/2\end{matrix}] for all [image: n\geq 0], the number F(n) is the closest integer to [image: \varphi^n/\sqrt 5\, .] Therefore it can be found by rounding, or in terms of the floor function:


          
            	[image: F(n)=\bigg\lfloor\frac{\varphi^n}{\sqrt 5} + \frac{1}{2}\bigg\rfloor.]

          


          


          Limit of consecutive quotients


          Johannes Kepler observed that the ratio of consecutive Fibonacci numbers converges. He wrote that "as 5 is to 8 so is 8 to 13, practically, and as 8 is to 13, so is 13 to 21 almost, and concluded that the limit approaches the golden ratio [image: \varphi].


          
            	[image: \lim_{n\to\infty}\frac{F(n+1)}{F(n)}=\varphi,]

          


          This convergence does not depend on the starting values chosen, excluding 0, 0.


          Proof:


          It follows from the explicit formula that for any real [image: a \ne 0, \, b \ne 0 \,]


          
            	[image: \begin{align} \lim_{n\to\infty}\frac{F_{a,b}(n+1)}{F_{a,b}(n)} &= \lim_{n\to\infty}\frac{a\varphi^{n+1}-b(1-\varphi)^{n+1}}{a\varphi^n-b(1-\varphi)^n} \ &= \lim_{n\to\infty}\frac{a\varphi-b(1-\varphi)(\frac{1-\varphi}{\varphi})^n}{a-b(\frac{1-\varphi}{\varphi})^n} \ &= \varphi \end{align}]

          


          because [image: \bigl|{\tfrac{1-\varphi}{\varphi}}\bigr| < 1] and thus [image: \lim_{n\to\infty}\left(\tfrac{1-\varphi}{\varphi}\right)^n=0 .]


          


          Decomposition of powers of the golden ratio


          Since the golden ratio satisfies the equation


          
            	[image: \varphi^2=\varphi+1,\,]

          


          this expression can be used to decompose higher powers [image: \varphi^n] as a linear function of lower powers, which in turn can be decomposed all the way down to a linear combination of [image: \varphi] and 1. The resulting recurrence relationships yield Fibonacci numbers as the linear coefficients, thus closing the loop:


          
            	[image: \varphi^n=F(n)\varphi+F(n-1).]

          


          This expression is also true for [image: n \, <\, 1 \, ] if the Fibonacci sequence [image: F(n) \,] is extended to negative integers using the Fibonacci rule [image: F(n) = F(n-1) + F(n-2) . \, ]


          


          Matrix form


          A 2-dimensional system of linear difference equations that describes the Fibonacci sequence is


          
            	[image: {F_{k+2} \choose F_{k+1}} = \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix} {F_{k+1} \choose F_{k}}]

          


          or


          
            	[image: \vec F_{k+1} = A \vec F_{k}.\,]

          


          The eigenvalues of the matrix A are [image: \varphi\,\!] and [image: (1-\varphi)\,\!], and the elements of the eigenvectors of A, [image: {\varphi \choose 1}] and [image: {1 \choose -\varphi}], are in the ratios [image: \varphi\,\!] and [image: (1-\varphi\,\!)].


          This matrix has a determinant of 1, and thus it is a 22 unimodular matrix. This property can be understood in terms of the continued fraction representation for the golden ratio:


          
            	[image: \varphi =1 + \cfrac{1}{1 + \cfrac{1}{1 + \cfrac{1}{\;\;\ddots\,}}} \;. ]

          


          The Fibonacci numbers occur as the ratio of successive convergents of the continued fraction for [image: \varphi\,\!], and the matrix formed from successive convergents of any continued fraction has a determinant of +1 or 1.


          The matrix representation gives the following closed expression for the Fibonacci numbers:


          
            	[image: \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}^n = \begin{pmatrix} F_{n+1} & F_n \ F_n & F_{n-1} \end{pmatrix}. ]

          


          Taking the determinant of both sides of this equation yields Cassini's identity


          
            	[image: (-1)^n = F_{n+1}F_{n-1} - F_n^2.\,]

          


          Additionally, since AnAm = Am + n for any square matrix A, the following identities can be derived:


          
            	[image: {F_n}^2 + {F_{n-1}}^2 = F_{2n-1},\,]


            	[image: F_{n+1}F_{m} + F_n F_{m-1} = F_{m+n}.\, ]

          


          For the first one of these, there is a related identity:


          
            	[image: (2F_{n-1}+F_n)F_n = (F_{n-1}+F_{n+1})F_n = F_{2n}.\,]

          


          For another way to derive the F2n + k formulas see the "EWD note" by Dijkstra.


          


          Recognizing Fibonacci numbers


          Occasionally, the question may arise whether a positive integer z is a Fibonacci number. Since F(n) is the closest integer to [image: \varphi^n/\sqrt{5}], the most straightforward, brute-force test is the identity


          
            	[image: F\bigg(\bigg\lfloor\log_\varphi(\sqrt{5}z)+\frac{1}{2}\bigg\rfloor\bigg)=z,]

          


          which is true if and only if z is a Fibonacci number.


          Alternatively, an elegant algebraic test states, that a positive integer z is a Fibonacci number if (and only if) [image: \bigg(5z^2+4\bigg)] or [image: \bigg(5z^2-4\bigg)] is a perfect square.


          A slightly more sophisticated test uses the fact that the convergents of the continued fraction representation of [image: \varphi] are ratios of successive Fibonacci numbers, that is the inequality


          
            	[image: \bigg|\varphi-\frac{p}{q}\bigg|<\frac{1}{q^2}]

          


          (with coprime positive integers p, q) is true if and only if p and q are successive Fibonacci numbers. From this one derives the criterion that z is a Fibonacci number if and only if the closed interval


          
            	[image: \bigg[\varphi z-\frac{1}{z},\varphi z+\frac{1}{z}\bigg]]

          


          contains a positive integer.


          


          Identities


          
            	F(n + 1) = F(n) + F(n  1)


            	F(0) + F(1) + F(2) +  + F(n) = F(n + 2)  1


            	F(1) + 2 F(2) + 3 F(3) +  + n F(n) = n F(n + 2)  F(n + 3) + 2


            	F(0) + F(1) + F(2) +  + F(n) = F(n) F(n + 1)

          


          These identities can be proven using many different methods. But, among all, we wish to present an elegant proof for each of them using combinatorial arguments here. In particular, F(n) can be interpreted as the number of ways summing 1's and 2's to n  1, with the convention that F(0) = 0, meaning no sum will add up to 1, and that F(1) = 1, meaning the empty sum will "add up" to 0. Here the order of the summands matters. For example, 1 + 2 and 2 + 1 are considered two different sums and are counted twice.


          


          Proof of the first identity


          Without loss of generality, we may assume n  1. Then F(n + 1) counts the number of ways summing 1's and 2's to n.


          When the first summand is 1, there are F(n) ways to complete the counting for n  1; and when the first summand is 2, there are F(n  1) ways to complete the counting for n  2. Thus, in total, there are F(n) + F(n  1) ways to complete the counting for n.


          


          Proof of the second identity


          We count the number of ways summing 1's and 2's to n + 1 such that at least one of the summands is 2.


          As before, there are F(n + 2) ways summing 1's and 2's to n + 1 when n  0. Since there is only one sum of n + 1 that does not use any 2, namely 1 +  + 1 (n + 1 terms), we subtract 1 from F(n + 2).


          Equivalently, we can consider the first occurrence of 2 as a summand. If, in a sum, the first summand is 2, then there are F(n) ways to the complete the counting for n  1. If the second summand is 2 but the first is 1, then there are F(n  1) ways to complete the counting for n  2. Proceed in this fashion. Eventually we consider the (n + 1)th summand. If it is 2 but all of the previous n summands are 1's, then there are F(0) ways to complete the counting for 0. If a sum contains 2 as a summand, the first occurrence of such summand must take place in between the first and (n + 1)th position. Thus F(n) + F(n  1) +  + F(0) gives the desired counting.


          


          Proof of the third identity


          This identity can be established in two stages. First, we count the number of ways summing 1s and 2s to 1, 0, , or n + 1 such that at least one of the summands is 2.


          By our second identity, there are F(n + 2)  1 ways summing to n + 1; F(n + 1)  1 ways summing to n; ; and, eventually, F(2)  1 way summing to 1. As F(1)  1 = F(0) = 0, we can add up all n + 1 sums and apply the second identity again to obtain


          
            	[F(n + 2)  1] + [F(n + 1)  1] +  + [F(2)  1]


            	= [F(n + 2)  1] + [F(n + 1)  1] +  + [F(2)  1] + [F(1)  1] + F(0)


            	= F(n + 2) + [F(n + 1) +  + F(1) + F(0)]  (n + 2)


            	= F(n + 2) + F(n + 3)  (n + 2).

          


          On the other hand, we observe from the second identity that there are


          
            	F(0) + F(1) +  + F(n  1) + F(n) ways summing to n + 1;


            	F(0) + F(1) +  + F(n  1) ways summing to n;

          


          


          
            	F(0) way summing to 1.

          


          Adding up all n + 1 sums, we see that there are


          
            	(n + 1) F(0) + n F(1) +  + F(n) ways summing to 1, 0, , or n + 1.

          


          Since the two methods of counting refer to the same number, we have


          
            	(n + 1) F(0) + n F(1) +  + F(n) = F(n + 2) + F(n + 3)  (n + 2)

          


          Finally, we complete the proof by subtracting the above identity from n + 1 times the second identity.


          


          Identity for doubling n


          There is a very simple formula for doubling n:[image: F_{2n} = F_{n+1}^2 - F_{n-1}^2 = F_n(F_{n+1}+F_{n-1}) ].


          Another identity useful for calculating Fn for large values of n is


          
            	[image: F_{2n+k} = F_k F_{n+1}^2 + 2 F_{k-1} F_{n+1} F_n + F_{k-2} F_n^2 ]

          


          for all integers n and k. Dijkstra points out that doubling identities of this type can be used to calculate Fn using O(log n) arithmetic operations. Notice that, with the definition of Fibonacci numbers with negative n given in the introduction, this formula reduces to the double n formula when k = 0.


          (From practical standpoint it should be noticed that the calculation involves manipulation of numbers with length (number of digits) [image: {\rm \Theta}(n)\,]. Thus the actual performance depends mainly upon efficiency of the implemented long multiplication, and usually is [image: {\rm \Theta}(n \,\log n)] or [image: {\rm \Theta}(n ^{\log_2 3})].)


          


          Other identities


          Other identities include relationships to the Lucas numbers, which have the same recursive properties but start with L0=2 and L1=1. These properties include F2n=FnLn.


          There are also scaling identities, which take you from Fn and Fn+1 to a variety of things of the form Fan+b; for instance


          [image: F_{3n} = 2F_n^3 + 3F_n F_{n+1} F_{n-1} = 5F_{n}^3 + 3 (-1)^n F_{n} ] by Cassini's identity.


          [image: F_{3n+1} = F_{n+1}^3 + 3 F_{n+1}F_n^2 - F_n^3]


          [image: F_{3n+2} = F_{n+1}^3 + 3 F_{n+1}^2F_n + F_n^3]


          [image: F_{4n} = 4F_nF_{n+1}(F_{n+1}^2 + 2F_n^2) - 3F_n^2(F_n^2 + 2F_{n+1}^2)]


          These can be found experimentally using lattice reduction, and are useful in setting up the special number field sieve to factorize a Fibonacci number. Such relations exist in a very general sense for numbers defined by recurrence relations, see the section on multiplication formulae under Perrin numbers for details.


          


          Power series


          The generating function of the Fibonacci sequence is the power series


          
            	[image: s(x)=\sum_{k=0}^{\infty} F_k x^k.]

          


          This series has a simple and interesting closed-form solution for x < 1/[image: \varphi]


          
            	[image: s(x)=\frac{x}{1-x-x^2}.]

          


          This solution can be proven by using the Fibonacci recurrence to expand each coefficient in the infinite sum defining s(x):


          
            	[image: \begin{align} s(x) &= \sum_{k=0}^{\infty} F_k x^k \ &= F_0 + F_1x + \sum_{k=2}^{\infty} \left( F_{k-1} + F_{k-2} \right) x^k \ &= x + \sum_{k=2}^{\infty} F_{k-1} x^k + \sum_{k=2}^{\infty} F_{k-2} x^k \ &= x + x\sum_{k=0}^{\infty} F_k x^k + x^2\sum_{k=0}^{\infty} F_k x^k \ &= x + x s(x) + x^2 s(x) \end{align}]

          


          Solving the equation s(x) = x + xs(x) + x2s(x) for s(x) results in the closed form solution.


          In particular, math puzzle-books note the curious value [image: \frac{s(\frac{1}{10})}{10}=\frac{1}{89}], or more generally


          
            	[image: \sum_{n = 1}^{\infty}{\frac {F(n)}{10^{(k + 1)(n + 1)}}} = \frac {1}{10^{2k + 2} - 10^{k + 1} - 1}]

          


          for all integers k > = 0.


          Conversely,


          
            	[image: \sum_{n=0}^\infty\,\frac{F_n}{k^{n}}\,=\,\frac{k}{k^{2}-k-1}.]

          


          


          Reciprocal sums


          Infinite sums over reciprocal Fibonacci numbers can sometimes be evaluated in terms of theta functions. For example, we can write the sum of every odd-indexed reciprocal Fibonacci number as


          
            	[image: \sum_{k=0}^\infty \frac{1}{F_{2k+1}} = \frac{\sqrt{5}}{4}\vartheta_2^2 \left(0, \frac{3-\sqrt 5}{2}\right) ,]

          


          and the sum of squared reciprocal Fibonacci numbers as


          
            	[image: \sum_{k=1}^\infty \frac{1}{F_k^2} = \frac{5}{24} \left(\vartheta_2^4\left(0, \frac{3-\sqrt 5}{2}\right) - \vartheta_4^4\left(0, \frac{3-\sqrt 5}{2}\right) + 1 \right).]

          


          If we add 1 to each Fibonacci number in the first sum, there is also the closed form


          
            	[image: \sum_{k=0}^\infty \frac{1}{1+F_{2k+1}} = \frac{\sqrt{5}}{2},]

          


          and there is a nice nested sum of squared Fibonacci numbers giving the reciprocal of the golden ratio,


          
            	[image: \sum_{k=1}^\infty \frac{(-1)^{k+1}}{\sum_{j=1}^k {F_{j}}^2} = \frac{\sqrt{5}-1}{2}.]

          


          Results such as these make it plausible that a closed formula for the plain sum of reciprocal Fibonacci numbers could be found, but none is yet known. Despite that, the reciprocal Fibonacci constant


          
            	[image: \psi = \sum_{k=1}^{\infty} \frac{1}{F_k} = 3.359885666243 \dots]

          


          has been proved irrational by Richard Andr-Jeannin.


          


          Primes and divisibility


          A Fibonacci prime is a Fibonacci number that is prime (sequence A005478 in OEIS). The first few are:


          
            	2, 3, 5, 13, 89, 233, 1597, 28657, 514229, 

          


          Fibonacci primes with thousands of digits have been found, but it is not known whether there are infinitely many. They must all have a prime index, except F4 = 3.


          Any three consecutive Fibonacci numbers, taken two at a time, are relatively prime: that is,


          
            	gcd(Fn,Fn+1) = gcd(Fn,Fn+2) = 1.

          


          More generally,


          
            	gcd(Fn, Fm) = Fgcd(n,m).

          


          A proof of this striking fact is online at Harvey Mudd College's Fun Math site


          


          Divisibility by prime numbers


          If p is a prime number then


          
            	[image:  F_{p-\left(\frac{p}{5}\right)} \equiv 0 \pmod p,\;\;\; F_{p} \equiv \left(\frac{p}{5}\right) \pmod p, ]

          


          where [image: \;\left(\tfrac{p}{5}\right)\;] is the Legendre symbol. [image: \;\left(\tfrac{p}{5}\right)=-1\;] if p  2 (mod 5), [image: \;\left(\tfrac{p}{5}\right)=+1\;] if p  1 (mod 5), and [image: \;\left(\tfrac{5}{5}\right)=0\;].


          
            For example,


            
              	[image: (\tfrac{2}{5}) = -1, \,\, F_3 = 2, F_2=1,]


              	[image: (\tfrac{3}{5}) = -1, \,\, F_4 = 3,F_3=2,]


              	[image: (\tfrac{5}{5}) = \;\;\,0,\,\, F_5 = 5,]


              	[image: (\tfrac{7}{5}) = -1, \,\,F_8 = 21,\;\;F_7=13,]


              	[image: (\tfrac{11}{5}) = +1, F_{10} = 55, F_{11}=89.]

            

          


          


          Divisibility by 11


          [image: \sum_{k=n}^{n+9} F_{k} = 11 F_{n+6}]


          


          Right triangles


          Starting with 5, every second Fibonacci number is the length of the hypotenuse of a right triangle with integer sides, or in other words, the largest number in a Pythagorean triple. The length of the longer leg of this triangle is equal to the sum of the three sides of the preceding triangle in this series of triangles, and the shorter leg is equal to the difference between the preceding bypassed Fibonacci number and the shorter leg of the preceding triangle.


          The first triangle in this series has sides of length 5, 4, and 3. Skipping 8, the next triangle has sides of length 13, 12 (5+4+3), and 5 (83). Skipping 21, the next triangle has sides of length 34, 30 (13+12+5), and 16 (215). This series continues indefinitely. The triangle sides a, b, c can be calculated directly:


          
            	[image: \displaystyle a_n = F_{2n-1}]


            	[image: \displaystyle b_n = 2 F_n F_{n-1}]


            	[image: \displaystyle c_n = {F_n}^2 - {F_{n-1}}^2]

          


          These formulas satisfy [image: a_n ^2 = b_n ^2 + c_n ^2] for all n, but they only represent triangle sides when n > 2.


          Any four consecutive Fibonacci numbers Fn, Fn+1, Fn+2 and Fn+3 can also be used to generate a Pythagorean triple in a different way:


          
            	[image:  a = F_n F_{n+3} \,�; \, b = 2 F_{n+1} F_{n+2} \,�; \, c = F_{n+1}^2 + F_{n+2}^2 \,�; \, a^2 + b^2 = c^2 \,.]

          


          Example 1: let the Fibonacci numbers be 1, 2, 3 and 5. Then:


          
            	[image: \displaystyle a = 1 \times 5 = 5]


            	[image: \displaystyle b = 2 \times 2 \times 3 = 12]


            	[image: \displaystyle c = 2^2 + 3^2 = 13 \,]


            	[image: \displaystyle 5^2 + 12^2 = 13^2 \,.]

          


          Example 2: let the Fibonacci numbers be 8, 13, 21 and 34. Then:


          
            	[image: \displaystyle a = 8 \times 34 = 272]


            	[image: \displaystyle b = 2 \times 13 \times 21 = 546]


            	[image: \displaystyle c = 13^2 + 21^2 = 610 \,]


            	[image: \displaystyle 272^2 + 546^2 = 610^2 \,.]

          


          


          Magnitude of Fibonacci numbers


          Since Fn is asymptotic to [image: \varphi^n/\sqrt5], the number of digits in the base b representation of [image: F_n\,] is asymptotic to [image: n\,\log_b\varphi].


          In base 10, for every integer greater than 1 there are 4 or 5 Fibonacci numbers with that number of digits, in most cases 5.


          


          Applications


          The Fibonacci numbers are important in the run-time analysis of Euclid's algorithm to determine the greatest common divisor of two integers: the worst case input for this algorithm is a pair of consecutive Fibonacci numbers.


          Yuri Matiyasevich was able to show that the Fibonacci numbers can be defined by a Diophantine equation, which led to his original solution of Hilbert's tenth problem.


          The Fibonacci numbers occur in the sums of "shallow" diagonals in Pascal's triangle and Lozanić's triangle (see "Binomial coefficient").


          Every positive integer can be written in a unique way as the sum of one or more distinct Fibonacci numbers in such a way that the sum does not include any two consecutive Fibonacci numbers. This is known as Zeckendorf's theorem, and a sum of Fibonacci numbers that satisfies these conditions is called a Zeckendorf representation.


          Fibonacci numbers are used by some pseudorandom number generators.


          Fibonacci numbers are used in a polyphase version of the merge sort algorithm in which an unsorted list is divided into two lists whose lengths correspond to sequential Fibonacci numbers - by dividing the list so that the two parts have lengths in the approximate proportion . A tape-drive implementation of the polyphase merge sort was described in The Art of Computer Programming.


          Fibonacci numbers arise in the analysis of the Fibonacci heap data structure.


          A one-dimensional optimization method, called the Fibonacci search technique, uses Fibonacci numbers.


          In music, Fibonacci numbers are sometimes used to determine tunings, and, as in visual art, to determine the length or size of content or formal elements. It is commonly thought that the first movement of Bla Bartk's Music for Strings, Percussion, and Celesta was structured using Fibonacci numbers.


          Since the conversion factor 1.609344 for miles to kilometers is close to the golden ratio (denoted ), the decomposition of distance in miles into a sum of Fibonacci numbers becomes nearly the kilometer sum when the Fibonacci numbers are replaced by their successors. This method amounts to a radix 2 number register in golden ratio base  being shifted. To convert from kilometers to miles, shift the register down the Fibonacci sequence instead.


          


          Fibonacci numbers in nature


          
            [image: Sunflower head displaying florets in spirals of 34 and 55 around the outside]

            
              Sunflower head displaying florets in spirals of 34 and 55 around the outside
            

          


          Fibonacci sequences appear in biological settings, such as branching in trees, the fruitlets of a pineapple, an uncurling fern and the arrangement of a pine cone.. In addition, numerous poorly substantiated claims of Fibonacci numbers or golden sections in nature are found in popular sources, e.g. relating to the breeding of rabbits, the spirals of shells, and the curve of waves.


          Przemyslaw Prusinkiewicz advanced the idea that real instances can be in part understood as the expression of certain algebraic constraints on free groups, specifically as certain Lindenmayer grammars.


          A model for the pattern of florets in the head of a sunflower was proposed by H. Vogel in 1979. This has the form


          
            	[image: \theta = \frac{2\pi}{\phi^2} n], [image: r = c \sqrt{n}]

          


          where n is the index number of the floret and c is a constant scaling factor; the florets thus lie on Fermat's spiral. The divergence angle, approximately 137.51, is the golden angle, dividing the circle in the golden ratio. Because this ratio is irrational, no floret has a neighbor at exactly the same angle from the centre, so the florets pack efficiently. Because the rational approximations to the golden ratio are of the form F(j):F(j+1), the nearest neighbors of floret number n are those at nF(j) for some index j which depends on r, the distance from the centre. It is often said that sunflowers and similar arrangements have 55 spirals in one direction and 89 in the other (or some other pair of adjacent Fibonacci numbers), but this is true only of one range of radii, typically the outermost and thus most conspicuous.


          


          Popular culture


          Because the Fibonacci sequence is easy for non-mathematicians to understand, there are many examples of the Fibonacci numbers being used in popular culture.


          


          Generalizations


          The Fibonacci sequence has been generalized in many ways. These include:


          
            	Extending to negative index n, satisfying Fn = Fn1 + Fn2 and, equivalently, F-n = (1)n+1Fn


            	Generalising the index from positive integers to real numbers using a modification of Binet's formula.


            	Starting with other integers. Lucas numbers have L1 = 1, L2 = 3, and Ln = Ln1 + Ln2. Primefree sequences use the Fibonacci recursion with other starting points in order to generate sequences in which all numbers are composite.


            	Letting a number be a linear function (other than the sum) of the 2 preceding numbers. The Pell numbers have Pn = 2Pn  1 + Pn  2.


            	Not adding the immediately preceding numbers. The Padovan sequence and Perrin numbers have P(n) = P(n  2) + P(n  3).


            	Generating the next number by adding 3 numbers (tribonacci numbers), 4 numbers (tetranacci numbers), or more.


            	Adding other objects than integers, for example functions or strings -- one essential example is Fibonacci polynomials.

          


          


          Numbers properties


          


          Periodicity mod n: Pisano periods


          It is easily seen that if the members of the Fibonacci sequence are taken mod n, the resulting sequence must be periodic with period at most n2. The lengths of the periods for various n form the so-called Pisano periods (sequence A001175 in OEIS). Determining the Pisano periods in general is an open problem, although for any particular n it can be solved as an instance of cycle detection.


          


          The bee ancestry code


          Fibonacci numbers also appear in the description of the reproduction of a population of idealized bees, according to the following rules:


          
            	If an egg is laid by an unmated female, it hatches a male.


            	If, however, an egg was fertilized by a male, it hatches a female.

          


          Thus, a male bee will always have one parent, and a female bee will have two.


          If one traces the ancestry of any male bee (1 bee), he has 1 female parent (1 bee). This female had 2 parents, a male and a female (2 bees). The female had two parents, a male and a female, and the male had one female (3 bees). Those two females each had two parents, and the male had one (5 bees). This sequence of numbers of parents is the Fibonacci sequence.


          This is an idealization that does not describe actual bee ancestries. In reality, some ancestors of a particular bee will always be sisters or brothers, thus breaking the lineage of distinct parents.


          
            Retrieved from " http://en.wikipedia.org/wiki/Fibonacci_number"
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        Fibreglass


        
          

          


          Fibreglass (also called fibreglass and glass fibre) is material made from extremely fine fibers of glass. It is used as a reinforcing agent for many polymer products; the resulting composite material, properly known as fibre-reinforced polymer (FRP) or glass-reinforced plastic (GRP), is called "fibreglass" in popular usage.


          Glassmakers throughout history have experimented with glass fibers, but mass manufacture of fibreglass was only made possible with the advent of finer machine-tooling. In 1893, Edward Drummond Libbey exhibited a dress at the World's Columbian Exposition incorporating glass fibers with the diameter and texture of silk fibers. What is commonly known as "fibreglass" today, however, was invented in 1938 by Russell Games Slayter of Owens-Corning as a material to be used as insulation. It is marketed under the trade name Fiberglas, which has become a genericized trademark.


          


          Formation


          Glass fibre is formed when thin strands of silica-based or other formulation glass is extruded into many fibers with small diameters suitable for textile processing. Glass, even as a fibre, has little crystalline structure (see amorphous solid). The properties of the structure of glass in its softened stage are very much like its properties when spun into fibre. One definition of glass is "an inorganic substance in a condition which is continuous with, and analogous to the liquid state of that substance, but which, as a result of a reversible change in viscosity during cooling, has attained so high a degree of viscosity as to be for all practical purposes rigid."


          The technique of heating and drawing glass into fine fibers has been known for millennia; however, the use of these fibers for textile applications is more recent. The first commercial production of fibreglass was in 1936. In 1938, Owens-Illinois Glass Company and Corning Glass Works joined to form the Owens-Corning Fiberglas Corporation. Until this time all fibreglass had been manufactured as staple. When the two companies joined together to produce and promote fibreglass, they introduced continuous filament glass fibers. Owens-Corning is still the major fibreglass producer in the market today.


          


          Chemistry


          The basis of textile grade glass fibers is silica, SiO2. In its pure form it exists as a polymer, (SiO2)n. It has no true melting point but softens up to 2000C, where it starts to degrade. At 1713C, most of the molecules can move about freely. If the glass is then cooled quickly, they will be unable to form an ordered structure. In the polymer it forms SiO4 groups which are configured as a tetrahedron with the silicon atom at the centre, and four oxygen atoms at the corners. These atoms then form a network bonded at the corners by sharing the oxygen atoms.


          The vitreous and crystalline states of silica (glass and quartz) have similar energy levels on a molecular basis, also implying that the glassy form is extremely stable. In order to induce crystallization, it must be heated to temperatures above 1200C for long periods of time.


          
            [image: Molecular Structure of Glass]

            
              Molecular Structure of Glass
            

          


          Although pure silica is a perfectly viable glass and glass fiber, it must be worked with at very high temperatures which is a drawback unless its specific chemical properties are needed. It is usual to introduce impurities into the glass in the form of other materials, to lower its working temperature. These materials also impart various other properties to the glass which may be beneficial in different applications. The first type of glass used for fibre was soda lime glass or A glass. It was not very resistant to alkali. A new type, E-glass was formed that is alkali free (< 2%) and is an alumino-borosilicate glass. This was the first glass formulation used for continuous filament formation. E-glass still makes up most of the fibreglass production in the world. Its particular components may differ slightly in percentage, but must fall within a specific range. The letter E is used because it was originally for electrical applications. S-glass is a high strength formulation for use when tensile strength is the most important property. C-glass was developed to resist attack from chemicals, mostly acids which destroy E-glass. T-glass is a North American variant of C-glass. A-glass is an industry term for cullet glass, often bottles, made into fibre. AR-glass is alkali resistant glass. Most glass fibers have limited solubility in water but it is very dependent on pH. Chloride ions will also attack and dissolve E-glass surfaces. A recent trend in the industry is to reduce or eliminate the boron content in the glass fibers.


          Since E-glass does not really melt but soften, the softening point is defined as "the temperature at which a 0.55  0.77 mm diameter fibre 235 mm long, elongates under its own weight at 1 mm/min when suspended vertically and heated at the rate of 5C per minute". The strain point is reached when the glass has a viscosity of 1014.5 poise. The annealing point, which is the temperature where the internal stresses are reduced to an acceptable commercial limit in 15 minutes, is marked by a viscosity of 1013 poise.


          


          Properties


          Glass fibers are useful because of their high ratio of surface area to weight. However, the increased surface area makes them much more susceptible to chemical attack.


          By trapping air within them, blocks of glass fibre make good thermal insulation, with a thermal conductivity of 0.05 W/m-K.


          Glass strengths are usually tested and reported for "virgin" fibers: those which have just been manufactured. The freshest, thinnest fibers are the strongest because the thinner fibers are more ductile. The more the surface is scratched, the less the resulting tenacity. Because glass has an amorphous structure, its properties are the same along the fiber and across the fibre. Humidity is an important factor in the tensile strength. Moisture is easily adsorbed, and can worsen microscopic cracks and surface defects, and lessen tenacity.


          In contrast to carbon fibre, glass can undergo more elongation before it breaks. There is a correlation between bending diameter of the filament and the filament diameter. See KH Hillermeier, 1973, Freudenstadt. The viscosity of the molten glass is very important for manufacturing success. During drawing (pulling of the glass to reduce fiber circumference) the viscosity should be relatively low. If it is too high the fiber will break during drawing, however if it is too low the glass will form droplets rather than drawing out into fibre.


          


          Manufacturing processes


          


          Melting


          There are two main types of glass fiber manufacture and two main types of glass fiber product. First, fibre is made either from a direct melt process or a marble remelt process. Both start with the raw materials in solid form. The materials are mixed together and melted in a furnace. Then, for the marble process, the molten material is sheared and rolled into marbles which are cooled and packaged. The marbles are taken to the fibre manufacturing facility where they are inserted into a can and remelted. The molten glass is extruded to the bushing to be formed into fibre. In the direct melt process, the molten glass in the furnace goes right to the bushing for formation.


          


          Formation


          The bushing plate is the most important part of the machinery. This is a small metal furnace containing nozzles for the fibre to be formed through. It is almost always made of platinum alloyed with rhodium for durability. Platinum is used because the glass melt has a natural affinity for wetting it. When bushings were first used they were 100% platinum and the glass wetted the bushing so easily it ran under the plate after exiting the nozzle and accumulated on the underside. Also, due to its cost and the tendency to wear, the platinum was alloyed with rhodium. In the direct melt process, the bushing serves as a collector for the molten glass. It is heated slightly to keep the glass at the correct temperature for fibre formation. In the marble melt process, the bushing acts more like a furnace as it melts more of the material.


          The bushings are what make the capital investment in fibre glass production expensive. The nozzle design is also critical. The number of nozzles ranges from 200 to 4000 in multiples of 200. The important part of the nozzle in continuous filament manufacture is the thickness of its walls in the exit region. It was found that inserting a counterbore here reduced wetting. Today, the nozzles are designed to have a minimum thickness at the exit. The reason for this is that as glass flows through the nozzle it forms a drop which is suspended from the end. As it falls, it leaves a thread attached by the meniscus to the nozzle as long as the viscosity is in the correct range for fibre formation. The smaller the annular ring of the nozzle or the thinner the wall at exit, the faster the drop will form and fall away, and the lower its tendency to wet the vertical part of the nozzle. The surface tension of the glass is what influences the formation of the meniscus. For E-glass it should be around 400 mN per m.


          The attenuation (drawing) speed is important in the nozzle design. Although slowing this speed down can make coarser fibre, it is uneconomic to run at speeds for which the nozzles were not designed.


          


          Continuous filament process


          In the continuous filament process, after the fibre is drawn, a size is applied. This size helps protect the fiber as it is wound onto a bobbin. The particular size applied relates to end-use. While some sizes are processing aids, others make the fiber have an affinity for a certain resin, if the fibre is to be used in a composite. Size is usually added at 0.52.0% by weight. Winding then takes place at around 1000 m per min.


          


          Staple fibre process


          In staple fiber production, there are a number of ways to manufacture the fibre. The glass can be blown or blasted with heat or steam after exiting the formation machine. Usually these fibers are made into some sort of mat. The most common process used is the rotary process. Here, the glass enters a rotating spinner, and due to centrifugal force is thrown out horizontally. The air jets push it down vertically and binder is applied. Then the mat is vacuumed to a screen and the binder is cured in the oven.


          


          Laminating Operations


          


          Filament Winding Operation


          


          Fibreglass Sheet Laminating Operation


          First, you have to mix resin with catalyst (e.g butanox LA), otherwise it won't go off for days/ weeks. Then you need wet out the mould with the resulting mixture, and put the sheets of fibreglass over it. You then roll them down into to mould using more resin, and make sure it is attached to the mould all over, and there is no air trapped in between the layers. Steel rollers are useful to make sure the resin is between all the layers, and the glass is wet right through, otherwise it doesn't stick. You have to be fast though, or the resin goes off and you have to start again.


          


          Fibreglass Spray Lay-Up Operation


          The fibreglass spray lay-up process is similar to the hand lay-up process but the difference comes from the application of the fibre and resin material to the mold. Spray-up is an open-molding composites fabrication process where resin and reinforcements are sprayed onto a mold. The resin and glass may be applied separately or simultaneously "chopped" in a combined stream from a chopper gun. Workers roll out the spray-up to compact the laminate. Wood, foam or other core material may then be added, and a secondary spray-up layer imbeds the core between the laminates. The part is then cured, cooled and removed from the reusable mold.


          


          Fibreglass Hand Lay-Up Operation


          


          Pultrusion Operation


          Pultrusion is a manufacturing method used to make strong light weight composite materials, in this case fibreglass. Fibers (the glass material) are pulled from spools through a device that coats them with a resin. They are then typically heat treated and cut to length. Pultrusions can be made in a variety of shapes or cross-sections such as a W or S cross-section. The word pultrusion describes the method of moving the fibers through the machinery. It is pulled through using either a hand over hand method or a continuous roller method. This is opposed to an extrusion which would push the material through dies.


          


          Uses


          End uses for regular fibre glass are mats, insulation, reinforcement, sound absorption, heat resistant fabrics, corrosion resistant fabrics and high strength fabrics. Fibre glass is also the main source of material used by the modern automobile industry.


          Corrugated fiberglass panels are also widely used for outdoor canopy or greenhouse construction. These are thin, rigid panels with a wavy or zig-zag cross-section, usually a pale green or yellow colour (although they are also available in other colors). They are usually available in widths of 2-4 feet and lengths of 6-16 feet. Overlapping one wave pattern on each edge is often sufficient to prevent most water or wind penetration through the seams.
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      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Fiction


        
          

          
            [image: An illustration from Lewis Carroll's Alice's Adventures in Wonderland, depicting the fictional protagonist, Alice, playing a fantastical game of croquet.]

            
              An illustration from Lewis Carroll's Alice's Adventures in Wonderland, depicting the fictional protagonist, Alice, playing a fantastical game of croquet.
            

          


          Fiction is the telling of stories which are not real. More specifically, fiction is an imaginative form of narrative, one of the four basic rhetorical modes. Although the word fiction is derived from the Latin fingo, fingere, finxi, fictum, "to form, create", works of fiction need not be entirely imaginary and may include real people, places, and events. Fiction may be either written or oral. Although not all fiction is necessarily artistic, fiction is largely perceived as a form of art or entertainment. The ability to create fiction and other artistic works is considered to be a fundamental aspect of human culture, one of the defining characteristics of humanity.


          


          Elements of fiction


          Even among writing instructors and bestselling authors, there appears to be little consensus regarding the number and composition of the fundamental elements of fiction. For example:


          
            	"Fiction has three main elements: plotting, character, and place or setting." (Morrell 2006, p.151)


            	"A charged image evokes all the other elements of your storytheme, character, conflict, setting, style, and so on." (Writer's Digest Handbook of Novel Writing 1992, p.160)


            	"For writers, the spices you add to make your plot your own include characters, setting, and dialogue." (Bell 2004, p.16)


            	"Contained within the framework of a story are the major story elements: characters, action, and conflict." (Evanovich 2006, p.83)


            	" . . . I think point of view is one of the most fundamental elements of the fiction-writing craft . . ." (Selgin 2007, p.41)

          


          As stated by Janet Evanovich, "Effective writing requires an understanding of the fundamental elements of storytelling, such as point of view, dialogue, and setting." (Evanovich 2006, p.39) The debate continues as to the number and composition of the fundamental elements of fiction.


          


          Character


          Characterization is often listed as one of the fundamental elements of fiction. A character is a participant in the story, and is usually a person, but may be any persona, identity, or entity whose existence originates from a fictional work or performance.


          Characters may be of several types:


          
            	Point-of-view character: the character from whom the story is viewed.


            	Protagonist: the main character of a story


            	Antagonist: the character that stands in opposition to the protagonist


            	Supporting character: A character that plays a part in the plot but is not major


            	Minor character: a character in a bit/cameo part

          


          


          Plot


          Plot, or storyline, is often listed as one of the fundamental elements of fiction. It is the rendering and ordering of the events and actions of a story. On a micro level, plot consists of action and reaction, also referred to as stimulus and response. On a macro level, plot has a beginning, a middle, and an ending. Plot is often depicted as an arc with a zig-zag line to represent the rise and fall of action. Plot also has a mid-level structure: scene and sequel. A scene is a unit of dramawhere the action occurs. Then, after a transition of some sort, comes the sequelan emotional reaction and regrouping, an aftermath. (Bickham 1993, pp.23-62)


          


          Setting


          Setting, the location and time of a story, is often listed as one of the fundamental elements of fiction. Sometimes setting is referred to as milieu, to include a context (such as society) beyond the immediate surroundings of the story. In some cases, setting becomes a character itself and can set the tone of a story. (Rozelle 2005, p.2)


          


          Theme


          Theme, a conceptual distillation of the story, is often listed as one of the fundamental elements of fiction. It is the central idea or insight serving as a unifying element, creating cohesion and is an answer to the question, 'What did you learn from the piece of fiction?' In some cases a story's theme is a prominent element and somewhat unmistakable. (Morrell 2006, p.263)


          


          Style


          Style is not so much what is written, but how it is written and interpreted. Style in fiction refers to language conventions used to construct the story or article. A fiction writer may manipulate diction, sentence structure, phrasing, dialogue, and other aspects of language to create style or mood. The communicative effect created by the author's style is sometimes referred to as the story's voice. Every writer has his or her own unique style, or voice (Provost 1988, p.8). Style is sometimes listed as one of the fundamental elements of fiction.


          


          Categories


          Types of prose fiction:


          
            	Flash fiction: A work of fewer than 2,000 words. (1,000 by some definitions) (around 5 pages)


            	Short story: A work of at least 2,000 words but under 7,500 words. (5-25 pages)


            	Novelette: A work of at least 7,500 words but under 17,500 words. (25-60 pages)


            	Novella: A work of at least 17,500 words but under 50,000 words. (60-170 pages)


            	Novel: A work of 50,000 words or more. (about 170+ pages)


            	Epic: A work of 200,000 words or more. (about 680+ pages)

          


          


          Forms of fiction


          Traditionally, fiction includes novels, short stories, fables, fairy tales, plays, and poems, but it now also encompasses films, comic books, and video games.


          The Internet has had a major impact on the distribution of fiction, calling into question the feasibility of copyright as a means to ensure royalties are paid to copyright holders. Also, digital libraries such as Project Gutenberg make public domain texts more readily available. The combination of inexpensive home computers, the Internet and the creativity of its users has also led to new forms of fiction, such as interactive computer games or computer-generated comics. Countless forums for fan fiction can be found online, where loyal followers of specific fictional realms create and distribute derivative stories. The Internet is also used for the development of blog fiction, where a story is delivered through a blog either as flash fiction or serialblog, and collaborative fiction, where a story is written sequentially by different authors, or the entire text can be revised by anyone using wiki.


          


          Uses of fiction


          Although fiction may be viewed as a form of entertainment, it has other uses. Fiction has been used for instructional purposes, such as fictional examples used in school textbooks. It may be used in propaganda and advertising. It may be perpetuated by parents out of tradition such as with Santa Claus or to instill beliefs and values. Although they are not necessarily targeted at children, fables offer an explicit moral goal.


          A whole branch of literature crossing entertainment and science speculation is Science fiction. A less common similar cross is the philosophical fiction hybridizing fiction and philosophy, thereby often crossing the border towards propaganda fiction. These kinds of fictions constitute thought experiments exploring consequences of certain technologies or philosophies.
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          Fidel Alejandro Castro Ruz (born August 13, 1926) is a Cuban guerrilla leader, who became that country's 22nd president and ruled it as a dictatorship from January 1959 until his retirement in February 2008 (Cuba was a Soviet client-state during the Cold War). Castro began his political life with nationalist critiques of Batista, and of United States political and corporate influence in Cuba. He gained an ardent, but limited, following and also drew the attention of the authorities. He eventually led the failed 1953 attack on the Moncada Barracks, after which he was captured, tried, incarcerated and later released. He then traveled to Mexico to organize and train for the invasion of Cuba that took place in December 1956.


          He came to power as a result of the Cuban revolution that overthrew the dictator Fulgencio Batista, and shortly thereafter became Prime Minister of Cuba. In 1965 he became First Secretary of the Communist Party of Cuba and led the transformation of Cuba into a one-party socialist republic. In 1976 he became President of the Council of State as well as of the Council of Ministers. He also held the supreme military rank of Comandante en Jefe ("Commander in Chief") of the Cuban armed forces.


          Following intestinal surgery from an undisclosed digestive illness believed to have been diverticulitis, he transferred his responsibilities to the First Vice-President, his younger brother Ral Castro, on July 31, 2006. On February 19, 2008, five days before his mandate was to expire, he announced he would neither seek nor accept a new term as either president or commander-in-chief. On February 24, 2008, the National Assembly elected Ral Castro to succeed him as the President of Cuba. Fidel Castro remains First Secretary of the Communist Party.


          


          Childhood and education
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          Fidel Alejandro Castro Ruz was born on a sugar plantation in Birn, near Mayar, in the modern-day province of Holgun  then a part of the now-defunct Oriente province. He was the third child born to ngel Castro y Argiz, a Galician immigrant from the impoverished northwest of Spain who became relatively prosperous through work in the sugar industry and successful investing. His mother, Lina Ruz Gonzlez, who was a household servant, was also of Galician background. Angel Castro was married to another woman, Maria Luisa Argota, until Fidel was 17, and thus Fidel as a child had to deal both with his illegitimacy and the challenge of being raised in various foster homes away from his father's house.


          Castro has two brothers, Ramn and Ral, and four sisters, Angelita, Juanita, Enma, and Agustina, all of whom were born out of wedlock. He also has two half siblings, Lidia and Pedro Emilio who were raised by ngel Castro's first wife.


          Fidel was not baptized until he was 8, also very uncommon, bringing embarrassment and ridicule from other children. ngel Castro finally dissolved his first marriage when Fidel was 15 and married Fidels mother. Castro was formally recognized by his father when he was 17, when his surname was legally changed to Castro from Ruz, his mothers name. Although accounts of his education differ, most sources agree that he was an intellectually gifted student, more interested in sports than in academics, and spent many years in private Catholic boarding schools, finishing high school at El Colegio de Beln, a Jesuit school in Havana in 1945. While at Beln, the 21-year-old Castro pitched on the school's baseball team. There are persistent rumors that Castro was scouted for various U.S. baseball teams, but there is no evidence that this ever actually happened.


          


          Political beginnings


          In late 1945, Castro entered law school at the University of Havana. He became immediately embroiled in the political culture at the University, which was a reflection of the volatile politics in Cuba during that era.


          


          Since the fall of president Gerardo Machado in the 1930s, student politics had degenerated into a form of gangsterismo dominated by fractious action groups, and Castro, believing that the gangs posed a physical threat to his university aspirations, experienced what he later described as "a great moment of decision." He returned to the university from a brief hiatus to involve himself fully in the various violent battles and disputes which surrounded university elections, and was to be implicated in a number of shootings linked to Rolando Masferrer's MSR action group. "To not return", said Castro later, "would be to give in to bullies, to abandon my beliefs". Rivalries were so intense that Castro apparently collaborated in an attempt on Masferrer's life during this period, while Masferrer, whose paramilitary group Les Tigres later became an instrument of state violence under Batista, perennially hunted the younger student seeking violent retribution.


          In 1947, growing increasingly passionate about social justice, Castro joined the Partido Ortodoxo which had been newly formed by Eduardo Chibs. A charismatic figure, Chibs was running for president against the incumbent Ramn Grau San Martn who had allowed rampant corruption to flourish during his term. The Partido Ortodoxo publicly exposed corruption and demanded government and social reform. It aimed to instill a strong sense of national identity among Cubans, establish Cuban economic independence and freedom from the United States, and dismantle the power of the elite over Cuban politics. Though Chibs lost the election, Castro, considering Chibs his mentor, remained committed to his cause, working fervently on his behalf. In 1951, while running for president again, Chibs shot himself in the stomach during a radio broadcast. Castro was present and accompanied him to the hospital where he died.


          


          Bogotazo incident


          Fidel Castro's role in the circumstances surrounding the assassination of Jorge Elicer Gaitn in Bogota, Colombia on April 9, 1948--and the massive riots that followed--has been the object of speculation by James M. Roberts of The Heritage Foundation. However, the following account seems to be generally agreed upon: In early April, Castro traveled to Bogot for a political conference of Latin American students that coincided with the ninth meeting of the Pan-American Union Conference. The students had planned to use this opportunity to distribute pamphlets protesting United States dominance of the Western Hemisphere and to foment discontent. A few days after the conference began, the populist Colombian Liberal Party leader and presidential candidate Gaitn was shot by an unknown young man with a .32 caliber handgun, triggering massive riots in the streets in which many (mostly poor workers) were injured or killed. Rioting and looting spread to other cities in Colombia, beginning an era of turbulence that became known as " La Violencia". The students were caught up in the violence and chaos rocking the city, picking up rifles and roaming the streets distributing anti-United States material and stirring a revolt. When Castro was pursued by the Colombian authorities for his role in the riots, he took refuge in the Cuban Embassy and was flown back to Havana.


          


          Decision for revolution


          Castro returned to Cuba and married Mirta Daz Balart, a student from a wealthy Cuban family through which he was exposed to the lifestyle of the Cuban elite. In 1950 he graduated from law school with a Doctor of Laws degree and began practicing law in a small partnership in Havana. By now he had become well known for his passionately nationalistic views and his intense opposition to the influence of the United States on Cuban internal affairs. Increasingly interested in a career in politics, Castro had become a candidate for a seat in the Cuban parliament when General Fulgencio Batista led a coup d'tat in 1952, successfully overthrowing the government of President Carlos Pro Socarrs and canceling the election.


          Batista established himself as de facto leader with the support of establishment elements of Cuban society and powerful Cuban agencies. His government was formally recognized by the United States, buttressing his power. Castro, nearing thirty, was now a politician without a legitimate platform and thus he broke away from the Partido Ortodoxo to marshal legal arguments based on the Constitution of 1940 to formally charge Batista with violating the constitution. His petition, entitled Zarpazo, was denied by the Court of Constitutional Guarantees and he was not allowed a hearing. This experience formed the foundation for Castro's opposition to the Batista government and convinced him that revolution was the only way to depose Batista.


          


          Cuban Revolution


          


          Attack on Moncada Barracks


          As discontent over the Batista coup grew, Castro abandoned his law practice and formed an underground organization of supporters, including his brother, Ral, and Mario Chanes de Armas. Together they actively plotted to overthrow Batista. They collected guns and ammunition and finalized their plans for an armed attack on Moncada Barracks, Batista's largest garrison outside Santiago de Cuba. On the 26th of July, 1953, they attacked Moncada Barracks. The Cspedes garrison in Bayamo was also attacked as a diversion. The attack proved disastrous and more than sixty of the one-hundred and thirty-five militants involved were killed.


          Castro and other surviving members of his group managed to escape to a part of the rugged Sierra Maestra mountains east of Santiago where they were eventually discovered and captured. Although there is disagreement over why Castro and his brother, Ral, were not executed on capture as many of their fellow militants were, there is evidence that an officer recognized Castro from his university days and treated the captured rebels compassionately, despite the 'illegal' unofficial order to have the leader executed. Others, such as Angel Prado, military commander of the 26th of July Movement, say that on the night of the attack Castro's driver got lost and he never reached the barracks. That night was the night of El Carnaval de Santiago and the streets of Santiago de Cuba were filled with party goers.


          Castro was tried in the fall of 1953 and sentenced to up to fifteen years in prison. During his trial Castro delivered his famous defense speech History Will Absolve Me, upholding his rebellious actions and boldly declaring his political views:


          
            I warn you, I am just beginning! If there is in your hearts a vestige of love for your country, love for humanity, love for justice, listen carefully... I know that the regime will try to suppress the truth by all possible means; I know that there will be a conspiracy to bury me in oblivion. But my voice will not be stifled  it will rise from my breast even when I feel most alone, and my heart will give it all the fire that callous cowards deny it... Condemn me. It does not matter. History will absolve me.

          


          While he was being held at the prison for political activists on Isla de Pinos, he continued to plot Batista's overthrow, planning upon release to reorganize and train in Mexico. After having served less than two years, he was released in May 1955 due to a general amnesty from Batista who was under political pressure, and went as planned to Mexico.


          [bookmark: 26th_of_July_Movement]


          26th of July Movement


          Once in Mexico, Castro reunited with other Cuban exiles and founded the 26th of July Movement, named after the date of the failed attack on the Moncada Barracks. The goal remained the overthrow of Fulgencio Batista. Castro had learned from the Moncada experience that new tactics were needed if Batista's forces were to be defeated. This time, the plan was to use underground guerrilla tactics, which were used by the Cubans the last time they attempted a populist overthrow of what they considered an imperialistic regime. The Cuban war of Independence against the Spanish was Cuba's introduction to guerrilla warfare, about which they read once the Cuban campaign ended but was taken up by Emilio Aguinaldo in the Philippines. Once again, it would be guerrilla warfare to bring down a government.


          In Mexico Castro met Ernesto "Che" Guevara, a proponent of guerrilla warfare. Guevara joined the group of rebels and became an important force in shaping Castro's evolving political beliefs. Guevara's observations of the misery of the poor in Latin America had already convinced him that the only solution lay in violent revolution.


          Since regular contacts with a KGB agent named Nikolai Sergeevich Leonov in Mexico City had not resulted in the hoped for weapon supply, they decided to go to the United States to gather personnel and funds from Cubans living there, including Carlos Pro Socarrs, the elected Cuban president deposed by Batista in 1952. Back in Mexico, the group trained under a Spanish Civil War Veteran, Cuban-born Alberto Bayo who had fled to Mexico after Francisco Franco's victory in Spain. On November 26, 1956, Castro and his group of 81 followers, mostly Cuban exiles, set out from Tuxpan, Veracruz, aboard the yacht Granma for the purpose of starting a rebellion in Cuba.


          The rebels landed at Playa Las Coloradas close to Los Cayuelos near the eastern city of Manzanillo on December 2, 1956. In short order, most of Castro's men were killed, dispersed, or taken prisoner by Batista's forces. While the exact number is in dispute, it is agreed that no more than twenty of the original eighty-two men survived the bloody encounters with the Cuban army and succeeded in fleeing to the Sierra Maestra mountains. The group of survivors included Fidel Castro, Che Guevara, Ral Castro, and Camilo Cienfuegos. Those who survived were aided by people in the countryside. They regrouped in the Sierra Maestra in Oriente province and organized a column under Fidel Castro's command.


          From their encampment in the Sierra Maestra mountains, the 26th of July Movement waged a guerrilla war against the Batista government. In the cities and major towns also, resistance groups were organizing until underground groups were everywhere. The strongest was in Santiago formed by Frank Pas.


          In the summer of 1955, Pass organization merged with the 26th of July Movement of Castro. As Castro's movement gained popular support in the cities and countryside, it grew to over eight hundred men. In mid-1957 Castro gave Che Guevara command of a second column. A journalist, Herbert Matthews from the New York Times, came to interview him in the Sierra Maestra, attracting interest to Castro's cause in the United States. The New York Times front page stories by Matthews presented Castro as a romantic and appealing revolutionary, bearded and dressed in rumpled fatigues. Castro and Matthews were followed by the TV crew of Andrew Saint George, said to be a CIA contact person. Through television, Castro's rudimentary command of the English language and charismatic presence enabled him to appeal directly to a U.S. audience.


          In 1957, Castro also signed the Manifesto of the Sierra Maestra in which he agreed to call elections under the Electoral Code of 1943 within the first 18 months of his time in power and to restore all of the provisions of the Constitution of 1940 that had been suspended under Batista. While he took steps to implement some of the measures in the Manifesto upon coming into power, Cuba failed to have elections, the most important part of the program, within the allotted time.


          


          Operation Verano
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          In May 1958, Batista launched Operation Verano aiming to crush Castro and other anti-government groups. It was called La Ofensiva ("The Offensive") by the rebels (Alarcn Ramrez,1997). Although on paper heavily outnumbered, Castro's guerrilla forces scored a series of victories, largely aided by mass desertions from Batista's army of poorly trained and uncommitted young conscripts. During the Battle of La Plata, Castro's forces defeated an entire battalion. While pro-Castro Cuban sources later emphasized the role of Castro's guerrilla forces in these battles, other groups and leaders were also involved, such as escopeteros (poorly-armed irregulars). During the Battle of Las Mercedes, Castro's small army came close to defeat but he managed to pull his troops out by opening up negotiations with General Cantillo while secretly slipping his soldiers out of a trap.


          When Operation Verano ended, Castro ordered three columns commanded by Guevara, Jaime Vega and Camilo Cienfuegos to invade central Cuba where they were strongly supported by rebellious elements who had long been operating in the area. One of Castro's columns moved out onto the Cauto Plains. Here, they were supported by Huber Matos, Ral Castro and others who were operating in the eastern-most part of the province. On the plains, Castro's forces first surrounded the town of Guisa in Granma Province and drove out their enemies, then proceeded to take most of the towns that had been taken by Calixto Garca in the 1895-1898 Cuban War of Independence.


          


          Battle of Yaguajay


          In December 1958, the columns of Che Guevara and Camilo Cienfuegos continued their advance through Las Villas province. They succeeded in occupying several towns, and then began preparations for an attack on Santa Clara, the provincial capital. Guevara's fighters launched a fierce assault on the Cuban army surrounding Santa Clara, and a vicious house-to-house battle ensued. They also derailed an armored train which Batista had sent to aid his troops in the city while Cienfuegos won the Battle of Yaguajay. Defeated on all sides, Batista's forces crumbled. The provincial capital was captured after less than a day of fighting on December 31, 1958.


          After the loss of Santa Clara and expecting betrayal by his own army, Batista (accompanied by president-elect Andrs Rivero Agero) fled to the Dominican Republic in the early hours of January 1, 1959. They left behind a junta headed by Gen. Eulogio Cantillo, recently the commander in Oriente province, the centre of the Castro revolt. The junta immediately selected Dr. Carlos Piedra, the oldest judge of the Supreme Court, as provisional President of Cuba as specified in the Constitution of 1940. Castro refused to accept the selection of Justice Piedra as provisional President and the Supreme Court refused to administer the oath of office to the Justice.


          The rebel forces of Fidel Castro moved swiftly to seize power throughout the island. At the age of 32, Castro had successfully masterminded a classic guerrilla campaign from his headquarters in the Sierra Maestra and ousted Batista.


          


          Assumption of power
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          On January 8, 1959, Castro's army rolled victoriously into Havana. As news of the fall of Batista's government spread through Havana, The New York Times described the scene as one of jubilant crowds pouring into the streets and automobile horns honking. The black and red flag of the 26th of July Movement waved on automobiles and buildings. The atmosphere was chaotic. Castro called a general strike in protest of the Piedra government. He demanded that Dr. Urrutia, former judge of the Urgency Court of Santiago de Cuba, be installed as the provisional President instead. The Cane Planters Association of Cuba, speaking on behalf of the island's crucial sugar industry, issued a statement of support for Castro and his movement.


          Law professor Jos Mir Cardona created a new government with himself as prime minister and Manuel Urrutia Lle as president on January 5. The United States officially recognized the new government two days later. Castro himself arrived in Havana to cheering crowds and assumed the post of Commander-in-Chief of the Armed Forces on January 8.


          In February Mir suddenly resigned and on February 16, 1959, Castro was sworn in as Prime Minister of Cuba.


          Friction with the U.S. developed as the new government began expropriating property owned by major U.S. corporations ( United Fruit in particular) and announced plans to base the compensation on the artificially low property valuations that the companies themselves had kept to a fraction of their true value so that their taxes would be negligible.


          During this period Castro repeatedly denied being a communist. For example in New York on April 25 he said, communist "influence is nothing. I don't agree with communism. We are democracy. We are against all kinds of dictators.... That is why we oppose communism."


          Between April 15 and April 26, Castro and a delegation of industrial and international representatives visited the U.S. as guests of the Press Club. Castro hired one of the best public relations firms in the United States for a charm offensive visit by Castro and his recently initiated government. Castro answered impertinent questions jokingly and ate hotdogs and hamburgers. His rumpled fatigues and scruffy beard cut a popular figure easily promoted as an authentic hero. He was refused a meeting with President Eisenhower. After his visit to the United States, he would go on to join forces with the Soviet leader, Nikita Khrushchev.


          


          Years in power


          On May 17, 1959, Castro signed into law the First Agrarian Reform, which limited landholdings to 993 acres (4 km) per owner and forbade foreign land ownership.
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          As early as July 1959, Castro's intelligence chief Ramiro Valds contacted the KGB in Mexico City. Subsequently, the USSR sent over one hundred mostly Spanish speaking advisors, including Enrique Lster Forjn, to organize the Committees for the Defense of the Revolution.


          In February 1960, Cuba signed an agreement to buy oil from the USSR. When the U.S.-owned refineries in Cuba refused to process the oil, they were expropriated, and the United States broke off diplomatic relations with the Castro government soon afterward. To the concern of the Eisenhower administration, Cuba began to establish closer ties with the Soviet Union. A variety of pacts were signed between Castro and Soviet Premier Nikita Khrushchev, allowing Cuba to receive large amounts of economic and military aid from the USSR. The mould was set. U.S. disappointment with their lack of power in Cuban decision making fueled Castro's fears leading to increasing Cuban dependence on USSR support.


          In June 1960, Eisenhower reduced Cuba's sugar import quota by 7,000,000 tons, and in response, Cuba nationalized some $850 million worth of U.S. property and businesses. The revolutionary government grabbed control of the nation by nationalizing industry, expropriating property owned by Cubans and non-Cubans alike, collectivizing agriculture, and enacting policies which Castro claimed would benefit the economically dispossessed. While popular among the poor, these policies alienated many former supporters of the revolution among the Cuban middle and upper-classes. Over one million Cubans later migrated to the U.S., forming a vocal anti-Castro community in Miami, Florida, actively supported and funded by successive U.S. administrations.


          By the early autumn of 1960, the U.S. government was engaged in a semi-secret campaign to remove Castro from power.


          On January 3, 1961, President Dwight Eisenhower broke off ties with Cuba, saying that Fidel Castro had provoked him once too often.


          In April 1961, the U.S. government unsuccessfully attempted to depose Castro from power by supporting an armed force of Cuban exiles to retake the island. This attempt is known as the Bay of Pigs invasion.


          


          Bay of Pigs


          A timeline released by the National Security Archives shows the U.S. began planning to overthrow the government of Cuba in October 1959. On April 17, 1961, approximately 1,400 members of a CIA-trained Cuban exile force landed at the Bay of Pigs, while the U.S. publicly denied any involvement.


          Documents released by the National Security Archive show that the CIA expected the Cuban people to welcome a U.S.-sponsored invasion, spontaneously rising up against the Castro regime. It expected Cuban military and police forces to refuse to fight against the CIA's 1,400-man mercenary invasion force. President Kennedy cancelled several planned bombing sorties designed to cripple the entire Cuban Air Force.


          The Cuban armed forces repelled the invaders, killing many and capturing a thousand. On May 1, 1961, Castro announced to the hundreds of thousands in the audience that:


          
            The revolution has no time for elections. There is no more democratic government in Latin America than the revolutionary government. ... If Mr. Kennedy does not like Socialism, we do not like imperialism. We do not like capitalism.

          


          In a nationally broadcast speech on December 2, 1961, Castro declared that he was a Marxist-Leninist and that Cuba was adopting Communism. On February 7, 1962, the U.S. imposed an embargo against Cuba. This embargo was broadened during 1962 and 1963, including a general travel ban for American tourists.


          Many theories are offered for the failure of the U.S. operation. Some argue that the Americans misjudged Cuban support for Castro. They had believed the testimonies of the Cuban exiles, who told them that Castro was not well supported by the Cuban people. In the weeks prior to the invasion, the Cuban government had rounded up tens of thousands of Cubans suspected of opposing the government, detaining them in sports stadiums across the island in order to prevent them from joining exile forces. No Cuban uprising against Castro ever materialized. In addition, the covert placement of dozens of Cuban intelligence officials in the invasion force gave the Cuban government detailed information on the operation.


          


          Cuban Missile Crisis


          Tensions between Cuba and the U.S. heightened during the 1962 missile crisis, which nearly brought the US and the USSR into nuclear conflict. Khrushchev conceived the idea of placing missiles in Cuba as a deterrent to a possible U.S. invasion and justified the move in response to US missile deployment in Turkey. After consultations with his military advisors, he met with a Cuban delegation led by Ral Castro in July in order to work out the specifics. It was agreed to deploy Soviet R-12 MRBMs on Cuban soil; however, American Lockheed U-2 reconnaissance discovered the construction of the missile installations on October 15, 1962 before the weapons had actually been deployed. The US government viewed the installation of Soviet nuclear weapons 90miles (145km) south of Key West as an aggressive act and a threat to US security. As a result, the US publicly announced its discovery on October 22, 1962, and implemented a quarantine around Cuba that would actively intercept and search any vessels heading for the island. Nikolai Sergevich Leonov, who would become a General in the KGB Intelligence Directorate and the Soviet KGB deputy station chief in Warsaw, was the translator Castro used for contact with the Russians during this period.


          In a personal letter to Khrushchev dated October 27, 1962, Castro urged him to launch a nuclear first strike against the United States if Cuba were invaded, but Khrushchev rejected any first strike response. Soviet field commanders in Cuba were, however, authorized to use tactical nuclear weapons if attacked by the United States. Khrushchev agreed to remove the missiles in exchange for a US commitment not to invade Cuba and an understanding that the US would secretly remove American MRBMs targeting the Soviet Union from Turkey and Italy, a measure that the US implemented a few months later. The missile swap was never publicized because the Kennedy Administration demanded secrecy in order to preserve NATO relations and protect Democratic candidates in the upcoming elections.


          


          Assassination attempts


          Fabian Escalante, who was long tasked with protecting the life of Castro, has calculated the exact number of assassination schemes and/or attempts by the CIA to be 638. Some such attempts have included an exploding cigar, a fungal-infected scuba-diving suit, and a mafia-style shooting. Some of these plots are depicted in a documentary entitled 638 Ways to Kill Castro. One of these attempts was by his ex-lover Marita Lorenz whom he met in 1959. She subsequently agreed to aid the CIA and attempted to smuggle a jar of cold cream containing poison pills into his room. When Castro realized, he reportedly gave her a gun and told her to kill him but her nerve failed. Castro once said in regards to the numerous attempts on his life, "If surviving assassination attempts were an Olympic event, I would win the gold medal."


          According to the Family Jewels documents declassified by the CIA in 2007, one such assassination attempt before the Bay of Pigs invasion involved Johnny Roselli and Al Capone's successor in the Chicago Outfit, Salvatore Giancana and his right-hand man Santos Trafficante. It was personally authorized by then US attorney general Robert Kennedy .


          Giancana and Miami Syndicate leader Santos Trafficante were contacted in September 1960 about the possibility of an assassination attempt by a go-between from the CIA, Robert Maheu, after Maheu had contacted Johnny Roselli, a member of the Las Vegas Syndicate and Giancana's number-two man. Maheu had presented himself as a representative of numerous international business firms in Cuba that were being expropriated by Castro. He offered $150,000 for the "removal" of Castro through this operation (the documents suggest that neither Roselli nor Giancana and Trafficante accepted any sort of payments for the job). According to the files, it was Giancana who suggested using a series of poison pills that could be used to doctor Castro's food and drink. These pills were given by the CIA to Giancana's nominee Juan Orta, whom Giancana presented as being an official in the Cuban government who was also in the pay of gambling interests, and who did have access to Castro. After a series of six attempts to introduce the poison into Castro's food, Orta abruptly demanded to be let out of the mission, handing over the job to another, unnamed participant. Later, a second attempt was mounted through Giancana and Trafficante using Dr. Anthony Verona, the leader of the Cuban Exile Junta, who had, according to Trafficante, become "disaffected with the apparent ineffectual progress of the Junta". Verona requested $10,000 in expenses and $1,000 worth of communications equipment. However, it is unknown how far the second attempt went, as the entire program was cancelled shortly thereafter due to the launching of the Bay of Pigs invasion.


          Resulting from these numerous assassination attempts, Castro sent out warnings to the US government to stop the attempts or face retaliatory actions. This resulted in a theory stating that Cuba was behind the Kennedy assassination.


          


          United States embargo


          Jose Maria Aznar, former Spanish Prime Minister, wrote that the embargo was Castro's greatest ally, and that Castro would lose his presidency within three months if the embargo was lifted. Castro retained control after Cuba became bankrupt and isolated following the collapse of the Soviet Union in 1991. The synergic contraction of Cuban economy resulted in eighty-five percent of its markets disappearing, along with subsidies and trade agreements that had supported it, causing extended gas and water outages, severe power shortages, and dwindling food supplies. In 1994, the island's economy plunged into what was called the "Special Period"; teetering on the brink of collapse. Cuba legalized the US dollar, turned to tourism, and encouraged the transfer of remittances in US dollars from Cubans living in the USA to their relatives on the Island. After massive damage caused by Hurricane Michelle in 2001, Castro proposed a one-time cash purchase of food from the U.S. while declining a U.S. offer of humanitarian aid. The U.S. authorized the shipment of food in 2001, the first since the embargo was imposed. During 2004, Castro shut down 118 factories, including steel plants, sugar mills and paper processors to compensate for the crisis due to fuel shortages., and in 2005 directed thousands of Cuban doctors to Venezuela in exchange for oil imports.


          


          Foreign relations


          


          Soviet Union


          


          Following the establishment of diplomatic ties to the Soviet Union, and after the Cuban Missile Crisis, Cuba became increasingly dependent on Soviet markets and military and economic aid. Castro was able to build a formidable military force with the help of Soviet equipment and military advisors. The KGB kept in close touch with Havana, and Castro tightened Communist Party control over all levels of government, the media, and the educational system, while developing a Soviet-style internal police force.


          Castro's alliance with the Soviet Union caused something of a split between him and Guevara. In 1966, Guevara left for Bolivia in an ill-fated attempt to stir up revolution against the country's government.


          On August 23, 1968, Castro made a public gesture to the USSR that caused the Soviet leadership to reaffirm their support for him. Two days after the Soviet invasion of Czechoslovakia to repress the Prague Spring, Castro took to the airwaves and publicly denounced the Czech rebellion. Castro warned the Cuban people about the Czechoslovakian 'counterrevolutionaries', who "were moving Czechoslovakia towards capitalism and into the arms of imperialists". He called the leaders of the rebellion "the agents of West Germany and fascist reactionary rabble." In return for his public backing of the invasion, at a time when many Soviet allies were deeming the invasion an infringement of Czechoslovakia's sovereignty, the Soviets bailed out the Cuban economy with extra loans and an immediate increase in oil exports.


          In 1971, despite an Organization of American States convention that no nation in the Western Hemisphere would have a relationship with Cuba (the only exception being Mexico, which had refused to adopt that convention), Castro took a month-long visit to Chile, following the re-establishment of diplomatic relations with Cuba. The visit, in which Castro participated actively in the internal politics of the country, holding massive rallies and giving public advice to Salvador Allende, was seen by those on the political right as proof to support their view that "The Chilean Way to Socialism" was an effort to put Chile on the same path as Cuba.


          When Soviet leader Mikhail Gorbachev visited Cuba in 1989, the comradely relationship between Havana and Moscow was strained by Gorbachev's implementation of economic and political reforms in the USSR. "We are witnessing sad things in other socialist countries, very sad things," lamented Castro in November 1989, in reference to the changes that were sweeping such communist allies as the Soviet Union, East Germany, Hungary, and Poland. The subsequent collapse of the Soviet Union in 1991 had an immediate and devastating effect on Cuba.


          


          Other countries


          
            As I have said before, the ever more sophisticated weapons piling up in the arsenals of the wealthiest and the mightiest can kill the illiterate, the ill, the poor and the hungry, but they cannot kill ignorance, illness, poverty or hunger.


             Fidel Castro, 2002

          


          On November 4, 1975, Castro ordered the deployment of Cuban troops to Angola in order to aid the Marxist MPLA-ruled government against the South African-backed UNITA opposition forces. Moscow aided the Cuban initiative with the USSR engaging in a massive airlift of Cuban forces into Angola. On Cuba's role in Angola, Nelson Mandela is said to have remarked "Cuban internationalists have done so much for African independence, freedom, and justice." Cuban troops were also sent to Marxist Ethiopia to assist Ethiopian forces in the Ogaden War with Somalia in 1977. In addition, Castro extended support to Marxist Revolutionary movements throughout Latin America, such as aiding the Sandinistas in overthrowing the Somoza government in Nicaragua in 1979. It has been claimed by the Carthage Foundation-funded Centre for a Free Cuba that an estimated 14,000 Cubans were killed in Cuban military actions abroad.


          Cuba and Panama restored diplomatic ties in 2005 after breaking them off a year prior when Panama's former president pardoned four Cuban exiles accused of attempting to assassinate Cuban President Fidel Castro in 2000. The foreign minister of each country re-established official diplomatic relations in Havana by signing a document describing a spirit of fraternity that has long linked both nations. Cuba, once shunned by many of its Latin American neighbours, now has full diplomatic relations with all but Costa Rica and El Salvador.
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          Although the relationship between Cuba and Mexico remains strained, each side appears to make attempts to improve it. In 1998, Fidel Castro apologized for remarks he made about Mickey Mouse which led Mexico to recall its ambassador from Havana. He said he intended no offense when he said earlier that Mexican children would find it easier to name Disney characters than to recount key figures in Mexican history. Rather, he said, his words were meant to underscore the cultural dominance of the US. Mexican president Vicente Fox apologized to Fidel Castro in 2002 over statements by Castro, who had taped their telephone conversation, to the effect that Fox forced him to leave a United Nations summit in Mexico so that he would not be in the presence of President Bush, who also attended.


          At a summit meeting of sixteen Caribbean countries in 1998, Castro called for regional unity, saying that only strengthened cooperation between Caribbean countries would prevent their domination by rich nations in a global economy. Caribbean nations have embraced Cuba's Fidel Castro while accusing the US of breaking trade promises. Castro, until recently a regional outcast, has been increasing grants and scholarships to the Caribbean countries, while US aid has dropped 25% over the past five years. Cuba has opened four additional embassies in the Caribbean Community including: Antigua and Barbuda, Dominica, Suriname, Saint Vincent and the Grenadines. This development makes Cuba the only country to have embassies in all independent countries of the Caribbean Community.


          In the poorest areas of Latin America and Africa, Castro is seen as a hero, the leader of the Third World, and the enemy of the wealthy and greedy. On a visit to South Africa in 1998 he was warmly received by President Nelson Mandela. President Mandela gave Castro South Africa's highest civilian award for foreigners, the Order of Good Hope. Last December Castro fulfilled his promise of sending 100 medical aid workers to Botswana, according to the Botswana presidency. These workers play an important role in Botswana's war against HIV/AIDS. According to Anna Vallejera, Cuba's first-ever Ambassador to Botswana, the health workers are part of her country's ongoing commitment to proactively assist in the global war against HIV/AIDS,


          The president of Venezuela Hugo Chvez is a grand admirer of his and Bolivian president Evo Morales called him the "Grandfather". In Harlem, Castro is seen as an icon because of his historic visit with Malcolm X in 1960 at the Hotel Theresa.


          


          Castro was known to be a friend of former Canadian Prime Minister Pierre Trudeau and was an honorary pall bearer at Trudeau's funeral in October 2000. They had continued their friendship after Trudeau left office until his death. Canada became one of the first American allies to openly trade with Cuba. Cuba still has a good relationship with Canada. In 1998, Canadian Prime Minister Jean Chrtien arrived in Cuba to meet President Castro and highlight their close ties. He is the first Canadian government leader to visit the island since Pierre Trudeau was in Havana in 1976.


          In December 2001, European Union representatives described their political dialogue with Cuba as back on track after a weekend of talks in Havana. The EU praised Cuba's willingness to discuss questions of human rights. Cuba is the only Latin American country without an economic co-operation agreement with the EU. However, trade with individual European countries remains strong since the US trade embargo on Cuba leaves the market free from American rivals. In 2005, EU Development Commissioner Louis Michel ended his visit to Cuba optimistic that relations with the communist state will become stronger. The EU is Cuba's largest trading partner. Cuba's imprisonment of 75 dissidents and the execution of three hijackers have strained diplomatic relations. However, the EU commissioner was impressed with Fidel Castro's willingness to discuss these concerns, although he received no commitments from Castro. Cuba does not admit to holding political prisoners, seeing them rather as mercenaries in the pay of the United States.


          


          Succession issues


          According to Article 94 of the Cuban Constitution, the First Vice President of the Council of State assumes presidential duties upon the illness or death of the president. Ral Castro was the person in that position for the last 32 years of Fidel Castro's presidency.


          Due to the issue of presidential succession and Castro's longevity, there have long been rumors, speculation and hoaxing about Castro's health and demise. In 1998 there were reports that he had a serious brain disease, later discredited. In June 2001, he apparently fainted during a seven-hour speech under the Caribbean sun. Later that day he finished the speech, walking buoyantly into the television studios in his military fatigues, joking with journalists.


          In January 2004, Luis Eduardo Garzn, the mayor of Bogot, said that Castro "seemed very sick to me" following a meeting with him during a vacation in Cuba. In May 2004, Castro's physician denied that his health was failing, and speculated that he would live to be 140 years old. Dr. Eugenio Selman Housein said that the "press is always speculating about something, that he had a heart attack once, that he had cancer, some neurological problem", but maintained that Castro was in good health.


          On October 20, 2004, Castro tripped and fell following a speech he gave at a rally, breaking his kneecap and fracturing his right arm. He was able to recover his ability to walk and publicly demonstrated this two months later.


          Due to his large role in Cuba, his well-being has become a continual source of speculation both on and off the island as he has grown older. The CIA has long been interested in Castro's health.


          In 2005, the CIA said it thought Castro had Parkinson's disease. Castro denied such allegations, while also citing the example of Pope John Paul II in saying that he would not fear the disease.


          


          Illness and transfer of duties


          On July 31, 2006, Castro delegated his duties as President of the Council of state, President of the Council of Ministers, First Secretary of the Cuban Communist Party and the post of commander in chief of the armed forces to his brother Ral Castro. This transfer of duties was described at the time as temporary while Fidel recovered from surgery he underwent due to an "acute intestinal crisis with sustained bleeding". Fidel Castro was too ill to attend the nationwide commemoration of the 50th anniversary of the Granma boat landing on December 2, 2006, which also became his belated 80th birthday celebrations. Castro's non-appearance fueled reports that he had terminal pancreatic cancer and was refusing treatment, but on December 17, 2006 Cuban officials stated that Castro had no terminal illness and would eventually return to his public duties.


          


          Rumors of Castro's health


          While Cuba continues to deny U.S.-made claims that Castro is suffering from a terminal cancer, on December 24, 2006, Spanish newspaper El Peridico de Catalunya reported that Spanish surgeon Jos Luis Garca Sabrido has been flown to Cuba on a plane charted by the Cuban government. Dr. Garca Sabrido is an intestinal expert who further specializes in the treatment of cancer. The plane that Dr. Garca Sabrido's traveled in also was reported to be carrying a large quantity of advanced medical equipment. On December 26, 2006, shortly after returning to Madrid, Dr. Garca Sabrido held a news conference in which he answered questions about Castro's health. He stated that "He does not have cancer, he has a problem with his digestive system," and added, "His condition is stable. He is recovering from a very serious operation. It is not planned that he will undergo another operation for the moment." Although most Cubans acknowledge that they are aware Castro is seriously ill, most also seem worried about a future without Castro.


          On January 16, 2007, the Spanish newspaper, El Pas, citing two unnamed sources from the Gregorio Maran hospital who employs Dr. Garca Sabrido in Madrid, reported Castro was in "very grave" condition, having trouble cicatrizing, after three failed operations and complications from an intestinal infection caused by a severe case of diverticulitis. However, Dr. Garca Sibrido told CNN that he was not the source of the report and that "any statement that doesn't come directly from [Castro's] medical team is without foundation." Also, a Cuban diplomat in Madrid said the reports were lies and declined to comment, while White House press secretary Tony Snow said the report appeared to be "just sort of a roundup of previous health reports. We've got nothing new." On January 30, 2007, Cuban television and the paper Juventud Rebelde showed fresh video and photos from a meeting between Castro and Hugo Chavez said to have taken place the previous day.


          In mid-February 2007, it was reported by the Associated Press that Acting President Raul Castro had said that Fidel Castro's health was improving and he was taking part in all important issues facing the government. "He's consulted on the most important questions," Raul Castro said of Fidel. "He doesn't interfere, but he knows about everything." On February 27, 2007, Reuters reported that Fidel Castro had called into Al Presidente, a live radio talk show hosted by Hugo Chvez, and chatted with him for thirty minutes during which time he sounded "much healthier and more lucid" than he had on any of the audio and video tapes released since his surgery in July. Castro reportedly told Chvez, "I am gaining ground. I feel I have more energy, more strength, more time to study," adding with a chuckle, "I have become a student again." Later in the conversation ( transcript in Spanish; audio) , he made reference to the fall of the world stock markets that had occurred earlier in the day and remarked that it was proof of his contention that the world capitalist system is in crisis.


          Reports of improvements in his condition continued to circulate throughout March and early April. On April 13, 2007, Chvez was quoted by the Associated Press as saying that Castro has "almost totally recovered" from his illness. That same day, Cuban Foreign Minister Felipe Roque confirmed during a press conference in Vietnam that Castro had improved steadily and had resumed some of his leadership responsibilities. On April 21, 2007, the official newspaper Granma reported that Castro had met for over an hour with Wu Guanzheng, a member of the Politburo of the Chinese Communist Party who was visiting Havana. Photographs of their meeting showed the Cuban president looking healthier than he had in any previously released since his surgery.


          As a comment on Castros recovery, U.S. President George W. Bush said: "One day the good Lord will take Fidel Castro away," Hearing about this, Castro, who is an atheist, ironically replied: "Now I understand why I survived Bush's plans and the plans of other presidents who ordered my assassination: the good Lord protected me."


          


          Retirement


          


          In a letter dated February 18, 2008, Castro announced that he would not accept the positions of president and commander in chief at the February 24, 2008 National Assembly meetings, saying "I will not aspire nor acceptI repeat I will not aspire or acceptthe post of President of the Council of State and Commander in Chief," effectively announcing his retirement from official public life. The letter was published online by the official Communist Party newspaper Granma. In it, Castro stated that his health was a primary reason for his decision, stating that "It would betray my conscience to take up a responsibility that requires mobility and total devotion, that I am not in a physical condition to offer".


          He remains First Secretary of the Communist Party.


          


          Succession


          On February 24, 2008, the National Assembly of People's Power unanimously chose his brother, Ral Castro, as Fidel's successor as President of Cuba.


          


          Religious beliefs


          Castro was raised a Roman Catholic as a child but did not practice as one. In Oliver Stone's documentary Comandante, Castro states "I have never been a believer", and has total conviction that there is only one life. Pope John XXIII excommunicated Castro in 1962 on the basis of a 1949 decree by Pope Pius XII forbidding Catholics from supporting communist governments.


          In 1992, Castro agreed to loosen restrictions on religion and even permitted church-going Catholics to join the Cuban Communist Party. He began describing his country as "secular" rather than "atheist". Pope John Paul II visited Cuba in 1998, the first visit by a reigning pontiff to the island. Castro and the Pope appeared side by side in public on several occasions during the visit. Castro wore a dark blue business suit (in contrast to his fatigues) in his public meetings with the Pope and treated him with reverence and respect. With Castro and other senior Cuban officials in the front row at a mid-morning Mass, the pope delivered a ringing call for pluralism in Cuba. He rejected the materialist, one-party ideology of the Cuban state. And he said that true liberation "cannot be reduced to its social and political aspects," but must also include "the exercise of freedom of conscience the basis and foundation of all other human rights." Later in the day, though, the pope also made his most critical reference yet to the American economic embargo of Cuba. At a departure ceremony at Jos Mart International Airport that evening, he said that Cuba's "material and moral poverty" arises not only from "limitations to fundamental freedoms" and "discouragement of the individual," but also from "restrictive economic measures unjust and ethically unacceptable imposed from outside the country." He also criticized widespread abortion in Cuban hospitals and urged Castro to end the government's monopoly on education to allow the return of Catholic schools. A month later Castro condemned the use of abortion as a form of birth control.


          In December 1998, Castro formally re-instated Christmas Day as the official celebration for the first time since its abolition by the Communist Party in 1969. Cubans were again allowed to mark Christmas as a holiday and to openly hold religious processions. The Pope sent a telegram to Castro thanking him for restoring Christmas as a public holiday.


          Castro attended a Roman Catholic convent blessing in 2003. The purpose of this unprecedented event was to help bless the newly restored convent in Old Havana and to mark the fifth anniversary of the Pope's visit to Cuba.


          The senior spiritual leader of the Orthodox Christian faith arrived in Cuba in 2004, the first time any Orthodox Patriarch has visited Latin America in the Church's history. Ecumenical Patriarch Bartholomew I consecrated a cathedral in Havana and bestowed an honour on Fidel Castro. His aides said that he was responding to the decision of the Cuban Government to build and donate to the Orthodox Christians a tiny Orthodox cathedral in the heart of old Havana.


          After Pope John Paul II's death in April 2005, an emotional Castro attended a mass in his honour in Havana's cathedral and signed the Pope's condolence book at the Vatican Embassy. He had last visited the cathedral in 1959, 46 years earlier, for the wedding of one of his sisters. Cardinal Jaime Lucas Ortega y Alamino led the mass and welcomed Castro, who was dressed in a black suit, expressing his gratitude for the "heartfelt way the death of our Holy Father John Paul II was received (in Cuba)."


          


          Public image


          By wearing military-style uniforms and leading mass demonstrations, Castro projects an image of a perpetual revolutionary. He is mostly seen in military attire, but his personal tailor, Merel Van 't Wout, convinced him to occasionally change to a business suit. Castro is often referred to as "Comandante", but is also nicknamed "El Caballo", meaning "The Horse", a label that was first attributed to Cuban entertainer Benny Mor, who on hearing Castro passing in the Havana night with his entourage, shouted out "Here comes the horse!" During the revolutionary campaign, fellow rebels knew Castro as "The Giant". Large throngs of people gather to cheer at Castro's fiery speeches, which typically last for hours. Many details of Castro's private life, particularly involving his family members, are scarce as the media is forbidden to mention them. Castro insists that he does not promote a cult of personality.


          


          Family
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          By his first wife Mirta Daz-Balart, Castro has a son named Fidel "Fidelito" Castro Daz-Balart. Daz-Balart and Castro were divorced in 1955, and she remarried. After a spell in Madrid, Daz-Balart reportedly returned to Havana to live with Fidelito and his family. Fidelito grew up in Cuba; for a time, he ran Cuba's atomic-energy commission before being removed from the post by his father. Daz-Balart's nephews are Republican U.S. Congressmen Lincoln Diaz-Balart and Mario Diaz-Balart, vocal critics of the Castro government.


          Fidel has five other sons by his second wife, Dalia Soto del Valle: Alexis, Alexander, Alejandro, Antonio, and Angel.


          While Fidel was married to Mirta, he had an affair with Naty Revuelta resulting in a daughter named Alina Fernndez-Revuelta. Alina left Cuba in 1993, disguised as a Spanish tourist, and sought asylum in the United States. She has been a vocal critic of her father's policies.


          His sister Juanita Castro has been living in the United States since the early 1960s and was featured in a film documentary by Andy Warhol in 1965.


          


          Criticism


          


          Human Rights Record


          Castro's human rights record remains controversial. It is alleged that some political opponents to his regime were killed, primarily during the first decade of his leadership. Persons found to be "counterrevolutionaries", "fascists", or "CIA operatives" were imprisoned in poor conditions without trial.. Military Units to Aid Production, or UMAPs, were labor camps established in 1965 to confine "social deviants" (including homosexuals and Jehovah Witnesses), with the goal of working "counter-revolutionary" influences out of certain segments of the population. The camps were closed in 1967.


          Castro acknowledged that Cuba holds political prisoners, but argued that Cuba is justified because these prisoners are not jailed because of their political beliefs, but have been convicted of "counter-revolutionary" crimes, including bombings. Castro has often portrayed opposition to the Cuban government as illegitimate, and has alleged that the majority of it is the result of an ongoing cooperation between Cuban exiles and the CIA. .


          


          Allegations regarding wealth


          In 2005, American business and financial magazine Forbes listed Castro among the world's richest people, with an estimated net worth of $550 million. The estimates, which the magazine admitted was "more art than science", claimed that the Cuban leader's personal wealth was nearly double that of Britain's Queen Elizabeth II, despite anecdotal evidence from diplomats and businessmen that the Cuban leader's personal life was notable for its austerity. This assessment was drawn by making economic estimates of the net worth of Cuba's state-owned companies, and used the assumption that Castro had personal economic control. Forbes magazine later increased the estimates to $900 million, adding rumors of large cash stashes in Switzerland. The magazine offered no proof of this information, and according to CBS news, Castro's entry on the rich list was notably brief compared to the amount of information provided on other figures.


          Castro, who had considered suing the magazine, responded that the claims were "lies and slander", and that they were part of a US campaign to discredit him. He declared: "If they can prove that I have a bank account abroad, with $900m, with $1m, $500,000, $100,000 or $1 in it, I will resign." President of Cuba's Central Bank, Francisco Sobern, called the claims a "grotesque slander", asserting that money made from various state owned companies is pumped back into the island's economy, "in sectors including health, education, science, internal security, national defense and solidarity projects with other countries."


          


          Anarchist criticism


          According to Workers Solidarity Movement member Dermot Sreenan, Cuba has a ruling class which is composed of a bureaucracy and the elite of the country includes professionals such as academics, scientists and those responsible for management who are "rewarded with praise and prizes as long as they remain uncritical". The ruling class of the Marxist government is "bonded together by a fear of the working class". According to Sreenan, although the Cuban government blame the US embargo as a cause behind the weak economy of the nation, Cuba has trade relations with the United States through several front companies. Sreenan analyzes that Castro did not form any "socialism" in Cuba, and the United States does not like Castro's government "not because it is some sort of 'socialist' paradise but because its very existence challenges Washington's political monopoly in Central and South America" which they want to replace with an obedient government. The working class of the nation have been paralyzed after Castro formed a new bureaucracy in Cuba. Sreenan opines "the working class in Cuba need to unite and fight the ruling class who reap the rewards from their island".


          


          Authored works


          Fully or partially by Fidel Castro


          
            	Capitalism in Crisis: Globalization and World Politics Today, Ocean Press, 2000, ISBN 1876175184


            	Che: A Memoir, Ocean Press, 2005, ISBN 192088825X


            	Cuba at the Crossroads, Ocean Press, 1997, ISBN 187528494X


            	Fidel Castro: My Life: A Spoken Autobiography, Scribner, 2008, ISBN 1416553282


            	Fidel Castro Reader, Ocean Press, 2007, ISBN 1920888888


            	Fidel My Early Years, Ocean Press, 2004, ISBN 1920888098


            	Fidel & Religion: Conversations with Frei Betto on Marxism & Liberation Theology, Ocean Press, 2006, ISBN 1920888454


            	Playa Giron: Bay of Pigs: Washington's First Military Defeat in the Americas, Pathfinder Press, 2001, ISBN 087348925X


            	Political Portraits: Fidel Castro reflects on famous figures in history, Ocean Press, 2008, ISBN 1920888942


            	The Declarations of Havana, Verso, 2008, ISBN 1844671569


            	The Prison Letters of Fidel Castro, Nation Books, 2007, ISBN 1560259833


            	War, Racism and Economic Justice: The Global Ravages of Capitalism, Ocean Press, 2002, ISBN 1876175478
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          The Fieldfare (Turdus pilaris) is a member of the thrush family Turdidae. This species was first described by Linnaeus in his Systema naturae in 1758 under its current scientific name. Its English name, dating back to at least the twelfth century, derives from the Anglo-Saxon feld-fere meaning "traveller through the fields", probably from their constantly moving, foraging habits.


          It breeds in woodland and scrub in northern Europe and Asia. It is strongly migratory, with many northern birds moving south during the winter. It is a very rare breeder in Great Britain and Ireland, but winters in large numbers in these countries.


          It nests in trees, laying several eggs in a neat nest. Unusually for a thrush, they often nest in small colonies, possibly for protection from large crows. Migrating birds and wintering birds often form large flocks, often with Redwings.


          It is omnivorous, eating a wide range of insects and earthworms in summer, and berries in winter.


          The Fieldfare is 22-27 cm long, with a plain brown back, white underwings, and grey rump and rear head. The breast has a reddish wash, and the rest of the underparts are White. The breast and flanks are heavily spotted. The sexes are similar,


          The male has a simple chattering song, and a chattering flight and alarm call.


          


          Status


          The Redwing has an extensive range, estimated at 10millionsquare kilometres (3.8million square miles), and a large population, including an estimated 28 to 48 million individuals in Europe alone. The species is not believed to approach the thresholds for the population decline criterion of the IUCN Red List (i.e., declining more than 30% in ten years or three generations), and is therefore evaluated as Least Concern.


          Photos
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              	Motto

              	For the Game. For the World.
            


            
              	Formation

              	May 21, 1904
            


            
              	Type

              	Sports federation
            


            
              	Headquarters

              	Zrich, Switzerland
            


            
              	Membership

              	208 national associations
            


            
              	Officiallanguages

              	English, German, French, Spanish
            


            
              	President

              	Sepp Blatter
            


            
              	Website

              	http://www.fifa.com/
            

          


          The Fdration Internationale de Football Association (International Federation of Association Football), commonly known by its acronym, FIFA, is the international governing body of association football. Its headquarters are in Zrich, Switzerland, and its current president is Joseph Blatter. FIFA is responsible for the organization and governance of football's major international tournaments, most notably the FIFA World Cup, held since 1930.


          FIFA has 208 member associations, which is 16 more than the United Nations and 3 more than the International Olympic Committee.


          


          History


          The need for a single body to oversee the worldwide game became apparent at the beginning of the 20th century with the increasing popularity of international fixtures. FIFA was founded in Paris on May 21, 1904  the French name and acronym persist to this day, even outside French-speaking countries. Its first president was Robert Gurin.


          FIFA presided over its first international competition in 1906, but this met with little approval or success. This, in combination with economic factors, led to the swift replacement of Gurin with Daniel Burley Woolfall from England, by now a member association. The next tournament staged, the football competition for the 1908 Olympics in London was more successful, despite the presence of professional footballers, contrary to the founding principles of FIFA.


          Membership of FIFA expanded beyond Europe with the application of South Africa in 1909, Argentina and Chile in 1912, and Canada and the United States in 1913.


          FIFA however floundered during World War I with many players sent off to war and the possibility of travel for international fixtures severely limited. Post-war, following the death of Woolfall, the organisation fell into the hands of Dutchman Carl Hirschmann. It was saved from extinction, but at the cost of the withdrawal of the Home Nations, who cited an unwillingness to participate in international competitions with their recent World War enemies. The Home Nations later resumed their membership.


          The FIFA collection is held by the National Football Museum in England.


          In 2007 a rule was passed that no international matches would be played in stadiums located more than 2,500 meters above sea level. There has been controversy amongst the federations, especially within CONMEBOL (South America), as the national capitals of three of its 10 members lie above 2,500 metersBogot (2640 m), Quito (2800 m) and La Paz (3600 m). FIFA eventually backed away from this proposal.


          


          Laws of the game


          The laws of football that govern the game are not solely the responsibility of FIFA; they are maintained by a body called the International Football Association Board (IFAB). FIFA has a 50% representation on its board (four representatives); the other four are provided by the football associations of the United Kingdom: England, Scotland, Wales, and Northern Ireland, in recognition of their unique contribution to the creation and history of the game. Changes to the laws of the game must be agreed by at least six of the total eight delegates.


          


          Structure
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          FIFA is an association established under the Laws of Switzerland. Its headquarters are in Zurich.


          FIFA's supreme body is the FIFA Congress, an assembly made up of a representative from each affiliated national federation. The Congress assembles in ordinary session now once every year, and extraordinary sessions have been held once a year since 1998 & now as and when requested. Only the Congress can pass changes to FIFA's by-laws.


          Congress elects the President of FIFA, its secretary-general and the other members of FIFA's Executive Committee. The President and secretary-general are the main officeholders of FIFA, and are in charge of its daily administration, carried out by the General Secretariat, with its staff of 207 members.


          FIFA's Executive Committee, chaired by the President, is the main decision making body of the organization in the intervals of Congress. FIFA's worldwide organizational structure also consists of several other bodies, under authority of the Executive Committee or created by Congress as Standing Committees. Among those bodies are the Finance Committee, the Disciplinary Committee, the Referee's Committee, etc.


          Aside from its worldwide institutions (presidency, Executive Board, Congress, etc.) FIFA has created confederations which oversee the game in the different continents and regions of the world. National federations, and not the continental Confederations, are members of FIFA. The continental Confederations are provided for in FIFA's by-laws. National federations must claim membership to both FIFA and the confederation in which their nation is geographically resident for their teams to qualify for entry to FIFA's competitions (with a few geographic exceptions listed below):


          
            	 AFC - Asian Football Confederation in Asia and Australia


            	 CAF - Confdration Africaine de Football in Africa


            	 CONCACAF - Confederation of North, Central American and Caribbean Association Football in North America and Central America


            	 CONMEBOL - Confederacin Sudamericana de Ftbol in South America


            	 OFC - Oceania Football Confederation in Oceania


            	 UEFA - Union Europenne de Football Association in Europe.

          


          Nations straddling the traditional boundary between Europe and Asia have generally had their choice of confederation. As a result, a number of transcontinental nations including Russia, Turkey, Armenia and Azerbaijan have chosen to become part of UEFA despite the bulk of their land area being in Asia. Israel, although lying entirely within Asia, joined UEFA in 1994, after decades of isolation by many of its Middle Eastern neighbours. Kazakhstan moved from AFC to UEFA in 2002. Australia was the latest to move from OFC to AFC in January 2006.


          Guyana and Suriname have always been CONCACAF members despite being South American countries.


          No team from the OFC is offered automatic qualification to the World Cup. In recent World Cup qualifying cycles, the winner of their section had to play a play-off against a CONMEBOL side, a hurdle at which Australia have traditionally fallen. In an effort to improve their national and domestic teams Australia moved to the Asian Federation 2006. This allows Australia to play in Asian tournaments of a much higher standard (as well as being more numerous) such as the AFC Asian Cup and the Asian Champions League.


          Australia successfully qualified for the 2006 FIFA World Cup by winning just such a playoff in a penalty shootout against Uruguay, just a few months after the clearance to move was granted. Initially, the 2010 FIFA World Cup qualification cycle was planned to provide the winner of OFC qualifying with a place in the final AFC qualification group, but this was scrapped in favour of a playoff between the OFC winner and an AFC team for a World Cup place.


          In total, FIFA recognises 208 national federations and their associated men's national teams as well as 129 women's national teams; see the list of national football teams and their respective country codes. Curiously, FIFA has more member states than the United Nations, as FIFA recognises several non-sovereign entities as distinct nations, most notably the four Home Nations within the United Kingdom. The FIFA World Rankings are updated monthly and rank each team based on their performance in international competitions, qualifiers, and friendly matches. There is also a world ranking for women's football, updated four times a year.


          


          Recognitions and awards


          FIFA awards, each year, the title of FIFA World Player of the Year to the most prestigious player of the year, as part of its annual awards ceremony which also recognises team and international football achievements.


          As part of its centennial celebrations in 2004, FIFA organised a "Match of the Century" between France and Brazil, the most successful national teams of the last decade. In addition, it commissioned arguably the most famous player ever, Pel, to produce a list of the greatest players of all time. This list, the FIFA 100, included 50 players who were still actively playing at the time of publication ( one of whom was female), and 75 retired players (including himself and one woman, but not including deceased players). The list was originally planned to be just 100 players long but Pel is understood to have found it too hard to choose just 100 and so the list actually names 125 players.


          


          Governance and game development


          FIFA is an unusually proactive sports governing body, which frequently takes active roles in ensuring the proper running of the sport and developing the game around the world. One of its unique policies is to suspend teams and associate members from international competition for political interference (when a government interferes in the running of FIFA's associate member organisations) or if the associate is not functioning properly.


          A recent high-profile suspension was of the Greek Football Federation for political interference. Another recent suspension was on the Kenya Football Federation because it was not running the game in Kenya properly and also of Iran.


          The Asia wing of FIFA, the AFC is soon to force 22 leading associations in Asia to increase transparency, competition, quality training and a proper league structure with relegation, promotion and a 2nd division. Suspension will be imposed on any associate which doesn't co-operate with the reform outlines. Notably, one of the associations being targeted is that of Australia, a country whose professional sport leagues are all organised on the model of franchised teams and closed league membership, a system most commonly identified with North America.


          


          FIFA altitude ban


          FIFA attempted to address the issue of extreme altitude in May 2007, ruling that no future international matches could be played at an altitude over 2500 m (8200 ft).


          The FIFA altitude ban would most notably have affected the national teams of Andean countries. Under this proposal, Bolivia would no longer be able to play international matches in La Paz (3600 m), Ecuador would be unable to play in Quito (2800 m), and Colombia could no longer play in Bogot (2640 m).


          However, FIFA soon backed away from the proposal after international condemnation , and under political pressure from the CONMEBOL countries, first extending the maximum altitude to 2800 m (9190 ft) in June 2007, which made Bogot and Quito viable international venues once again, and then waiving the restriction for La Paz in July 2007.


          



          


          Commercial activities


          FIFA announced in April 2004 that it is expecting to earn $144 million profit on $1.64 billion in revenue between 2003 and 2006 (the 4 year cycle including the 2006 World Cup).


          FIFA has licensed its name and copyrighted content to computer game designer EA Sports to provide a number of football simulation games for the PC and various game consoles. A new installment in this FIFA series of games is introduced each year, and additional versions are released with World Cup branding to coincide with these tournaments. 2005 saw an additional "urban football" video game franchise, FIFA Street and its sequel FIFA Street 2. In August 2006 EA and FIFA announced that they would be extending their exclusive deal for another four years, covering the 2010/11 season.


          


          Allegations of financial irregularities


          In May 2006 British investigative reporter Andrew Jennings' book Foul ( Harper Collins) caused controversy within the football world by detailing an alleged international cash-for-contracts scandal following the collapse of FIFA's marketing partner ISL, and revealed how some football officials have been urged to secretly repay the sweeteners they received. The book also exposed the vote-rigging that went on behind closed doors in the fight for Sepp Blatter's continued control of FIFA.


          Nearly simultaneous with the release of Foul was a BBC television expose by Jennings and BBC producer Roger Corke for the BBC news programme Panorama. In this hour-long programme screened on June 11, 2006, Jennings and the Panorama team submit that Sepp Blatter is being investigated by Swiss police over his role in a secret deal to repay more than 1m worth of bribes pocketed by football officials.


          All testimonies offered in the Panorama expose were done via disguise of voice, person, or both, save one; Mel Brennan, a university professor in the United States, former Head of Special Projects for CONCACAF and a FIFA delegate, became the first high-level football insider to go public with substantial allegations of greed, corruption, nonfeasance and malfeasance by CONCACAF and FIFA leadership. His book, The Apprentice: Tragicomic Times Among the Men Running - and Ruining - World Football is due out in late 2007.


          The hiring of Paul Gillon as PA to Sepp Blatter was the shortest in history as he was hired and fired on the same day.


          


          FIFA Anthem


          Since the 1994 FIFA World Cup like the UEFA Champions League FIFA adopts a anthem composed by the German composer Franz Lambert. This anthem also known like Fair Play Hymn term used by the Mexican TV sport commentator Enrique Bermudez de la Serna known like El Perro Bermudez. The FIFA Anthem or Hymn is played at the beginning of FIFA structured matches and tournaments such as international friendlies, the FIFA World Cup, FIFA Women's World Cup, and FIFA U-20 World Cup.[ ]
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          The FIFA World Cup, sometimes called the Football World Cup or the Soccer World Cup, but usually referred to simply as the World Cup, is an international football competition contested by the men's national football teams of the member nations of Fdration Internationale de Football Association (FIFA), the sport's global governing body. The championship has been awarded every four years since the first tournament in 1930, except in 1942 and 1946, due to World War II.


          The tournament consists of two parts, the qualification phase and the final phase (often called the World Cup Finals). The qualification phase, which currently take place over the three years preceding the Finals, is used to determine which teams qualify for the Finals. The current format of the Finals involves 32 teams competing for the title, at venues within the host nation (or nations) over a period of about a month. The World Cup Finals is the most widely-viewed sporting event in the world, with an estimated 715.1 million people watching the 2006 tournament final.


          In the eighteen tournaments held, only seven nations have won the title. Brazil is the most successful World Cup team, having won the tournament five times. The current World Champions, Italy, follows with four titles, while Germany holds three. The other former champions are Uruguay (who won the inaugural tournament) and Argentina with two titles each, and England and France with one title each.


          The most recent World Cup Finals were held in Germany, where Italy was crowned champion after beating France in the final. The next World Cup Finals will be held in South Africa, from June 11, 2010 to July 11, 2010, and the 2014 Finals will be held in Brazil.


          


          History


          


          Previous international competitions


          The world's first international football match was a challenge match played in Glasgow in 1872 between Scotland and England, with the first international tournament, the inaugural edition of the British Home Championship, taking place in 1884. At this stage the sport was rarely played outside Great Britain and Ireland. As football began to increase in popularity in other parts of the world at the turn of the century, it was held as a demonstration sport (with no medals awarded) at the 1900 and 1904 Summer Olympics, and at the 1906 Intercalated Games; football became an official competition at the 1908 Summer Olympics. Planned by The Football Association (FA), the event was for amateur players only and was regarded suspiciously as a show rather than a competition. Great Britain (represented by the England national amateur football team) won the event in both 1908 and 1912.


          After FIFA was founded in 1904, there was an attempt made by FIFA to arrange an international football tournament between nations outside of the Olympic framework in Switzerland in 1906. These were very early days for international football, and the official history of FIFA describes the competition as having been a failure.


          With the Olympic event continuing to be contested only between amateur teams, Sir Thomas Lipton organized the Sir Thomas Lipton Trophy tournament in Turin in 1909. The Lipton tournament was a championship between individual clubs (not national teams) from different nations, each one of which represented an entire nation. The competition is sometimes described as The First World Cup, and featured the most prestigious professional club sides from Italy, Germany and Switzerland, but The Football Association of England refused to be associated with the competition and declined the offer to send a professional team. Lipton invited West Auckland, an amateur side from County Durham, to represent England instead. West Auckland won the tournament and returned in 1911 to successfully defend their title, and were given the trophy to keep forever, as per the rules of the competition.


          In 1914, FIFA agreed to recognise the Olympic tournament as a "world football championship for amateurs", and took responsibility for managing the event. This paved the way for the world's first intercontinental football competition, at the 1920 Summer Olympics, contested by Egypt and thirteen European teams. The gold medals were won by Belgium. Uruguay won the Olympic football tournaments in 1924 and 1928. In 1928 FIFA made the decision to stage their own international tournament outside of the Olympics. With Uruguay now two-time official football world champions (as 1924 was the start of FIFA's professional era) and to celebrate their centenary of independence in 1930, FIFA named Uruguay as the host country.


          


          First World Cup
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          The 1932 Summer Olympics, held in Los Angeles, did not plan to include football as part of the schedule due to the low popularity of football in the United States, as American football had been growing in popularity. FIFA and the IOC also disagreed over the status of amateur players, and so football was dropped from the Games. FIFA president Jules Rimet thus planned the inaugural World Cup tournament to be held in Uruguay in 1930. The national associations of selected nations were invited to send a team, but the choice of Uruguay as a venue for the competition meant a long and costly trip across the Atlantic Ocean for European sides. Indeed, no European country pledged to send a team until two months before the start of the competition. Rimet eventually persuaded teams from Belgium, France, Romania, and Yugoslavia to make the trip. In total 13 nations took part  seven from South America, four from Europe and two from North America.


          The first two World Cup matches took place simultaneously, and were won by France and the USA, who beat Mexico 41 and Belgium 30, respectively. The first goal in World Cup history was scored by Lucien Laurent of France. In the final, Uruguay defeated Argentina 42 in front of a crowd of 93,000 people in Montevideo, and became the first nation to win a World Cup.


          


          Growth


          The issues facing the early World Cup tournaments were the difficulties of intercontinental travel, and war. Few South American teams were willing to travel to Europe for the 1934 and 1938 tournaments, with Brazil the only South American team to compete in both. The 1942 and 1946 competitions were cancelled due to World War II and its aftermath.


          The 1950 World Cup was the first to include British participants. British teams withdrew from FIFA in 1920, partly out of unwillingness to play against the countries they had been at war with, and partly as a protest against a foreign influence on football, but rejoined in 1946 following FIFA's invitation. The tournament also saw the return of 1930 champions Uruguay, who had boycotted the previous two World Cups. Uruguay won the tournament again in one of the most famous matches in World Cup history, which was later called the " Maracanazo".
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          In the tournaments between 1934 and 1978, 16 teams competed for each finals tournament, except in 1938, when Austria were absorbed into Germany after qualifying, leaving the tournament with 15 teams, and in 1950, when India, Scotland and Turkey withdrew, leaving the tournament with 13 teams. Most of the participating nations were from Europe and South America, with a small minority from North America, Africa, Asia and Oceania. These teams were usually defeated easily by the European and South American teams. Until 1982, the only teams from outside Europe and South America to advance out of the first round were: United States, semi-finalists in 1930; Cuba, quarter-finalists in 1938; North Korea, quarter-finalists in 1966; and Mexico, quarter-finalists in 1970.


          The finals were expanded to 24 teams in 1982, then to 32 in 1998, allowing more teams from Africa, Asia and North America to take part. The one exception is Oceania, who have never had a guaranteed spot in the finals. In recent years, teams from these regions have enjoyed more success, and those who have reached the quarter-finals include: Mexico, quarterfinalists in 1986; Cameroon, quarter-finalists in 1990; Korea Republic, finishing in fourth place in 2002; and Senegal and the United States, both quarter-finalists in 2002. However, European and South American teams have remained the stronger forces. For example, the quarter-finalists in 2006 were all from Europe or South America.


          198 nations attempted to qualify for the 2006 FIFA World Cup, and a record 204 will attempt to qualify for the 2010 FIFA World Cup.


          


          Other FIFA tournaments


          An equivalent tournament for women's football, the FIFA Women's World Cup, was first held in 1991 in the People's Republic of China. The women's tournament is smaller in scale and profile than the men's, but is growing; the number of entrants for the 2007 tournament was 120, more than double that of 1991.


          Unlike many other sports (and even women's football), the men's football tournament at the Olympics is not a top-level tournament since the creation of the FIFA World Cup. It is currently an under-23 tournament with each team allowed three overage players.


          The FIFA Confederations Cup is a tournament held one year before the World Cup Finals at the World Cup host nation(s) as a dress-rehearsal for the upcoming World Cup. It is contested by the winners of each of the six FIFA confederation championships, along with the FIFA World Cup champion and the host country.


          FIFA also organizes international tournaments for youth football ( FIFA U-20 World Cup, FIFA U-17 World Cup, FIFA U-20 Women's World Cup, FIFA U-17 Women's World Cup), club football ( FIFA Club World Cup), and football variants such as futsal ( FIFA Futsal World Cup) and beach soccer ( FIFA Beach Soccer World Cup).


          


          Trophy


          


          From 1930 to 1970, the Jules Rimet Trophy was awarded to the World Cup winner. It was originally simply known as the World Cup or Coupe du Monde, but in 1946 it was renamed after the FIFA president Jules Rimet who set up the first tournament. In 1970, Brazil's third victory in the tournament entitled them to keep the trophy permanently. However, the trophy was stolen in 1983, and has never been recovered, apparently melted down by the thieves.


          After 1970, a new trophy, known as the FIFA World Cup Trophy, was designed. The experts of FIFA, coming from seven different countries, evaluated the 53 presented models, finally opting for the work of the Italian designer Silvio Gazzaniga. The new trophy is 36cm (14.2in) high, made of solid 18 carat (75%) gold and weighs 6.175kg (13.6 lb). The base contains two layers of semi-precious malachite while the bottom side of the trophy bears the engraved year and name of each FIFA World Cup winner since 1974. The description of the trophy by Gazzaniga was: "The lines spring out from the base, rising in spirals, stretching out to receive the world. From the remarkable dynamic tensions of the compact body of the sculpture rise the figures of two athletes at the stirring moment of victory."


          This new trophy is not awarded to the winning nation permanently, irrespective of how many World Cups they win. World Cup winners retain the trophy until the next tournament and are awarded a gold-plated replica rather than the solid gold original. Argentina, Germany (as West Germany), Italy and Brazil have all won the second trophy twice, while France has won it once. It will not be retired until the name plaque has been entirely filled with the names of winning nations in 2038.


          


          Format


          


          Qualification


          Since the second World Cup in 1934, qualifying tournaments have been held to thin the field for the final tournament. They are held within the six FIFA continental zones (Africa, Asia, North and Central America and Caribbean, South America, Oceania, Europe), overseen by their respective confederations. For each tournament, FIFA decides the number of places awarded to each of the continental zones beforehand, generally based on the relative strength of the confederations' teams, but also subject to lobbying from the confederations.


          The qualification process can start as early as almost three years before the final tournament and last over a two-year period. The formats of the qualification tournaments differ between confederations. Usually, one or two places are awarded to winners of intercontinental play-offs. For example, the winner of the Oceanian zone and the fifth-placed team from the Asian zone will enter a play-off for a spot in the 2010 World Cup. From the 1938 World Cup onwards, host nations have received an automatic berth in the finals. This right was also granted to the defending champions between 1938 and 2002, but was withdrawn from the 2006 FIFA World Cup onward, requiring the champions to qualify. Brazil, winners in 2002, thus became the first defending champions to play in a qualifying match.


          


          Final tournament


          The current finals tournament features 32 national teams competing over a month in the host nation(s). There are two stages: a group stage followed by a knockout stage.


          In the group stage, teams compete within eight groups of four teams each. Eight teams are seeded (including the hosts, with the other teams selected using a formula based on both the FIFA World Rankings and performances in recent World Cups) and drawn to separate groups. The other teams are assigned to different "pots", usually based on geographical criteria, and teams in each pot are drawn at random to the eight groups. Since 1998, constraints have been applied to the draw to ensure that no group contains more than two European teams or more than one team from any other confederation.


          Each group plays a round-robin tournament, guaranteeing that every team will play at least three matches. The last round of matches of each group is scheduled at the same time to preserve fairness among the teams. The top two teams from each group advance to the knockout stage. Points are used to rank the teams within a group. Since 1994, three points have been awarded for a win, one for a draw and none for a loss (prior to this, winners received two points rather than three). If two or more teams end up with the same number of points, tiebreakers are used: first is goal difference, then total goals scored, then head-to-head results, and finally drawing of lots (i.e. determining team positions at random).


          The knockout stage is a single-elimination tournament in which teams play each other in one-off matches, with extra time and penalty shootouts used to decide the winner if necessary. It begins with the "round of 16" (or the second round) in which the winner of each group plays against the runner-up of another group. This is followed by the quarter-finals, the semi-finals, the third-place match (contested by the losing semi-finalists), and the final.


          


          Selection of hosts


          Early World Cups were given to countries at meetings of FIFA's congress. The choice of location gave rise to controversies, a consequence of the three-week boat journey between South America and Europe, the two centres of strength in football. The decision to hold the first World Cup in Uruguay, for example, led to only four European nations competing. The next two World Cups were both held in Europe. The decision to hold the second of these, the 1938 FIFA World Cup, in France was controversial, as the American countries had been led to understand that the World Cup would rotate between the two continents. Both Argentina and Uruguay thus boycotted the tournament.


          After the 1958 FIFA World Cup, to avoid future boycotts or controversy, FIFA began a pattern of alternating the hosts between the Americas and Europe, which continued until the 1998 FIFA World Cup. The 2002 FIFA World Cup, hosted jointly by Korea Republic and Japan, was the first one held in Asia, and the only tournament with multiple hosts. In 2010, South Africa will become the first African nation to host the World Cup. The 2014 FIFA World Cup will be hosted by Brazil, the first held in South America since 1978, and will be the first occasion where consecutive World Cups are held outside Europe.


          The host country is now chosen in a vote by FIFA's Executive Committee. This is done under a single transferable vote system. The national football association of a country desiring to host the event receives a "Hosting Agreement" from FIFA, which explains the steps and requirements that are expected from a strong bid. The bidding association also receives a form, the submission of which represents the official confirmation of the candidacy. After this, a FIFA designated group of inspectors visit the country to identify that the country meets the requirements needed to host the event and a report on the country is produced. The decision on who will host the Cup is currently made six or seven years in advance of the tournament.


          For the 2010 and 2014 World Cups, the final tournament is rotated between confederations, allowing only countries from the chosen confederation (Africa in 2010, South America in 2014) to bid to host the tournament. The rotation policy was introduced after the controversy surrounding Germany's victory over South Africa in the vote to host the 2006 tournament. However, the policy of continental rotation will not continue beyond 2014, so any country, except those belonging to confederations that hosted the two preceding tournaments, can apply as hosts for World Cups starting from 2018. This is partly to avoid a similar scenario to the bidding process for the 2014 tournament, where Brazil was the only official bidder.


          Results


          


          World Cup summaries
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              	Winner

              	Score

              	Runner-up

              	3rd Place
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              	4th Place
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          Winners and finalists
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          In all, 78 nations have appeared at least once in the World Cup Finals. Of these, only 11 have made it to the final match, and only seven have won. The seven national teams that have won the World Cup have added stars to the crest, located on their shirt, with each star representing a World Cup victory.


          With five titles, Brazil is the most successful World Cup team and also the only nation to have participated in every World Cup Finals to date. Italy follows with four titles, including the most recent one in 2006. Brazil and Italy are also the only nations to have won consecutive titles.


          Below is a list of the 11 teams that have played in a World Cup final. Brazil and Germany each finished as either winners or runners-up seven times.
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                ^ = includes results representing West Germany between 1954 and 1990
              

            


            	
              
                # = states that have since split into several independent nations
              

            

          


          


          Performances by host nations


          Six of the seven champions have won one of their titles while playing in their own homeland, the exception being Brazil, who lost the deciding match (known as Maracanazo) when they hosted the 1950 tournament.


          England ( 1966) and France ( 1998) won their only titles while playing as host nations. Uruguay ( 1930), Italy ( 1934) and Argentina ( 1978) won their first titles as host nations but have gone on to win again, while Germany ( 1974) won their second cup title on home soil.


          Other nations have also been successful when hosting the tournament. Sweden (runners-up in 1958), Chile (third place in 1962), South Korea (fourth place in 2002), Mexico (quarterfinals in 1970 and 1986) and Japan (second round in 2002) all have their best results when serving as hosts. All host nations have progressed beyond the first round.


          


          Best performances by continental zones


          To date, the final of the World Cup has only been contested by European and South American teams. The two continents have won nine titles apiece. Only two teams from outside these two continents have ever reached the semi-finals of the competition: the USA (in 1930) and South Korea (in 2002). African teams have twice reached the quarter-finals: Cameroon in 1990 and Senegal in 2002, but have never progressed. Oceania have only been represented in the World Cup three times, and an Oceanian team has reached the second round on only one occasion, when Australia progressed beyond the group stage in 2006.


          All World Cups won by European teams have taken place in Europe. The only non-European team to win in Europe is Brazil in 1958. Only twice had consecutive World Cups been won by teams from the same continent  when Italy and Brazil successfully defended their titles in 1938 and 1962 respectively.


          


          Awards


          At the end of each World Cup finals tournament, awards are presented to the players and teams for accomplishments other than their final team positions in the tournament. There are currently six awards:


          
            	The adidas Golden Shoe for the top goalscorer (formerly called the Golden Shoe, or sometimes, the Golden Boot, first awarded in 1930); most recently, the Silver Shoe and the Bronze Shoe have been awarded to the second and third top goalscorers respectively;


            	The adidas Golden Ball for the best player, determined by a vote of media members (formerly called the Golden Ball, first awarded in 1982); the Silver Ball and the Bronze Ball are awarded to the players finishing second and third in the voting respectively;


            	The Yashin Award for the best goalkeeper (first awarded in 1994);


            	The FIFA Fair Play Trophy for the team with the best record of fair play (first awarded in 1978);


            	The Most Entertaining Team award for the team that has entertained the public the most during the World Cup, as determined by a poll of the general public (first awarded in 1994);


            	The Gillette Best Young Player award for the best player aged 21 or younger at the start of the calendar year (first awarded in 2006).

          


          An All-Star Team consisting of the best players of the tournament is also announced for each tournament since 1998.


          


          Records and statistics


          Two players share the record for playing in the most World Cups; Mexico's Antonio Carbajal and Germany's Lothar Matthus both played in five tournaments. Matthus has played the most World Cup matches overall, with 25 appearances. Brazil's Pel is the only player to hold three World Cup winners' medals.


          The overall leading goalscorer in World Cups is Brazil's Ronaldo, scorer of 15 goals in three tournaments. West Germany's Gerd Muller is second, with 14. The third placed goalscorer, France's Just Fontaine, holds the record for the most goals scored in a single World Cup. All his 13 goals were scored in the 1958 tournament.


          Franz Beckenbauer, with West Germany, is the only person to date who has won the World Cup as both captain (1974) and head coach (1990). Mrio Zagallo, with Brazil, also won the World Cup as both player (1958 and 1962) and head coach (1970). Italy's Vittorio Pozzo is the only head coach to ever win two World Cups. All World Cup winning head coaches were natives of the country they coached to victory.


          
            Retrieved from " http://en.wikipedia.org/wiki/FIFA_World_Cup"
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                Matanitu Tu-Vaka-i-koya ko Viti

                फ़िजी द्वीप समूह गणराज्य

                
                  Republic of the Fiji Islands
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:Rerevaka na Kalou ka Doka na Tui

              Fear God and honour the Queen
            


            
              	Anthem: God Bless Fiji
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              	Capital

              (and largest city)

              	Suva

            


            
              	Official languages

              	English, Bau Fijian, and Hindi
            


            
              	Demonym

              	Fijian / Fiji Islander
            


            
              	Government

              	Republic under militaryrule
            


            
              	-

              	President

              	Ratu Josefa Iloilovatu Uluivuda (Josefa Iloilo)
            


            
              	-

              	Prime Minister

              	Commodore Josaia Voreqe (Frank) Bainimarama
            


            
              	-

              	GCC Chairman

              	Ratu Ovini Bokini
            


            
              	-

              	Great Chief of Fiji

              	Queen Elizabeth II1
            


            
              	Independence

              	from the United Kingdom
            


            
              	-

              	Date

              	10 October 1970
            


            
              	Area
            


            
              	-

              	Total

              	18,274km( 155th)

              7,056 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	December 2006estimate

              	853,445( 156th)
            


            
              	-

              	Density

              	46/km( 148th)

              119/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$5.079 billion( N/A)
            


            
              	-

              	Per capita

              	$5,500( 98th)
            


            
              	HDI(2007)

              	▲0.762(medium)( 92nd)
            


            
              	Currency

              	Fijian dollar ( FJD)
            


            
              	Time zone

              	( UTC+12)
            


            
              	Internet TLD

              	.fj
            


            
              	Calling code

              	+679
            


            
              	1

              	Recognised by the Great Council of Chiefs.
            

          


          Fiji ( Fijian: Matanitu ko Viti; Fijian Hindustani: फ़िजी), officially the Republic of the Fiji Islands ( Fijian: Matanitu Tu-Vaka-i-koya ko Viti; Fijian Hindustani: फ़िजी द्वीप समूह गणराज्य), is an island nation in the South Pacific Ocean east of Vanuatu, west of Tonga and south of Tuvalu. The country occupies an archipelago of about 322 islands, of which 106 are permanently inhabited, and 522 islets. The two major islands, Viti Levu and Vanua Levu, account for 87% of the population.


          


          Etymology


          Fijis main island is known as Viti Levu and it is from this that the name "Fiji" is derived, through the pronunciation of their island neighbours in Tonga. Its emergence was best described as follows:


          
            Fijians first impressed themselves on European consciousness through the writings of the members of the expeditions of Cook who met them in Tonga. They were described as formidable warriors and ferocious cannibals, builders of the finest vessels in the Pacific, but not great sailors. They inspired awe amongst the Tongans, and all their Manufactures, especially bark cloth and clubs, were highly esteemed and much in demand. They called their home Viti, but the Tongans called it Fisi, and it was by this foreign pronunciation, Fiji, first promulgated by Captain James Cook, that these islands are now known.

          


          


          History


          The first inhabitants of Fiji arrived long before contact with European explorers in the seventeenth century. Pottery excavated from Fijian towns shows that Fiji was settled before or around 1000BC, although the question of Pacific migration still lingers. The Dutch explorer Abel Tasman visited Fiji in 1643 while looking for the Great Southern Continent. It was not until the nineteenth century, however, that Europeans settled the islands permanently. The islands came under British control as a colony in 1874, and the British brought over Indian contract labourers. It was granted independence in 1970. Democratic rule was interrupted by two military coups in 1987 because the government was perceived as dominated by the Indo-Fijian (Indian) community. The second 1987 coup saw the British monarchy and the Governor General replaced by a non-executive President, and the country changed the long form of its name from Dominion of Fiji to Republic of Fiji (and to Republic of the Fiji Islands in 1997). The coups and accompanying civil unrest contributed to heavy Indian emigration; the population loss resulted in economic difficulties but ensured that Melanesians became the majority.


          In 1990, the new Constitution institutionalised the ethnic Fijian domination of the political system. The Group Against Racial Discrimination (GARD) was formed to oppose the unilaterally imposed constitution and restore the 1970 constitution. Sitiveni Rabuka, the Lieutenant Colonel who carried out the 1987 coup became Prime Minister in 1992, following elections held under the new constitution. Three years later, Rabuka established the Constitutional Review Commission, which in 1997 led to a new Constitution, which was supported by most leaders of the indigenous Fijian and Indo-Fijian communities. Fiji is re-admitted to the Commonwealth of Nations.
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          The new millennium brought along another coup, instigated by George Speight, that effectively toppled the government of Mahendra Chaudhry, who became Prime Minister following the 1997 constitution. Commodore Frank Bainimarama assumed executive power after the resignation, possibly forced, of President Mara. Fiji was rocked by two mutinies at Suva's Queen Elizabeth Barracks, later in 2000 when rebel soldiers went on the rampage. The High Court ordered the reinstatement of the constitution, and in September 2001, a general election was held to restore democracy, which was won by interim Prime Minister Laisenia Qarase's Soqosoqo Duavata ni Lewenivanua party.


          In 2005, amid much controversy, the Qarase government proposed a Reconciliation and Unity Commission, with power to recommend compensation for victims of the 2000 coup, and amnesty for its perpetrators. However, the military strongly opposed this bill, especially the army's commander, Frank Bainimarama. He agreed with detractors who said that it was a sham to grant amnesty to supporters of the present government who played roles in the coup. His attack on the legislation, which continued unremittingly throughout May and into June and July, further strained his already tense relationship with the government. In late November 2006 and early December 2006, Bainimarama was instrumental in the 2006 Fijian coup d'tat. Bainimarama handed down a list of demands to Qarase after a bill was put forward to parliament, part of which would have offered pardons to participants in the 2000 coup attempt. He gave Qarase an ultimatum date of 4 December to accede to these demands or to resign from his post. Qarase adamantly refused to either concede or resign and on 5 December President, Ratu Josefa Iloilo, was said to have signed a legal order dissolving Parliament after meeting with Bainimarama.


          For a country of its size, Fiji has a large armed forces, and has been a major contributor to UN peacekeeping missions in various parts of the world. In addition, a significant number of former military personnel have served in the lucrative security sector in Iraq following the 2003 US-led invasion.


          


          Politics


          Politics of Fiji normally take place in the framework of a parliamentary representative democratic republic, whereby the Prime Minister of Fiji is the head of government, the President the head of state, and of a multi-party system. Executive power is exercised by the government. Legislative power is vested in both the government and the Parliament of Fiji. The Judiciary is independent of the executive and the legislature.


          Since independence there have been four coups in Fiji, two in 1987, one in 2000 and one in late 2006. The military has been either ruling directly, or heavily influencing governments since 1987.


          [bookmark: 2006_military_takeover]


          2006 military takeover


          Citing corruption in the government, Commodore Josaia Voreqe (Frank) Bainimarama, Commander of the Republic of Fiji Military Forces, staged a military takeover on December 5, 2006 against the Prime Minister that he himself had installed after the 2000 coup. There had been two military coups in 1987 and one in 2000 when the military had taken over from elected governments led by or dominated by Indo Fijians. On this occasion the military took over from an indigenous Fijian government which it alleged was corrupt and racist. The Commodore took over the powers of the President and dissolved the parliament, paving the way for the military to continue the take over.


          The coup was the culmination of weeks of speculation following conflict between the elected Prime Minister, Laisenia Qarase, and Commodore Bainimarama. Bainamarama had repeatedly issued demands and deadlines to the Prime Minister. At particular issue was previously pending legislation to pardon those involved in the 2000 coup. Despite intervention to reconcile the parties by the President, Vice President and Helen Clark, Prime Minister of New Zealand there was no willingness to make concessions on either side. This therefore failed to resolve the crisis.


          Bainimarama named Jona Senilagakali caretaker Prime Minister. The next week Bainimarama said he would ask the Great Council of Chiefs to restore executive powers to President, Ratu Josefa Iloilo. On December 6, Bainimarama declared a state of emergency, and warned that he would not tolerate any violence or unrest.


          Following the coup, the Commonwealth of Nations held an emergency meeting in London, where they declared Fiji's membership had been suspended. On December 9, the military rulers advertised for positions in the Government, including cabinet posts, in a national newspaper. They stated people wishing to apply must be "of outstanding character", have no criminal record, and never have been bankrupt.


          Also on December 9 the IFNA withdrew the right of Fiji to host the 2007 World Netball Championships as a consequence of the Military takeover. The withdrawal is expected to have a significant impact in Fiji due to the popularity of sports such as Netball.


          On January 4, 2007, the military announced that it was restoring executive power to President Iloilo, who made a broadcast endorsing the actions of the military. The next day, Iloilo named Bainimarama as the interim Prime Minister, indicating that the Military was still effectively in control.


          In the wake of the take over, reports have emerged of intimidation of some of those critical of the interim regime. It is alleged that two individuals have died in military custody since December 2006. These deaths have been investigated and suspects charged but not yet brought to court.


          Following ongoing criticism from neighbours, specifically Australia and New Zealand, the New Zealand High Commissioner Michael Green was expelled from Fiji in mid June 2007, in the aftermath of restrictive emergency regulations having been lifted (recognised as a generally positive development by outside observers).


          On September 6, 2007, Commodore Frank Bainimarama said Fiji's military declared again a state of emergency as he believed ousted Prime Minister Laisenia Qarase was engaged in destabilization efforts when he returned to Suva after 8 months of exile on his home island Vanuabalavu in Lau, Elections were tentatively set on March 2009.


          The interim Government set up an anti corruption Commission which have received numerous complaints and allegations, also there have been a number of high profile dismissals from government and associated industry. The anti corruption body however, has yet to successfully prosecute anyone for alleged corruption.


          During November 2007 there were a number of people brought in for questioning in regard to an assassination Plot directed at the Interim Prime Minister, senior army officers and members of the Interim Cabinet.


          


          Political Divisions
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          Fiji is divided into 4 divisions:


          
            	Central


            	Eastern


            	Northern


            	Western

          


          These divisions are further divided into 14 districts.


          


          Geography
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                Islands of Fiji

                

                Principal islands

                Viti Levu

                Vanua Levu

                

                Significant outliers

                Conway Reef

                Kadavu

                Taveuni

                Rotuma

                

                Archipelagos

                Kadavu Group

                Lau Islands

                Lomaiviti Islands

                Mamanuca Islands

                Moala Islands

                Ringgold Isles

                Rotuma Group
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          Fiji consists of 322 islands (of which 106 are inhabited) and 522 smaller islets. The two most important islands are Viti Levu and Vanua Levu. The islands are mountainous, with peaks up to 1,300 metres (4,250 ft), and covered with tropical forests. Viti Levu hosts the capital city of Suva, and is home to nearly three quarters of the population. Other important towns include Nadi (the location of the international airport), and Lautoka (the location of a large sugar mill and a sea-port). The main towns on Vanua Levu are Labasa and Savusavu. Other islands and island groups include Taveuni and Kadavu (the third and fourth largest islands respectively), the Mamanuca Group (just outside Nadi) and Yasawa Group, which are popular tourist destinations, the Lomaiviti Group, outside of Suva, and the remote Lau Group. Rotuma, some 500 kilometres (310 mi) north of the archipelago, has a special administrative status in Fiji. Fiji's nearest neighbour is Tonga. The climate in Fiji is tropical and warm most of the year round.


          


          Economy


          Fiji, endowed with forest, mineral, and fish resources, is one of the more developed of the Pacific island economies, though still with a large subsistence sector. Fiji experienced a period of rapid growth in the 1960s and 1970s but stagnated in the early 1980s. The coups of 1987 caused further contraction. Economic liberalisation in the years following the coup created a boom in the garment industry and a steady growth rate despite growing uncertainty of land tenure in the sugar industry. The expiration of leases for sugar cane farmers (along with reduced farm and factory efficiency) has led to a decline in sugar production despite a subsidised price. Subsidies for sugar have been provided by the EU and Fiji has been the second largest beneficiary after Mauritius.


          Urbanization and expansion in the service sector have contributed to recent GDP growth. Sugar exports and a rapidly growing tourist industry  with 430,800 tourists in 2003 and increasing in the subsequent years  are the major sources of foreign exchange. Fiji is highly dependent on tourism for revenue. Sugar processing makes up one-third of industrial activity. Long-term problems include low investment and uncertain property rights. The political turmoil in Fiji has had a severe impact on the economy, which shrank by 2.8% in 2000 and grew by only 1% in 2001. The tourism sector recovered quickly, however, with visitor arrivals reaching pre-coup levels again during 2002, which has since resulted in a modest economic recovery. This recovery continued into 2004 but grew by 1.7% in 2005 and is projected to grow by 2.0% in 2006. Although inflation is low, the policy indicator rate of the Reserve Bank of Fiji was raised by 1% to 3.25% in February 2006 due to fears of excessive consumption financed by debt. Lower interest rates have so far not produced greater investment for exports. However, there has been a housing boom from declining commercial mortgage rates.


          The tallest building in Fiji is the fourteen-storey Reserve Bank of Fiji Building in Suva, which opened in 1984. The Suva Central Commercial Centre, which opened in November 2005, was planned to outrank the Reserve Bank building at seventeen stories, but last-minute design changes meant the Reserve Bank building remains the tallest.


          


          Demographics


          


          Ethnic groups


          The population of Fiji is mostly made up of native Fijians, who are Melanesians (54.3%), although a few also have Polynesian ancestry, and Indo-Fijians (38.1%), descendants of Indian contract labourers brought to the islands by the British in the nineteenth century. The percentage of the population of Indian descent has declined significantly over the last two decades due to migration for various reasons. There is also a small but significant group of descendants of indentured labourers from Solomon Islands.


          About 1.2% are Rotuman  natives of Rotuma Island, whose culture has more in common with countries such as Tonga or Samoa than with the rest of Fiji. There are also small, but economically significant, groups of Europeans, Chinese and other minorities.


          Relationships between ethnic Fijians and Indo-Fijians at a political level have often been strained, and the tension between the two communities has dominated politics in the islands for the past generation. The level of tension varies between different regions of the country. There are also good indications of racial harmony with the recognition of cultural and religious holidays by all races in Fiji.


          


          Religion


          Religion is one of the primary differences between indigenous Fijians and Indo-Fijians, with the former overwhelmingly Christian (97.2% at the 1996 census), and the latter mostly Hindu (70.7%) and Muslim (17.9%).


          The largest Christian denomination is the Methodist Church of Fiji and Rotuma. With 36.2% of the total population (including almost two-thirds of ethnic Fijians), its share of the population is higher in Fiji than in any other nation. Roman Catholics (8.9%), the Assemblies of God (4%), and Seventh-day Adventists (2.9%) are also significant. Fiji is also the base for the Anglican Diocese of Polynesia (part of the Anglican Church in Aotearoa, New Zealand and Polynesia). These and other denominations also have small numbers of Indo-Fijian members; Christians of all kinds comprise 6.1% of the Indo-Fijian population. Much major Roman Catholic missionary activity was conducted through the Vicariate Apostolic of Fiji.


          Hindus belong mostly to the Sanatan sect (74.3% of all Hindus) or else are unspecified (22%). The small Arya Samaj sect claims the membership of some 3.7% of all Hindus in Fiji. Muslims are mostly Sunni (59.7%) and Shia (36.7%), with an Ahmadiya minority (3.6%) regarded as heretical by more orthodox Muslims. The Sikh religion comprises 0.9% of the Indo-Fijian population, or 0.4% of the national population in Fiji. Their ancestors came from the Punjab region of India. The Bah' Faith has over 21 Local Spiritual Assemblies throughout Fiji and Baha'is live in more than 80 localities. The first Baha'i on the island was a New Zealander who arrived in 1924. There is also a small Jewish population on the island. Every year the Israeli Embassy organises a Passover celebration with approximately 100 people attending.


          


          Sport


          The national sport of Fiji is considered to be rugby union (see rugby union in Fiji), however rugby league is also widely played. The national team is very successful given the size of the population of the country, and has competed at four Rugby World Cups, the first being in 1987, where they reached the quarter-finals. The Fiji national side did not match that feat again until the 2007 Rugby World Cup when they upset Wales 38-34 to progress to the quarter-finals. Fiji also competes in the Pacific Tri-Nations and the Pacific Nations Cup. The sport is governed by the Fiji Rugby Union which is a member of the Pacific Islands Rugby Alliance, and contributes to the Pacific Islanders rugby union team. At the club level there are the Colonial Cup and Pacific Rugby Cup. The Fiji sevens team is one of the most successful rugby sevens teams in the world, having won the two world cup titles and the 2006 IRB Series.


          Following is a list of Notable Fijians in Sport:


          
            	Jimmy Snuka, a Hall of Fame professional wrestler.


            	Vijay Singh, A professional golfer.


            	Waisale Serevi, a world-renowned sevens rugby player, is from Fiji. Commentators often refer to him as either "the Magician", "Maestro" or also "the King of Sevens".


            	Lote Tuqiri, dual code international for Australia in rugby league and rugby union, and former captain of the Fiji national rugby league team.


            	Petero Civoniceva, representative footballer for the Australia national rugby league team.


            	Sitiveni Sivivatu and Joe Rokocoko are Fijians who play for New Zealand's All Blacks.


            	Rupeni Caucau plays for a French rugby union club.


            	David Rodan and Alipate Carlile, professional Australian rules footballers in the Australian Football League.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fiji"
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          Film is a term that encompasses individual motion pictures, the field of film as an art form, and the motion picture industry. Films are produced by recording images from the world with cameras, or by creating images using animation techniques or special effects.


          Films are cultural artifacts created by specific cultures, which reflect those cultures, and, in turn, affect them. Film is considered to be an important art form, a source of popular entertainment and a powerful method for educating  or indoctrinating  citizens. The visual elements of cinema gives motion pictures a universal power of communication. Some films have become popular worldwide attractions by using dubbing or subtitles that translate the dialogue.


          Traditional films are made up of a series of individual images called frames. When these images are shown rapidly in succession, a viewer has the illusion that motion is occurring. The viewer cannot see the flickering between frames due to an effect known as persistence of vision, whereby the eye retains a visual image for a fraction of a second after the source has been removed. Viewers perceive motion due to a psychological effect called beta movement.


          The origin of the name "film" comes from the fact that photographic film (also called film stock) had historically been the primary medium for recording and displaying motion pictures. Many other terms exist for an individual motion picture, including picture, picture show, photo-play, flick, and most commonly, movie. Additional terms for the field in general include the big screen, the silver screen, the cinema, and the movies.


          


          History


          In the 1860s, mechanisms for producing artificially created, two-dimensional images in motion were demonstrated with devices such as the zoetrope and the praxinoscope. These machines were outgrowths of simple optical devices (such as magic lanterns) and would display sequences of still pictures at sufficient speed for the images on the pictures to appear to be moving, a phenomenon called persistence of vision. Naturally the images needed to be carefully designed to achieve the desired effect, and the underlying principle became the basis for the development of film animation.
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          With the development of celluloid film for still photography, it became possible to directly capture objects in motion in real time. Early versions of the technology sometimes required a person to look into a viewing machine to see the pictures which were separate paper prints attached to a drum turned by a handcrank. The pictures were shown at a variable speed of about 5 to 10 pictures per second, depending on how rapidly the crank was turned. Some of these machines were coin operated. By the 1880s the development of the motion picture camera allowed the individual component images to be captured and stored on a single reel, and led quickly to the development of a motion picture projector to shine light through the processed and printed film and magnify these "moving picture shows" onto a screen for an entire audience. These reels, so exhibited, came to be known as "motion pictures". Early motion pictures were static shots that showed an event or action with no editing or other cinematic techniques.


          Ignoring Dickson's early sound experiments (1894), commercial motion pictures were purely visual art through the late 19th century, but these innovative silent films had gained a hold on the public imagination. Around the turn of the twentieth century, films began developing a narrative structure by stringing scenes together to tell narratives. The scenes were later broken up into multiple shots of varying sizes and angles. Other techniques such as camera movement were realized as effective ways to portray a story on film. Rather than leave the audience in silence, theatre owners would hire a pianist or organist or a full orchestra to play music fitting the mood of the film at any given moment. By the early 1920s, most films came with a prepared list of sheet music for this purpose, with complete film scores being composed for major productions.
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          The rise of European cinema was interrupted by the breakout of World War I while the film industry in United States flourished with the rise of Hollywood. However in the 1920s, European filmmakers such as Sergei Eisenstein, F. W. Murnau, and Fritz Lang, along with American innovator D. W. Griffith and the contributions of Charles Chaplin, Buster Keaton and others, continued to advance the medium. In the 1920s, new technology allowed filmmakers to attach to each film a soundtrack of speech, music and sound effects synchronized with the action on the screen. These sound films were initially distinguished by calling them "talking pictures", or talkies.


          The next major step in the development of cinema was the introduction of so-called "natural" colour. While the addition of sound quickly eclipsed silent film and theater musicians, color was adopted more gradually as methods evolved making it more practical and cost effective to produce "natural color" films. The public was relatively indifferent to colour photography as opposed to black-and-white, but as colour processes improved and became as affordable as black-and-white film, more and more movies were filmed in colour after the end of World War II, as the industry in America came to view color as essential to attracting audiences in its competition with television, which remained a black-and-white medium until the mid-1960s. By the end of the 1960s, colour had become the norm for film makers.


          Since the decline of the studio system in the 1960s, the succeeding decades saw changes in the production and style of film. New Hollywood, French New Wave and the rise of film school educated independent filmmakers were all part of the changes the medium experienced in the latter half of the 20th century. Digital technology has been the driving force in change throughout the 1990s and into the 21st century.


          


          Theory


          Film theory seeks to develop concise and systematic concepts that apply to the study of film as art. It was started by Ricciotto Canudo's The Birth of the Sixth Art. Formalist film theory, led by Rudolf Arnheim, Bla Balzs, and Siegfried Kracauer, emphasized how film differed from reality, and thus could be considered a valid fine art. Andr Bazin reacted against this theory by arguing that film's artistic essence lay in its ability to mechanically reproduce reality not in its differences from reality, and this gave rise to realist theory. More recent analysis spurred by Lacan's psychoanalysis and Ferdinand de Saussure's semiotics among other things has given rise to psychoanalytical film theory, structuralist film theory, feminist film theory and others.


          


          Criticism


          Film criticism is the analysis and evaluation of films. In general, these works can be divided into two categories: academic criticism by film scholars and journalistic film criticism that appears regularly in newspapers and other media.


          Film critics working for newspapers, magazines, and broadcast media mainly review new releases. Normally they only see any given film once and have only a day or two to formulate opinions. Despite this, critics have an important impact on films, especially those of certain genres. Mass marketed action, horror, and comedy films tend not to be greatly affected by a critic's overall judgment of a film. The plot summary and description of a film that makes up the majority of any film review can still have an important impact on whether people decide to see a film. For prestige films such as most dramas, the influence of reviews is extremely important. Poor reviews will often doom a film to obscurity and financial loss.


          The impact of a reviewer on a given film's box office performance is a matter of debate. Some claim that movie marketing is now so intense and well financed that reviewers cannot make an impact against it. However, the cataclysmic failure of some heavily-promoted movies which were harshly reviewed, as well as the unexpected success of critically praised independent movies indicates that extreme critical reactions can have considerable influence. Others note that positive film reviews have been shown to spark interest in little-known films. Conversely, there have been several films in which film companies have so little confidence that they refuse to give reviewers an advanced viewing to avoid widespread panning of the film. However, this usually backfires as reviewers are wise to the tactic and warn the public that the film may not be worth seeing and the films often do poorly as a result.


          It is argued that journalist film critics should only be known as film reviewers, and true film critics are those who take a more academic approach to films. This line of work is more often known as film theory or film studies. These film critics attempt to come to understand how film and filming techniques work, and what effect they have on people. Rather than having their works published in newspapers or appear on television, their articles are published in scholarly journals, or sometimes in up-market magazines. They also tend to be affiliated with colleges or universities.


          


          Industry


          The making and showing of motion pictures became a source of profit almost as soon as the process was invented. Upon seeing how successful their new invention, and its product, was in their native France, the Lumires quickly set about touring the Continent to exhibit the first films privately to royalty and publicly to the masses. In each country, they would normally add new, local scenes to their catalogue and, quickly enough, found local entrepreneurs in the various countries of Europe to buy their equipment and photograph, export, import and screen additional product commercially. The Oberammergau Passion Play of 1898 was the first commercial motion picture ever produced. Other pictures soon followed, and motion pictures became a separate industry that overshadowed the vaudeville world. Dedicated theaters and companies formed specifically to produce and distribute films, while motion picture actors became major celebrities and commanded huge fees for their performances. Already by 1917, Charlie Chaplin had a contract that called for an annual salary of one million dollars.


          In the United States today, much of the film industry is centered around Hollywood. Other regional centers exist in many parts of the world, such as Mumbai-centered Bollywood, the Indian film industry's Hindi cinema which produces the largest number of films in the world. Whether the ten thousand-plus feature length films a year produced by the Valley pornographic film industry should qualify for this title is the source of some debate. Though the expense involved in making movies has led cinema production to concentrate under the auspices of movie studios, recent advances in affordable film making equipment have allowed independent film productions to flourish.


          Profit is a key force in the industry, due to the costly and risky nature of filmmaking; many films have large cost overruns, a notorious example being Kevin Costner's Waterworld. Yet many filmmakers strive to create works of lasting social significance. The Academy Awards (also known as "the Oscars") are the most prominent film awards in the United States, providing recognition each year to films, ostensibly based on their artistic merits.


          There is also a large industry for educational and instructional films made in lieu of or in addition to lectures and texts.


          


          Preview


          A preview performance refers to a showing of a movie to a select audience, usually for the purposes of corporate promotions, before the public film premiere itself. Previews are sometimes used to judge audience reaction, which if unexpectedly negative, may result in recutting or even refilming certain sections. (cf Audience response.)


          


          Trailer


          Trailers or previews are film advertisements for films that will be exhibited in the future at a cinema, on whose screen they are shown. The term "trailer" comes from their having originally been shown at the end of a film programme. That practice did not last long, because patrons tended to leave the theatre after the films ended, but the name has stuck. Trailers are now shown before the film (or the A movie in a double feature program) begins.


          


          Production


          The nature of the film determines the size and type of crew required during filmmaking. Many Hollywood adventure films need computer generated imagery (CGI), created by dozens of 3D modellers, animators, rotoscopers and compositors. However, a low-budget, independent film may be made with a skeleton crew, often paid very little. Also, an open source film may be produced through open, collaborative processes. Filmmaking takes place all over the world using different technologies, styles of acting and genre, and is produced in a variety of economic contexts that range from state-sponsored documentary in China to profit-oriented movie making within the American studio system.


          A typical Hollywood-style filmmaking Production cycle is comprised of five main stages:


          
            	Development


            	Pre-production


            	Production


            	Post-production


            	Distribution

          


          This production cycle typically takes three years. The first year is taken up with development. The second year comprises preproduction and production. The third year, post-production and distribution.


          


          Crew


          A film crew is a group of people hired by a film company, employed during the "production" or "photography" phase, for the purpose of producing a film or motion picture. Crew are distinguished from cast, the actors who appear in front of the camera or provide voices for characters in the film. The crew interacts with but is also distinct from the production staff, consisting of producers, managers, company representatives, their assistants, and those whose primary responsibility falls in pre-production or post-production phases, such as writers and editors. Communication between production and crew generally passes through the director and his/her staff of assistants. Medium-to-large crews are generally divided into departments with well defined hierarchies and standards for interaction and cooperation between the departments. Other than acting, the crew handles everything in the photography phase: props and costumes, shooting, sound, electrics (i.e., lights), sets, and production special effects. Caterers (known in the film industry as "craft services") are usually not considered part of the crew.


          


          Technology


          Film stock consists of transparent celluloid, acetate, or polyester base coated with an emulsion containing light-sensitive chemicals. Cellulose nitrate was the first type of film base used to record motion pictures, but due to its flammability was eventually replaced by safer materials. Stock widths and the film format for images on the reel have had a rich history, though most large commercial films are still shot on (and distributed to theaters) as 35mm prints.


          Originally moving picture film was shot and projected at various speeds using hand-cranked cameras and projectors; though 1000 frames per minute (16⅔ frame/s) is generally cited as a standard silent speed, research indicates most films were shot between 16 frame/s and 23 frame/s and projected from 18 frame/s on up (often reels included instructions on how fast each scene should be shown). When sound film was introduced in the late 1920s, a constant speed was required for the sound head. 24 frames per second was chosen because it was the slowest (and thus cheapest) speed which allowed for sufficient sound quality. Improvements since the late 19th century include the mechanization of cameras  allowing them to record at a consistent speed, quiet camera design  allowing sound recorded on-set to be usable without requiring large "blimps" to encase the camera, the invention of more sophisticated filmstocks and lenses, allowing directors to film in increasingly dim conditions, and the development of synchronized sound, allowing sound to be recorded at exactly the same speed as its corresponding action. The soundtrack can be recorded separately from shooting the film, but for live-action pictures many parts of the soundtrack are usually recorded simultaneously.


          As a medium, film is not limited to motion pictures, since the technology developed as the basis for photography. It can be used to present a progressive sequence of still images in the form of a slideshow. Film has also been incorporated into multimedia presentations, and often has importance as primary historical documentation. However, historic films have problems in terms of preservation and storage, and the motion picture industry is exploring many alternatives. Most movies on cellulose nitrate base have been copied onto modern safety films. Some studios save colour films through the use of separation masters  three B&W negatives each exposed through red, green, or blue filters (essentially a reverse of the Technicolor process). Digital methods have also been used to restore films, although their continued obsolescence cycle makes them (as of 2006) a poor choice for long-term preservation. Film preservation of decaying film stock is a matter of concern to both film historians and archivists, and to companies interested in preserving their existing products in order to make them available to future generations (and thereby increase revenue). Preservation is generally a higher-concern for nitrate and single-strip color films, due to their high decay rates; black and white films on safety bases and colour films preserved on Technicolor imbibition prints tend to keep up much better, assuming proper handling and storage.


          Some films in recent decades have been recorded using analog video technology similar to that used in television production. Modern digital video cameras and digital projectors are gaining ground as well. These approaches are extremely beneficial to moviemakers, especially because footage can be evaluated and edited without waiting for the film stock to be processed. Yet the migration is gradual, and as of 2005 most major motion pictures are still recorded on film.


          


          Independent
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          Independent filmmaking often takes place outside of Hollywood, or other major studio systems. An independent film (or indie film) is a film initially produced without financing or distribution from a major movie studio. Creative, business, and technological reasons have all contributed to the growth of the indie film scene in the late 20th and early 21st century.


          On the business side, the costs of big-budget studio films also leads to conservative choices in cast and crew. There is a trend in Hollywood towards co-financing (over two-thirds of the films put out by Warner Bros. in 2000 were joint ventures, up from 10% in 1987). A hopeful director is almost never given the opportunity to get a job on a big-budget studio film unless he or she has significant industry experience in film or television. Also, the studios rarely produce films with unknown actors, particularly in lead roles.


          Before the advent of digital alternatives, the cost of professional film equipment and stock was also a hurdle to being able to produce, direct, or star in a traditional studio film.


          But the advent of consumer camcorders in 1985, and more importantly, the arrival of high-resolution digital video in the early 1990s, have lowered the technology barrier to movie production significantly. Both production and post-production costs have been significantly lowered; today, the hardware and software for post-production can be installed in a commodity-based personal computer. Technologies such as DVDs, FireWire connections and non-linear editing system pro-level software like Adobe Premiere Pro, Sony Vegas and Apple's Final Cut Pro, and consumer level software such as Apple's Final Cut Express and iMovie make movie-making relatively inexpensive.


          Since the introduction of DV technology, the means of production have become more democratized. Filmmakers can conceivably shoot and edit a movie, create and edit the sound and music, and mix the final cut on a home computer. However, while the means of production may be democratized, financing, distribution, and marketing remain difficult to accomplish outside the traditional system. Most independent filmmakers rely on film festivals to get their films noticed and sold for distribution. The arrival of internet-based video outlets such as YouTube and Veoh has further changed the film making landscape in ways that are still to be determined.


          


          Open content film


          An open content film is much like an independent film, but it is produced through open collaborations; its source material is available under a license which is permissive enough to allow other parties to create fan fiction or derivative works, than a traditional copyright. Like independent filmmaking, open source filmmaking takes place outside of Hollywood, or other major studio systems.


          


          Fan film


          A fan film is a film or video inspired by a film, television program, comic book or a similar source, created by fans rather than by the source's copyright holders or creators. Fan filmmakers have traditionally been amateurs, but some of the more notable films have actually been produced by professional filmmakers as film school class projects or as demonstration reels. Fan films vary tremendously in length, from short faux-teaser trailers for non-existent motion pictures to rarer full-length motion pictures.


          


          Animation


          Animation is the technique in which each frame of a film is produced individually, whether generated as a computer graphic, or by photographing a drawn image, or by repeatedly making small changes to a model unit (see claymation and stop motion), and then photographing the result with a special animation camera. When the frames are strung together and the resulting film is viewed at a speed of 16 or more frames per second, there is an illusion of continuous movement (due to the persistence of vision). Generating such a film is very labour intensive and tedious, though the development of computer animation has greatly sped up the process.


          File formats like GIF, QuickTime, Shockwave and Flash allow animation to be viewed on a computer or over the Internet.


          Because animation is very time-consuming and often very expensive to produce, the majority of animation for TV and movies comes from professional animation studios. However, the field of independent animation has existed at least since the 1950s, with animation being produced by independent studios (and sometimes by a single person). Several independent animation producers have gone on to enter the professional animation industry.


          Limited animation is a way of increasing production and decreasing costs of animation by using "short cuts" in the animation process. This method was pioneered by UPA and popularized by Hanna-Barbera, and adapted by other studios as cartoons moved from movie theaters to television.


          Although most animation studios are now using digital technologies in their productions, there is a specific style of animation that depends on film. Cameraless animation, made famous by moviemakers like Norman McLaren, Len Lye and Stan Brakhage, is painted and drawn directly onto pieces of film, and then run through a projector.


          


          Venues


          When it is initially produced, a feature film is often shown to audiences in a movie theatre or cinema. The first theatre designed exclusively for cinema opened in Pittsburgh, Pennsylvania in 1905. Thousands of such theaters were built or converted from existing facilities within a few years. In the United States, these theaters came to be known as nickelodeons, because admission typically cost a nickel (five cents).


          Typically, one film is the featured presentation (or feature film). Before the 1970s, there were "double features"; typically, a high quality "A picture" rented by an independent theatre for a lump sum, and a "B picture" of lower quality rented for a percentage of the gross receipts. Today, the bulk of the material shown before the feature film consists of previews for upcoming movies and paid advertisements (also known as trailers or " The Twenty").


          Historically, all mass marketed feature films were made to be shown in movie theaters. The development of television has allowed films to be broadcast to larger audiences, usually after the film is no longer being shown in theaters. Recording technology has also enabled consumers to rent or buy copies of films on VHS or DVD (and the older formats of laserdisc, VCD and SelectaVision  see also videodisc), and Internet downloads may be available and have started to become revenue sources for the film companies. Some films are now made specifically for these other venues, being released as made-for-TV movies or direct-to-video movies. The production values on these films are often considered to be of inferior quality compared to theatrical releases in similar genres, and indeed, some films that are rejected by their own studios upon completion are distributed through these markets.


          The movie theatre pays an average of about 50-55% of its ticket sales to the movie studio, as film rental fees. The actual percentage starts with a number higher than that, and decreases as the duration of a film's showing continues, as an incentive to theaters to keep movies in the theater longer. However, today's barrage of highly marketed movies ensures that most movies are shown in first-run theaters for less than 8 weeks. There are a few movies every year that defy this rule, often limited-release movies that start in only a few theaters and actually grow their theatre count through good word-of-mouth and reviews. According to a 2000 study by ABN AMRO, about 26% of Hollywood movie studios' worldwide income came from box office ticket sales; 46% came from VHS and DVD sales to consumers; and 28% came from television (broadcast, cable, and pay-per-view).


          


          Future state


          While motion picture films have been around for more than a century, film is still a relative newcomer in the pantheon of fine arts. In the 1950s, when television became widely available, industry analysts predicted the demise of local movie theaters. Despite competition from television's increasing technological sophistication over the 1960s and 1970s, such as the development of colour television and large screens, motion picture cinemas continued. In fact with the rise of television's predominance, film began to become more respected as an artistic medium by contrast due the low general opinion of the quality of average television content. In the 1980s, when the widespread availability of inexpensive videocassette recorders enabled people to select films for home viewing, industry analysts again wrongly predicted the death of the local cinemas.


          In the 1990s and 2000s the development of digital DVD players, home theatre amplification systems with surround sound and subwoofers, and large LCD or plasma screens enabled people to select and view films at home with greatly improved audio and visual reproduction. These new technologies provided audio and visual that in the past only local cinemas had been able to provide: a large, clear widescreen presentation of a film with a full-range, high-quality multi-speaker sound system. Once again industry analysts predicted the demise of the local cinema. Local cinemas will be changing in the 2000s and moving towards digital screens, a new approach which will allow for easier and quicker distribution of films (via satellite or hard disks), a development which may give local theaters a reprieve from their predicted demise.


          The cinema now faces a new challenge from home video by the likes of a new DVD format Blu-ray, which can provide full HD 1080p video playback at near cinema quality. Video formats are gradually catching up with the resolutions and quality that film offers, 1080p in Blu-ray offers a pixel resolution of 19201080 a leap from the DVD offering of 720480 and the paltry 330480 offered by the first home video standard VHS. The maximum resolutions that film currently offers are 24852970 or 14203390, UHD, a future digital video format, will offer a massive resolution of 76804320, surpassing all current film resolutions. The only viable competitor to these new innovations is IMAX which can play film content at an extreme 100007000 resolution.


          Despite the rise of all new technologies, the development of the home video market and a surge of online copyright infringement, 2007 was a record year in film that showed the highest ever box-office grosses. Many expected film to suffer as a result of the effects listed above but it has flourished, strengthening film studio expectations for the future.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Film"
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          Final Fantasy (ファイナルファンタジー, Fainaru Fantajī ?) is a console role-playing game developed and published in Japan by Square (now Square Enix) in 1987 and published in North America by Nintendo of America in 1990. It is the inaugural game in Square's flagship Final Fantasy series. Final Fantasy has been remade for several different video game consoles. The game has frequently been packaged with its follow-up, Final Fantasy II, in collections such as Final Fantasy I-II, Final Fantasy Origins, and Final Fantasy I & II: Dawn of Souls.


          The story begins with the appearance of the four youths called the "Light Warriors", who each carry one of their world's elemental orbs, which have been darkened by four Elemental Fiends. Together, they quest to defeat these evil forces and restore light to the orbs, thus saving the world.


          Final Fantasy was one of the most influential and successful role-playing games on the Nintendo Entertainment System, and played a major role in popularizing the genre after Dragon Quest.


          


          Gameplay


          
            	The following refers to the original Famicom/NES version. For changes in subsequent remakes, see Development.

          


          Final Fantasy has four basic modes of gameplay; an overworld map, town and dungeon maps, a battle screen, and a menu screen. The overworld map is a scaled-down version of the game's fictional world, which the player uses to direct characters to various locations. The primary means of travel across the overworld are by foot, but canoes, boats, and airships become available as the game progresses. Pressing the B and select buttons would make the world map come on screen, and towns or places of "great importance" would flash like white dots on the map. With the exception of bosses, enemies are randomly encountered on field maps and on the overworld when traveling by foot, and must be either fought or fled. Players begins the game by choosing four characters to be in their party for the duration of the game.


          The game's plot develops as the player progresses through towns and dungeons. Some town citizens will offer helpful information and others own inns and clinics for recovery of character health, and also item or equipment shops. Dungeons appear as a variety of areas, including forests, caves, mountains, swamps, and buildings. These dungeons often have treasure chests containing rare items that are not available in most stores. The menu screen is where the player makes such decisions as which equipment they wield, the magic they learn, and the configuration of the gameplay such as battle order. It is also used to track experience points and levels.


          A character's most basic attribute is its level, which is numbered between one and fifty. A character's level is determined by how much experience it has, and higher level characters are more powerful than lower level characters. Gaining a level increases the character's attributes, such as their maximum hit points (HP). HP represents a character's remaining health, and when a character reaches zero HP, they die. Additional attributes such as "Strength" govern other aspects of the character. Players gain experience points through winning battles.


          


          


          Combat


          Combat in Final Fantasy is menu-based, in which the player selects an action from a list of such options as Fight, Magic, and Item. Battles are turn-based, and continue until either side flees or is defeated. If the party wins, it gains experience and gold; if it flees, it returns to the map screen; and if the party dies, the game is over.


          Unlike later versions of Final Fantasy, if a character chooses to attack an enemy who had been defeated earlier in the round, then the attack is called "ineffective". Also, each magic-user is allowed "charges" for each level of spells; spells of a given level could only be cast as many times as the user had charges. As a character's level increased, more charges were gained.


          


          Customization


          Each character has an "occupation", or character class, with different attributes and abilities that are either innate or can be acquired. There are six classes; " Fighter", " Thief", "Black Belt", " Red Mage", " White Mage", and " Black Mage". Later in the game, each character undergoes a "class change", where their game images, or sprite portraits, mature, and they gain the ability to use weapons and magic that they previously could not utilize.


          Final Fantasy contains a variety of weapons, armor, and items that can be bought or discovered to make the Light Warriors more powerful in combat. Each Light Warrior has eight inventory slots, with four to hold weapons and four to hold armor. Each character class has restrictions on what weapons and armor it may use. Additionally, some weapons and armor are magical; if used during battle, some of these items will cast spells. Other magical artifacts provide protection, such as from certain spells. At shops, the Light Warriors can buy items to help themselves recover while they are traveling. Items available include " Potions", which heal player characters or remove an ailment such as poison or petrification; "Tents" and "Cabins", which can be used on the world map to heal the player and optionally save the game; and "Houses", which additionally recover the party's magic after saving. Additional special items may be gained during or at the completion of quests.


          Magic is a common ability in the game, and several of the character classes utilize it. Spells are divided into two groups; "white", which is defensive and healing, and "black", which is debilitating and destructive. Magic can be bought from White and Black magic shops and assigned to characters whose occupation allows them to use it. Spells are classified by a level between one and eight, and are more powerful the higher the number. Each type of magic has four spells that can be learned per level, but only three of which can be purchased and equipped. White and black mages can potentially learn all of their respective spells, and other classes cannot utilize most high level magic.


          


          Plot


          


          Setting


          Final Fantasy takes place on a fantasy world with three large continents. The elemental powers on this world are determined by the state of four orbs (crystals in later localizations), each governing one of the four classical elements: earth, fire, water, and wind.


          The world of Final Fantasy is inhabited by numerous races. Elves appear as residents of Elfland (Elfheim). They are distinguished mainly by their pointy ears. The Elves are at war with the Dark Elves, led by Astos. Mermaids live on the top floor of the submerged Sea Shrine (Sunken Shrine) and provide the player clues. Dragons live in the Cardia islands. Bahamut, the King of the Dragons, will upgrade the Warriors' classes if they bring proof of courage from the Castle of Ordeal (Citadel of Trials). Robots mainly reside in the Floating Castle (Sky Castle). Along with the castle itself and the airships, they were constructed by the ancient Lefeinish civilization.


          


          Story


          Four hundred years prior to the start of the game, a people known as the Lefeinish (Lufenian), who used the Power of Wind to craft a giant space station (called the Floating Castle (Sky Castle) in the game) and airships, watched their country decline as the Wind Orb went dark. Two hundred years later, violent storms sunk a massive shrine that served as the centre of an ocean-based civilization, and the Water Orb went dark. The Earth Orb and the Fire Orb followed, plaguing the earth with raging wildfires, and devastating the agricultural town of Melmond as the plains and vegetation decayed. Some time later, a sage called Lukahn tells of a prophecy that four Light Warriors will come to save the world in a time of darkness.


          The game begins with the appearance of the four youthful Light Warriors, the heroes of the story, who each carry one of the darkened Orbs (known as Crystals in later Final Fantasy games). They arrive at Coneria (Cornelia), a powerful kingdom which has just witnessed the kidnapping of its princess, Sara, by a knight named Garland. The Light Warriors travel to the ruined Temple of Fiends in the northwest corner of Coneria, defeat Garland, and return Princess Sara home. The grateful King of Coneria builds a bridge that enables the Light Warriors' passage east to the town of Pravoka. At Pravoka, the Light Warriors liberate the town from Bikke and his band of pirates, and acquire the pirates' ship for their own use. Though having the ability to travel across the water, the Light Warriors remain trapped within the Aldi Sea, in the centre of the southern continent. On the south side of the sea is the kingdom of the elves, where the prince has been put into a cursed sleep by Astos. To the west is a ruined castle, where a king tells them that Astos stole his crown and hid it in the Marsh Cave to the south, though when the Light Warriors retrieve his crown, he reveals himself to be Astos. He has also stolen the witch Matoya's (Matouya) Crystal. With her Crystal back, Matoya provides a herb to awaken the Elf Prince. The Elf Prince gives the Light Warriors a key capable of unlocking any door. The key unlocks a storage room in Coneria Castle which holds TNT (Nitro Powder). Nerrick, one of the Dwarves of the Cave of Dwarf/Dwarf Village (Mount Deurgar), destroys a small isthmus using the TNT, connecting the sea to the outside world.


          


          After visiting the near-ruined town of Melmond, the Light Warriors go to the Earth Cave (Cavern of Earth) to defeat a vampire and retrieve the Ruby, which gains passage to Sage Sarda's (Sadda) cave. With Sarda's Rod, the Warriors venture deeper into the Earth Cave and destroy the Earth Fiend, Lich, who is responsible for the earth's decay. The Light Warriors then obtain a canoe and enter Gurgu Volcano (Mt. Gulg) and defeat the Fire Fiend, Kary (Marilith). They recover the Floater (Levistone) from the Ice Cave, which allows them to obtain an airship. After proving their courage by retrieving the Rat's Tail from the Castle of Ordeal (Citadel of Trials), the King of the Dragons, Bahamut, promotes each Light Warrior. Using an air-producing fairy artifact known as Oxyale, the Warriors go to the Sunken Shrine to defeat the Water Fiend, Kraken. They also recover a slab with fragments of the Lefeinish language. A linguist named Dr. Unne uses the slab to decode the Lefeinish language, which he teaches to the Light Warriors. Following this, the Light Warriors travel to a small and distant town the last remaining outpost of the Lefeinish civilization. The Lefeinish give the Light Warriors access to the Floating Castle (Sky Castle) that Tiamat, the Wind Fiend, has taken over. With the four Fiends defeated and the Orbs restored, the Warriors find that their quest is not yet over: the true enemy waits two thousand years in the past. Traveling to the past, the Warriors discover that the four Fiends sent Garland (now the archdemon Chaos) back in time and he sent the Fiends to the future to do so, creating a time loop by which he could live forever. The Light Warriors defeat Chaos, thus ending the paradox and return home. By ending the paradox, however, the Light Warriors have changed the future, to one in which their heroic deeds from their own time remain unknown outside of legend.


          


          Development


          Final Fantasy was developed during Square's brush with bankruptcy in 1987. In a display of gallows humor, director Hironobu Sakaguchi declared that his "final" game would be a "fantasy" role-playing game, hence the title. When Sakaguchi was asked what type of game he wanted to make, he replied "I don't think I have what it takes to make a good action game. I think I'm better at telling a story." Sakaguchi's concept was a game with a large world map to explore and an engaging story. The music was composed by Nobuo Uematsu, and was his 16th video game music composition.


          Sakaguchi took an in-development ROM of the game to Family Computer Magazine, but they would not review it. Japanese video game magazine Famitsu did give the game extensive coverage. The development team was composed of seven people, large at that time. Sakaguchi stated that the game was titled Final Fantasy due to his personal situation, that if the game failed, he would quit making video games and return to university and be forced to make up a year and be friendless. Only 200,000 copies were to be shipped, and Sakaguchi pleaded with the company to make 400,000 in order to help spawn a sequel, and they agreed. The other team at Square had twenty people on theirs.


          The characters and title logo were designed by Yoshitaka Amano. The scenario was co-written by Akitoshi Kawazu and freelance writer Kenji Terada. Iranian-American freelance game programmer Nasir Gebelli, who was living in Japan at the time, worked as the programmer for this game. Among the other developers were Hiromichi Tanaka, Akitoshi Kawazu, Koichi Ishii, and Kazuko Shibuya. The game was developed by Square's A-Team. Following the successful North American localization of Dragon Quest (as Dragon Warrior), Nintendo of America translated Final Fantasy into English and published it in North America in 1990. The North American version of Final Fantasy met with modest success, due partly to Nintendo's aggressive marketing tactics. No version of the game was marketed in the PAL region until Final Fantasy Origins in 2003.


          Final Fantasy has been remade several times for several different platforms. While all of these remakes retain the same basic story and battle mechanics, various tweaks have been made in a variety of different areas, including graphics, sound, and specific gameplay elements.


          


          North American localization


          The 1990 North American localization of Final Fantasy by Nintendo of America was essentially identical to the original Japanese game, although most names were changed for various reasons. Gameplay remained essentially the same, with changes limited to a few battle formations and removal of all random encounters from the final floor of the final dungeon.


          The majority of name changes resulted from technical limitations on name length, for example the spell "Thunder" being reduced to "LIT". Nintendo of America's censorship policies resulted in removal of religious references, such as the spell "Holy" being renamed to "FADE" and the Church being changed to Clinic, and the elimination of nudity from certain monster images. Some changes, such as " Beholder" to "EYE" with a vastly different image, were presumably made for copyright reasons. Most Light Warrior battle graphics were slightly altered, along with the graphical changes to remove religious imagery.


          


          MSX2


          The MSX2 computer standard was roughly analogous, in terms of technical capabilities, to the NES, and as a result, the MSX2 version of Final Fantasy is probably the closest to the original Famicom version. However, while the Famicom was designed to operate exclusively as a gaming console, the MSX2 was intended to be used more generally as a personal computer. In practice, this meant that the game was subtly altered to take advantage of certain features offered by the MSX2 and not by the Famicom, and vice versa.


          Due to its release on floppy diskette, the MSX2 version of the game had access to almost three times as much storage space as the Famicom version (720 KB vs. 256 KB), but suffered from a variety of problems not present in Nintendo's cartridge media, including noticeable loading times. There were also relatively minor graphical upgrades. In general, the MSX2 version sports an ostensibly improved colour palette which adds a degree of vibrancy to character and background graphics. In addition, the world map seems to have been moved slightly, meaning that the placement of monster "areas" on the world map is slightly different, and that monsters appear in different places than in the Famicom version.


          Further, game data could not be saved onto the original program diskette, so it was necessary to provide a blank floppy diskette to save one's progress. For some reason, it was possible to store only one saved game on any given disk at one time, although it was possible to have multiple diskettes for multiple saved games. As an upgrade, the MSX2 featured more sound channels than the Famicom, and as such many music tracks and sound effects were altered or improved for the port. Also, some dungeon music was swapped. The player would reach a point where a Black Belt could do more damage without any weapons than he could with weapons. In the MSX2 version, this is not the case: Black Belt strength does not increase nearly as quickly, and as such he cannot operate effectively as a barehanded fighter. Also, a few items available at stores have had their costs changed.


          


          


          WonderSwan Colour


          Many more changes were introduced for the WonderSwan Colour (WSC) remake of the game. The 8-bit graphics of the original Famicom game were completely redrawn for the WSC version, bringing the game roughly on-par with 16-bit era graphics (between Final Fantasy V and Final Fantasy VI). The colour palette was much larger and battle scenes now featured full background images.


          Character sprites, or two-dimensional pre-rendered figures, were also redesigned to look more like characters from the Super Famicom Final Fantasy games, especially as they upgraded in class. In the Famicom version, shops and inns had no interior map: once a character entered the building, they were greeted with a menu-based purchase screen. In the WSC version this was changed to more closely resemble other games in the series, where each building had an interior, along with a shop counter where the transaction screen could be accessed. Similarly, the battle screen was redesigned, with all textual information moved down to a blue window stretched across the bottom of the screen in an arrangement similar to that utilized in Final Fantasy II through Final Fantasy VII. As a further update, short cutscenes using the internal game engine were added to expand the story of the game somewhat. One such cutscene involved the construction of the bridge by the army of Cornelia.


          Also of significance is that the original Famicom version of the game did not have the ability to display more than one window of text during a conversation, which meant that all conversations with non-player characters were strictly limited in length. The WSC version removes this restriction. In the original version of the game, any attempt to attack a monster that had been killed by a previous character's attack would result in an "ineffective" attack. The WSC version introduced an option wherein the attack would be redirected to another monster rather than fail. Similarly, a "dash" option had been introduced: holding down a specific button while walking around in a town or dungeon map would cause the character to move around at twice their normal pace. Both of these options can be turned on and off via the game's configuration screen.


          As in the original version, every magic-using character has successive "spell levels". Each character has only three available slots per spell level, but is given the option of choosing from four spells. Once that choice had been made in the original version, there was no way to "unlearn" spells to free up a space for the unchosen fourth spell. In the WSC version, this has been changed so that it is possible to delete spells once purchased. In the original Famicom version, the cartridge could only store one set of game data at a time, and every time a new save was made, the previous one was overwritten. The WSC version provides up to eight distinct slots for saved game data. There is also a "quick save" feature introduced which allows the player to save his or her progress at any time (except during battles). This will exit the game, however, and as soon as the game is resumed, any quick save data is lost.


          Another change from the original version involves items; only items specifically assigned to a character could be used during battle. In the WSC, this has been changed so that there is a party-wide "pool" of items which can be accessed at any time by all characters. Certain status-healing items (such as "Soft") can now be used during battle. Further, in the original game, not only did each character have their own armor and weapon inventory, each was fixed to storing only 4 of each category per character. This meant that as opposed to the first game, one could now actually equip all 5 different armor types, as well as collect every single armor and weapon in the game without needing to drop or sell anything. A number of magic spells that didn't work properly in the original were also now "fixed" to work as originally intended. The status ailment "silence" no longer prevents items from being used. In addition to remixing the soundtrack, composer Nobuo Uematsu has composed several new tracks, including a new "boss battle" theme. Because many of the above changes make the game simpler than before, the hit points of certain monsters, and almost all boss monsters, have been substantially increased (doubled, in some cases) in order to better balance the gameplay.


          


          PlayStation


          Released both individually (in Japan only) and alongside its follow-up, Final Fantasy II in a collection entitled Final Fantasy Origins (or Final Fantasy I+II Premium Collection in Japan), the PlayStation port of Final Fantasy by TOSE was based on WonderSwan Colour version. Most of the changes instituted in that version of the game remain in this version. However, there are a few differences. Although the graphics are basically the same as in the WSC version, the higher screen resolution of the PlayStation means that most have been improved to some degree, with more detail. Tsuyoshi Sekito also remixed the soundtrack to Final Fantasy IX quality to utilize the audio capabilities of the Sony PlayStation and also composed a few new tracks like the ones used in the opening movies.


          In the Japanese language version, the script has been changed to include kanji. The English language translation, too, has been completely rewritten, and is, in most cases, much closer to the Japanese than the original English NES version was. Character and magic name lengths have been increased from four to six characters, as well. Saved game data takes up one block on the PlayStation memory card, which means that up to fifteen games can be saved onto each memory card (as opposed to one on the NES cartridge). The "quick save" feature of the WonderSwan Colour version has been excised, but in its place a "memo save" feature has been introduced where game data can be temporarily saved to the PlayStation's random access memory (RAM). This data remains until the system is turned off, or its power supply is otherwise interrupted. The game is now bookended by two full-motion, prerendered video cutscenes. An " omake" (or bonus) section has also been made available. It includes a bestiary, an art gallery, and an item collection that are unlocked as the player progresses through the game. Also, a new "easy mode" could be chosen at the beginning of the game wherein shop prices are lower, experience is gained more quickly, and stats increase more rapidly.


          


          Final Fantasy I & II: Dawn of Souls


          Another fairly extensive list of changes accompanies the Game Boy Advance release of Final Fantasy as part of Final Fantasy I & II: Dawn of Souls.


          The difficulty level of the Game Boy Advance version most closely resembles the "easy mode" of the Final Fantasy Origins. Unlike that version, however, there is no option to switch back to the original difficulty level. Similarly, the redirection of "ineffective" hits, which had been optional since it was introduced in the WSC version, is now mandatory. Graphics are more or less identical to the WSC version, but the GBA has a slightly higher screen resolution than the WSC, and certain sequences (such as flying around on the airship) look better on the GBA than on the WSC.


          The "spell level"-based magic system is dropped from this version in favour of the point-based magic system used in more recent Final Fantasy games. Although spells are still classified at certain levels for some purposes (characters can still only be equipped with three of the four available spells of any given level, for instance), every spell is now assigned a point value. When cast, that value is subtracted from a total number of magic points that apply to all spells known by a character. Many new items have been introduced. Healing items are now much easier to procure, and less expensive, as well. The party starts the game with 500 gil instead of 400 gil as in previous versions.


          The omake artwork gallery and item collection present in the PlayStation version have been omitted, but the bestiary gallery remains and operates more or less exactly as it did previously. Certain classes have been modified: the Thief and Monk have become more powerful, whereas the Red Mage has become less so. Stat growth has been altered, and Intelligence now affects the strength of weapon-based magic spells. The game can now be saved at any time, anywhere. There are three available save game slots; however, there is no way of clearing or deleting their contents aside from starting a new game. Because the changes introduced in this version make the game less challenging, many monsters and boss monsters have had their hit points increased once again; for example, the final boss Chaos now has ten times as many hit points in this version as he did in the Famicom/NES original. Four new optional dungeons have been introduced, one corresponding to each Fiend, and becoming available after that Fiend is defeated. These dungeons are especially challenging and feature items and monsters not found anywhere else in the game. At the end of each dungeon, there are a variety of boss monsters from Final Fantasy III through Final Fantasy VI. Finally, during character creation, the player can choose to have the game randomly assign a name to each character, using character names from other games in the series.


          


          Mobile phones


          In 2004, Square Enix released a version of Final Fantasy for two Japanese mobile phone networks. A version for NTT DoCoMo FOMA 900i series phones was launched on March 1, 2004 under the title Final Fantasy i. A subsequent version for the CDMA 1X WIN-compatible W21x series was released on August 19, 2004 as Final Fantasy EZ. Another version, simply titled Final Fantasy, was also released for SoftBank Yahoo! Keitai phones on July 3, 2006. Graphically, the games are superior to the original 8-bit game, but not as advanced as many of the more recent console and handheld ports. Square Enix planned to release this version of the game for North American mobile phones sometime in 2006.



          


          PlayStation Portable


          For the 20th anniversary of Final Fantasy, Square Enix has remade Final Fantasy for the PSP along with Final Fantasy II. The first game was released in Japan on April 19, 2007, the North American version was released on 26 June 2007, the European version was released on February 8, 2008, and the Australian version on February 28, 2008.


          


          The PSP version has higher-resolution 2D graphics, the FMV sequences from the Origins release and the bonus dungeons from the Dawn of Souls release. It also borrowed the soundtrack from the Origins release, though the extra dungeon boss battles use the music that was used in the game they originated from (e.g Gilgamesh's music from Final Fantasy V while fighting Gilgamesh), and the gameplay from the Dawn of Souls release. The Japanese script and English translation are basically the same as in the GBA version. The PSP version has aerial effects on the towns and dungeons. Scaling and rotation effects (similar to Mode 7 effects on a Super Nintendo console) have been added to the world map. It also contains an all-new dungeon, as well as an Amano Art Gallery. The gallery uses the PSP's high resolution to display high-quality art by Yoshitaka Amano, with new pieces of art being unlocked as the player progresses through the game. The new dungeon, titled "Labyrinth of Time", is a dungeon with a time limit, in which the player's HP constantly decreases as time passes. The player is able to exchange abilities such as White Magic usage and the Dash command in order to extend the time limit, allowing them to delve deeper into the dungeon.



          


          Musical score


          Final Fantasy was Nobuo Uematsu's sixteenth video game score. The score was released on CD together with the score of Final Fantasy II.


          A few of the game's tracks became mainstays to the Final Fantasy series: the "Prelude", the arpeggio played on the title screen; the "Opening Theme", which is played when the party crosses the bridge early in the game and later referred to as the Final Fantasy theme; and the "Victory Fanfare", which is played after every victorious battle. The opening motif of the Battle theme has also been reused a number of times in the series, as well as in Chrono Trigger, a SNES game also developed by Square.


          


          Reception and legacy


          The game sold 400,000 copies.


          Final Fantasy was one of the most influential early console role-playing games, and played a major role in legitimizing and popularizing the genre. According to one reviewer, Final Fantasy's storyline, which dealt with elaborate tales and time travel, had a deeper and more engaging story than the original Dragon Quest. Many modern critics point out that the game is poorly paced by contemporary standards, and involves much more time wandering in search of random battle encounters to raise their experience levels and money than it does exploring and solving puzzles, while other reviewers find the level-building and exploration portions of the game as the most enduringly fun ones. In March 2006, Final Fantasy appeared in the Famitsu magazine's Top 100 games list, where readers voted it the 63rd best game of all time. In 2005, GameFAQs users made a similar list, which ranked Final Fantasy at 76th. It was rated the 49th best game made on a Nintendo System in Nintendo Power's Top 200 Games list. IGN praised the Wonderswan Colour version of Final Fantasy, rating it at 8.6 and praising its graphical improvements, especially in the area of combat. The version of Final Fantasy in the Final Fantasy Origins compilation was generally well received, though it lacks many of the innovations found in later Final Fantasy games such as Final Fantasy IV, and some commented that the additional content like improved graphics did not significantly improve the overall game experience. The PlayStation Portable version was rated 6.9, or "Passable", stating that there had been better and cheaper releases of the game, though the much improved graphics were "quite pleasant". The game has been called epic for its time, but not nearly as engaging as subsequent titles in Final Fantasy.


          The theme song that plays when the player characters first cross the bridge from Coneria has become the recurring theme music of the series, and has been featured in all numbered Final Fantasy titles except Final Fantasy II. Final Fantasy was also the basis for an episode of a video game-themed cartoon series Captain N: The Game Master entitled The Fractured Fantasy of Captain N. 8-Bit Theatre, a sprite-based webcomic parodying the game, has become very popular in the gaming community.
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                Financial regulation


                Finance designations

                Accounting scandals

                

              
            


            
              	
                History of finance


                Stock market bubble

                Recession

                Stock market crash

                

              
            


            
              	
            

          


          The field of finance refers to the concepts of time, money and risk and how they are interrelated. The term "finance" may thus incorporate any of the following:


          
            	The study of money and other assets;


            	The management and control of those assets;


            	Profiling and managing project risks;


            	The science of managing money;


            	The industry that delivers financial services


            	As a verb, "to finance" is to provide funds for business or for an individual's large purchases (car, home, etc.).

          


          


          The main techniques and sectors of the financial industry


          An entity whose income exceeds its expenditure can lend or invest the excess income. On the other hand, an entity whose income is less than its expenditure can raise capital by borrowing or selling equity claims, decreasing its expenses, or increasing its income. The lender can find a borrower, a financial intermediary such as a bank, or buy notes or bonds in the bond market. The lender receives interest, the borrower pays a higher interest than the lender receives, and the financial intermediary pockets the difference.


          A bank aggregates the activities of many borrowers and lenders. A bank accepts deposits from lenders, on which it pays the interest. The bank then lends these deposits to borrowers. Banks allow borrowers and lenders, of different sizes, to coordinate their activity. Banks are thus compensators of money flows in space.


          A specific example of corporate finance is the sale of stock by a company to institutional investors like investment banks, who in turn generally sell it to the public. The stock gives whoever owns it part ownership in that company. If you buy one share of XYZ Inc, and they have 100 shares outstanding (held by investors), you are 1/100 owner of that company. Of course, in return for the stock, the company receives cash, which it uses to expand its business in a process called "equity financing". Equity financing mixed with the sale of bonds (or any other debt financing) is called the company's capital structure.


          Finance is used by individuals ( personal finance), by governments ( public finance), by businesses (corporate finance), as well as by a wide variety of organizations including schools and non-profit organizations. In general, the goals of each of the above activities are achieved through the use of appropriate financial instruments, with consideration to their institutional setting.


          Finance is one of the most important aspects of business management. Without proper financial planning a new enterprise is unlikely to be successful. Managing money (a liquid asset) is essential to ensure a secure future, both for the individual and an organization.


          


          Personal finance


          Questions in personal finance revolve around


          
            	How much money will be needed by an individual (or by a family) at various points in the future?


            	Where will this money come from (e.g. savings or borrowing)?


            	How can people protect themselves against unforeseen events in their lives, and risk in financial markets?


            	How can family assets be best transferred across generations (bequests and inheritance)?


            	How do taxes (tax subsidies or penalties) affect personal financial decisions?


            	How does credit affect an individual's financial standing?


            	How can one plan for a secure financial future in an environment of economic instability?

          


          Personal financial decisions may involve paying for education, financing durable goods such as real estate and cars, buying insurance, e.g. health and property insurance, investing and saving for retirement.


          Personal financial decisions may also involve paying for a loan.


          


          Corporate finance


          Managerial or corporate finance is the task of providing the funds for a corporation's activities. For small business, this is referred to as SME finance. It generally involves balancing risk and profitability, while attempting to maximize an entity's wealth and the value of its stock.


          Long term funds are provided by ownership equity and long-term credit, often in the form of bonds. The balance between these forms the company's capital structure. Short-term funding or working capital is mostly provided by banks extending a line of credit.


          Another business decision concerning finance is investment, or fund management. An investment is an acquisition of an asset in the hope that it will maintain or increase its value. In investment management -- in choosing a portfolio -- one has to decide what, how much and when to invest. To do this, a company must:


          
            	Identify relevant objectives and constraints: institution or individual goals, time horizon, risk aversion and tax considerations;


            	Identify the appropriate strategy: active v. passive -- hedging strategy


            	Measure the portfolio performance

          


          Financial management is duplicate with the financial function of the Accounting profession. However, financial accounting is more concerned with the reporting of historical financial information, while the financial decision is directed toward the future of the firm.


          


          Capital


          Capital, in the financial sense, is the money which gives the business the power to buy goods to be used in the production of other goods or the offering of a service.


          Borrowed capital


          This is capital which the business borrows from institutions or people, and includes debentures:


          
            	Redeemable debentures


            	Irredeemable debentures


            	Debentures to bearer


            	Hardcore debentures

          


          


          Own capital


          This is capital that owners of a business (shareholders and partners, for example) provide:


          
            	Preference shares/hybrid source of finance

              
                	Ordinary preference shares


                	Cumulative preference shares


                	Participating preference share

              

            


            	Ordinary shares


            	Bonus shares


            	Founders' shares

          


          They have preference over the equity shares.Means the Payment made to the shareholders is done by firstly paying to preference shareholder and than to the equity shareholders.


          


          Differences between shares and debentures


          
            	Shareholders are effectively owners; debenture-holders are creditors.


            	Shareholders may vote at AGMs and be elected as directors; debenture-holders may not vote at AGMs or be elected as directors.


            	Shareholders receive profit in the form of dividends; debenture-holders receive a fixed rate of interest.


            	If there is no profit, the shareholder does not receive a dividend; interest is paid to debenture-holders regardless of whether or not a profit has been made.


            	In case of dissolution of firms debenture holders are paid first as compared to shareholder.

          


          


          Fixed capital


          This is money which is used to purchase assets that will remain permanently in the business and help it to make a profit.


          


          Factors determining fixed capital requirements


          
            	Nature of business


            	Size of business


            	Stage of development


            	Capital invested by the owners


            	location of that area

          


          


          Working capital


          This is money which is used to buy stock, pay expenses and finance credit.


          


          Factors determining working capital requirements


          
            	Size of business


            	Stage of development


            	Time of production


            	Rate of stock turnover ratio


            	Buying and selling terms


            	Seasonal consumption


            	Seasonal production


            	seasonal cost

          


          


          The desirability of budgeting


          


          Capital budget


          This concerns fixed asset requirements for the next five years and how these will be financed.


          


          Cash budget


          Working capital requirements of a business should be monitored at all times to ensure that there are sufficient funds available to meet short-term expenses.


          


          Management of current assets


          


          Credit policy


          Credit gives the customer the opportunity to buy goods and services, and pay for them at a later date.


          


          Advantages of credit trade


          
            	Usually results in more customers than cash trade.


            	Can charge more for goods to cover the risk of bad debt.


            	Gain goodwill and loyalty of customers.


            	People can buy goods and pay for them at a later date.


            	Farmers can buy seeds and implements, and pay for them only after the harvest.


            	Stimulates agricultural and industrial production and commerce.


            	Can be used as a promotional tool.


            	Increase the sales.

          


          


          Disadvantages of credit trade


          
            	Risk of bad debt.


            	High administration expenses.


            	People can buy more than they can afford.


            	More working capital needed.


            	Risk of Bankruptcy.

          


          


          Forms of credit


          
            	Suppliers credit:

              
                	Credit on ordinary open account


                	Instalment sales


                	Bills of exchange


                	Credit cards

              

            


            	Contractor's credit


            	Factoring of debtors

          


          


          Factors which influence credit conditions


          
            	Nature of the business's activities


            	Financial position


            	Product durability


            	Length of production process


            	Competition and competitors' credit conditions


            	Country's economic position


            	Conditions at financial institutions


            	Discount for early payment


            	Debtor's type of business and financial position

          


          


          Credit collection


          


          Overdue accounts


          
            	Cards arranged alphabetically in card index system


            	Attach a notice of overdue account to statement.


            	Send a letter asking for settlement of debt.


            	Send a second or third letter if first is ineffectual.


            	Threaten legal action.

          


          


          Effective credit control


          
            	Increases sales


            	Reduces bad debts


            	Increases profits


            	Builds customer loyalty

          


          Sources of information on creditworthiness


          
            	Business references


            	Bank references


            	Credit agencies


            	Chambers of commerce


            	Employers


            	Credit application forms

          


          


          Duties of the credit department


          
            	Legal action


            	Taking necessary steps to ensure settlement of account


            	Knowing the credit policy and procedures for credit control


            	Setting credit limits


            	Ensuring that statements of account are sent out


            	Ensuring that thorough checks are carried out on credit customers


            	Keeping records of all amounts owing


            	Ensuring that debts are settled promptly


            	Timely reporting to the upper level of management for better management.

          


          


          Stock


          


          Purpose of stock control


          
            	Ensures that enough stock is on hand to satisfy demand.


            	Protects and monitors theft.


            	Safeguards against having to stockpile.


            	Allows for control over selling and cost price.

          


          


          Stockpiling


          This refers to the purchase of stock at the right time, at the right price and in the right quantities.


          There are several advantages to the stockpiling, the following are some of the examples:


          
            	Losses due to price fluctuations and stock loss kept to a minimum


            	Ensures that goods reach customers timeously; better service


            	Saves space and storage cost


            	Investment of working capital kept to minimum


            	No loss in production due to delays

          


          There are several disadvantages to the stockpiling, the following are some of the examples:


          
            	Obsolescence


            	Danger of fire and theft


            	Initial working capital investment is very large


            	Losses due to price fluctuation

          


          


          Influence of stock management on rate of return


          
            	Right price


            	Right quantity


            	Right quality


            	Right place


            	Right time


            	Right property

          


          


          Rate of stock turnover


          This refers to the number of times per year that the average level of stock is sold. It may be worked out by dividing the cost price of goods sold by the cost price of the average stock level.


          


          Determining optimum stock levels


          
            	Maximum stock level refers to the maximum stock level that may be maintained to ensure cost effectiveness.


            	Minimum stock level refers to the point below which the stock level may not go.


            	Standard order refers to the amount of stock generally ordered.


            	Order level refers to the stock level which calls for an order to be made.

          


          


          Cash


          


          Reasons for keeping cash


          
            	The transaction motive refers to the money kept available to pay expenses.


            	The precautionary motive refers to the money kept aside for unforeseen expenses.


            	The speculative motive refers to the money kept aside to take advantage of suddenly arising opportunities.

          


          


          Advantages of sufficient cash


          
            	Current liabilities may be catered for.


            	Cash discounts are given for cash payments.


            	Production is kept moving.


            	Surplus cash may be invested on a short-term basis.


            	The business is able to pay its accounts timeously, allowing for easily-obtained credit.


            	Liquidity

          


          


          Management of fixed assets


          


          Depreciation


          Depreciation is the decrease in the value of an asset due to wear and tear or obsolescence. It is calculated yearly to ensure realistic book values for assets.


          


          Insurance


          Insurance is the undertaking of one party to indemnify another, in exchange for a premium, against a certain eventuality.


          
            	Uninsurable risks

          


          
            	Bad debt


            	Changes in fashion


            	Time lapses between ordering and delivery


            	New machinery or technology


            	Different prices at different places

          


          
            	Requirements of an insurance contract

          


          
            	Insurable interest

              
                	The insured must derive a real financial gain from that which he is insuring, or stand to lose if it is destroyed or lost.


                	The item must belong to the insured.


                	One person may take out insurance on the life of another if the second party owes the first money.


                	Must be some person or item which can, legally, be insured.


                	The insured must have a legal claim to that which he is insuring.

              

            


            	Good faith

              
                	Uberrimae fidei refers to absolute honesty and must characterise the dealings of both the insurer and the insured.

              

            

          


          


          Shared Services


          There is currently a move towards converging and consolidating Finance provisions into shared services within an organization. Rather than an organization having a number of separate Finance departments performing the same tasks from different locations a more centralized version can be created.


          


          Finance of states


          Country, state, county, city or municipality finance is called public finance. It is concerned with


          
            	Identification of required expenditure of a public sector entity


            	Source(s) of that entity's revenue


            	The budgeting process


            	Debt issuance ( municipal bonds) for public works projects

          


          


          Financial economics


          Financial economics is the branch of economics studying the interrelation of financial variables, such as prices, interest rates and shares, as opposed to those concerning the real economy. Financial economics concentrates on influences of real economic variables on financial ones, in contrast to pure finance.


          It studies:


          
            	Valuation - Determination of the fair value of an asset

              
                	How risky is the asset? (identification of the asset appropriate discount rate)


                	What cash flows will it produce? (discounting of relevant cash flows)


                	How does the market price compare to similar assets? (relative valuation)


                	Are the cash flows dependent on some other asset or event? (derivatives, contingent claim valuation)

              

            

          


          
            	Financial markets and instruments

              
                	Commodities - topics


                	Stocks - topics


                	Bonds - topics


                	Money market instruments- topics


                	Derivatives - topics

              

            

          


          
            	Financial institutions and regulation

          


          Financial Econometrics is the branch of Financial Economics that uses econometric techniques to parameterise the relationships.


          


          Financial mathematics


          Financial mathematics is a main branch of applied mathematics concerned with the financial markets. Financial mathematics is the study of financial data with the tools of mathematics, mainly statistics. Such data can be movements of securitiesstocks and bonds etc.and their relations. Another large subfield is insurance mathematics.


          


          Experimental finance


          Experimental finance aims to establish different market settings and environments to observe experimentally and provide a lens through which science can analyze agents' behaviour and the resulting characteristics of trading flows, information diffusion and aggregation, price setting mechanisms, and returns processes. Researchers in experimental finance can study to what extent existing financial economics theory makes valid predictions, and attempt to discover new principles on which such theory can be extended. Research may proceed by conducting trading simulations or by establishing and studying the behaviour of people in artificial competitive market-like settings.


          


          Quantitative behavioural finance


          Quantitative Behavioral Finance is a new discipline that uses mathematical and statistical methodology to understand behavioural biases in conjunction with valuation. Some of this endeavor has been lead by Gunduz Caginalp (Professor of Mathematics and Editor of Journal of Behavioural Finance during 2001-2004) and collaborators including Vernon Smith (2002 Nobel Laureate in Economics), David Porter, Don Balenovich, Vladimira Ilieva, Ahmet Duran, Huseyin Merdan). Studies by Jeff Madura, Ray Sturm and others have demonstrated significant behavioural effects in stocks and exchange traded funds.


          The research can be grouped into the following areas:

          1. Empirical studies that demonstrate significant deviations from classical theories.

          2. Modeling using the concepts of behavioural effects together with the non-classical assumption of the finiteness of assets.

          3. Forecasting based on these methods.

          4. Studies of experimental asset markets and use of models to forecast experiments.


          


          Intangible Asset Finance


          Intangible asset finance is the area of finance that deals with intangible assets such as patents, trademarks, goodwill, reputation, etc.


          



          


          Related Professional Qualifications


          There are several related professional qualifications in finance, that can lead to the field:


          
            	Qualified accountant qualifications: Chartered Certified Accountant ( ACCA, UK certification), Chartered Accountant (CA, certification in Commonwealth countries), Certified Public Accountant (CPA, US certification)


            	Non-statutory accountancy qualifications: Chartered Cost Accountant CCA Designation from AAFM


            	Business qualifications: Master of Business Administration (MBA), Bachelor of Business Management (BBM), Master of Financial Administration (MFA), Doctor of Business Administration (DBA)


            	Finance qualifications: Chartered Financial Analyst (CFA), Certified International Investment Analyst(CIIA), Association of Corporate Treasurers (ACT), Masters degree in Finance, Certified Market Analyst (CMA/FAD) Dual Designation, Master Financial Manager (MFM), Corporate Finance Qualification (CF) Register Financial Planner (RFP), Certified Financial Consultants (CFC)


            	Quantitative Finance qualifications: Master of Science in Financial Engineering (MSFE) , Master of Quantitative Finance (MQF), Master of Computational Finance (MCF), Master of Financial Mathematics (MFM)
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        Fine art


        
          

          Fine art refers to arts that are "concerned and designates a limited number of visual art forms, including painting, sculpture, architecture and printmaking. Schools, institutes, and other organizations still use the term to indicate a traditional perspective on the visual arts, often implying an association with classic or academic art.


          The word "fine" does not so much denote the quality of the artwork in question, but the purity of the discipline. This definition tends to exclude visual art forms that could be considered craftwork or applied art, such as textiles. The more recent term visual arts is widely considered to be a more inclusive and descriptive phrase for today's variety of current art practices, and for the multitude of mediums in which high art is now more widely recognized to occur. Ultimately, the term fine in 'fine art' comes from the concept of Final Cause, or purpose, or end, in the philosophy of Aristotle. The Final Cause of fine art is the art object itself; it is not a means to another end except perhaps to please those who behold it.


          An alternative, if flippant, reference to "fine art," is capital "A" art, or, art with a capital "A."


          The term is still often used outside of the arts to denote when someone has perfected an activity to a very high level of skill. For example, one might metaphorically say that "Pel took football to the level of a fine art."


          That fine art is seen as being distinct from applied arts is largely the result of an issue raised in Britain by the conflict between the followers of the Arts and Crafts Movement, including William Morris, and the early modernists, including Virginia Woolf and the Bloomsbury Group. The former sought to bring socialist principles to bear on the arts by including the more commonplace crafts of the masses within the realm of the arts, while the modernists sought to keep artistic endeavour exclusive, esoteric, and elitist.


          Confusion often occurs when people mistakenly refer to the Fine Arts but mean the Performing Arts (Music, Dance, Drama, etc). However, there is some disagreement here, as, for example, at York University, Fine Arts is a faculty that includes the "traditional" fine arts, design, and the "Performing Arts".


          An academic course of study in fine art may include a Master of Fine Arts degree.


          


          Types of fine art


          
            	Drawing


            	Film


            	Fine art photography


            	Intermedia (interdisciplinary, traditionally referred to as Fine Art Media)


            	Literature

          


          
            	Painting


            	Printmaking


            	Sculpture


            	Textiles
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        Finland


        
          

          Coordinates:


          
            
              	
                Suomen tasavalta

                Republiken Finland

                
                  Republic of Finland
                

              
            


            
              	
                
                  
                    	[image: Flag of Finland]

                    	[image: Coat of arms of Finland]
                  


                  
                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Anthem: Maamme( Finnish)

              Vrt land( Swedish)

              "Our Land"

            


            
              	
                
                  [image: Location of Finland]
                


                
                  Location of Finland(dark green)

                  on the European continent(light green &dark grey)

                  in the European Union(light green)  [Legend]

                

              
            


            
              	Capital

              (and largest city)

              	Helsinki

            


            
              	Official languages

              	Finnish, Swedish
            


            
              	Recognised regionallanguages

              	Sami
            


            
              	Demonym

              	Finnish, Finn
            


            
              	Government

              	Parliamentary republic1
            


            
              	-

              	President

              	Tarja Halonen ( sd)
            


            
              	-

              	Prime Minister

              	Matti Vanhanen ( c)
            


            
              	-

              	Speaker

              	Sauli Niinist ( nc)
            


            
              	Independence

              	from Russian Empire
            


            
              	-

              	Autonomy

              	March 29, 1809
            


            
              	-

              	Declared

              	December 6, 1917
            


            
              	-

              	Recognised

              	January 4, 1918
            


            
              	EU accession

              	January 1, 1995
            


            
              	Area
            


            
              	-

              	Total

              	338,145km( 65th)

              130,558 sqmi
            


            
              	-

              	Water(%)

              	10,0
            


            
              	Population
            


            
              	-

              	2008estimate

              	5,314,303( 111th)
            


            
              	-

              	2000census

              	5,155,000
            


            
              	-

              	Density

              	16/km( 201st)

              40/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$163 billion( 52nd)
            


            
              	-

              	Per capita

              	$34,819( 12th)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	$245.491 billion( 31st)
            


            
              	-

              	Per capita

              	$46,602( 12th)
            


            
              	Gini(2000)

              	26.9(low)
            


            
              	HDI(2007)

              	▲ 0.952(high)( 11th)
            


            
              	Currency

              	Euro ( ) ( EUR)
            


            
              	Time zone

              	EET ( UTC+2)
            


            
              	-

              	Summer( DST)

              	EEST( UTC+3)
            


            
              	Internet TLD

              	.fi, .ax 
            


            
              	Calling code

              	+358
            


            
              	1

              	Semi-presidential system
            


            
              	2

              	Before 2002: Finnish markka
            


            
              	3

              	The .eu domain is also used, as it is shared with other European Union member states.
            

          


          Finland, officially the Republic of Finland ( Finnish: Suomi; Swedish: Finland), is a Nordic country situated in the northern Europe. It has borders with Sweden to the west, Russia to the east, and Norway to the north, while Estonia lies to its south across the Gulf of Finland. The capital city is Helsinki.


          Around 5.3 million people reside in Finland, with the majority concentrated in the southern part of country. It is the eighth largest country in Europe in terms of area and the most sparsely populated country in the European Union. The native language for most of the population is Finnish, a member of the Finno-Ugric language family most closely related to Estonian and one of the four official EU languages not of Indo-European origin. The second official language, Swedish, is spoken by a 5.5 percent minority. Finland is a democratic, parliamentary republic with a mostly Helsinki-based central government and local governments in 415 municipalities. Greater Helsinki (including Helsinki, Espoo, Vantaa and Kauniainen) totals a million residents and a third of the GDP. Other major cities include Tampere, Turku, and Oulu.


          Finland was historically part of Sweden and from 1809 an autonomous Grand Duchy within the Russian Empire. Finland's declaration of independence in 1917 from Russia was followed by a civil war, wars against the Soviet Union and Nazi Germany, and a period of official neutrality during the Cold War. Finland joined the United Nations in 1955 and the European Union in 1995 and participates in the Eurozone. Finland has been ranked the second most stable country in the world, in a survey based on social, economic, political, and military indicators.


          Finland has seen excellent results in many international comparisons of national performance such as the share of high-technology manufacturing, the rate of gross domestic product growth, and the protection of civil liberties.


          


          


          History


          


          Prehistory


          According to archaeological evidence, the area now composing Finland was settled at the latest around 8500BCE during the Stone Age as the ice shield of the last ice age receded. The settlers came from the areas of today's Estonia and Russia. The earliest people were hunter-gatherers, using stone tools. There is also evidence of carved stone animal heads. The first pottery appeared in 3000BC when settlers from the East brought in the Comb Ceramic culture. The arrival of the Corded Ware culture in southern coastal Finland between 3,0002,500 BC coincided with the start of agriculture. Even with the introduction of agriculture, hunting and fishing continued to be important parts of the subsistence economy, especially in the northern and eastern parts of the country.


          The Bronze Age (1500500BCE) and Iron Age (500BCE1200CE) were characterised by extensive contacts with other cultures in the Fennoscandian and Baltic regions. There is no consensus on when Finno-Ugric languages and Indo-European languages were first spoken in the area of contemporary Finland.


          The first verifiable written documents appeared in the 12th century.


          


          Swedish era


          
            [image: Sweden in 1658.]

            
              Sweden in 1658.
            

          


          Sweden established its official rule of Finland in the 13th century. Swedish became the dominant language of the nobility, administration and education; Finnish was chiefly a language for the peasantry, clergy and local courts in predominantly Finnish-speaking areas. The Bishop of Turku was the most socially pre-eminent person in Finland before the Reformation.


          During the Reformation, the Finns gradually converted to Lutheranism. In the 16th century, Mikael Agricola published the first written works in Finnish. The first university in Finland, The Royal Academy of Turku, was established in 1640. In the 18th century, wars between Sweden and Russia led to the occupation of Finland twice by Russian forces, known to the Finns as the Greater Wrath (17141721) and the Lesser Wrath (17421743). By this time Finland was the predominant term for the whole area from the Gulf of Bothnia to the Russian border.


          


          Russian Empire era


          On March 29, 1809, after being conquered by the armies of Alexander I of Russia in the Finnish War, Finland became an autonomous Grand Duchy in the Russian Empire until the end of 1917. During the Russian era, the Finnish language started to gain recognition. From the 1860s onwards, a strong Finnish nationalist movement, known as the Fennoman movement, grew. Milestones included the publication of what would become Finland's national epic, the Kalevala, in 1835, and the Finnish language achieving equal legal status with Swedish in 1892.


          The Finnish famine of 18661868 killed 15 percent of the population, making it the last and one of the worst famines in European history. The famine led the Russian Empire to ease financial regulations, and investment rose in following decades. Economic and political development was rapid. The GDP per capita was still a half of United States and a third of Great Britain.


          In 1906, universal suffrage was adopted in the Grand Duchy of Finland. However, the relationship between the Grand Duchy and the Russian Empire soured when the Russian government made moves to restrict Finnish autonomy. For example, the universal suffrage was, in practice, virtually meaningless, since the emperor did not have to approve any of the laws adopted by the Finnish parliament. Desire for independence gained ground, first among radical nationalists and socialists.


          


          Civil war and early independence


          On December 6, 1917, shortly after the Bolshevik Revolution in Russia, Finland declared its independence, which was approved by Bolshevist Russia.


          Months after in 1918, the violent wing of the Social Democratic Party started a coup, which led a brief but bitter civil war that affected domestic politics for many decades afterwards. The civil war was fought between " the Whites", who were supported by Imperial Germany, and " the Reds", supported by Bolshevist Russia. Eventually, the Whites overcame the Reds. The deep social and political enmity between the Reds and Whites remained. The civil war and activist expeditions (see Heimosodat) to the Soviet Union strained Eastern relations.


          After a brief flirtation with monarchy, Finland became a presidential republic, with Kaarlo Juho Sthlberg elected as its first president in 1919. The FinnishRussian border was determined by the Treaty of Tartu in 1920, largely following the historic border but granting Pechenga ( Finnish: Petsamo) and its Barents Sea harbour to Finland. Finnish democracy didn't see any more Soviet coup attempts and survived the anti-Communist Lapua Movement. The relationship between Finland and the Soviet Union was tense. Finnish ethnicity was targeted by genocides in the Soviet Union. Germany's Nazism led to a deterioration of relations with Germany. Military was trained in France instead and relations to Western Europe and Sweden were strengthened.


          In 1917 the population was 3 million. Credit-based land reform was enacted after the civil war, increasing the proportion of capital-owning population. About 70% of workers were occupied in agriculture and 10% in industry. The largest export markets were the United Kingdom and Germany. The Great Depression in the early 1930s was relatively light in Finland.


          


          World War II
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              Areas ceded by Finland to the Soviet Union after the Winter War in 1940 and the Continuation War in 1944. The Porkkala land lease was returned to Finland in 1956.
            

          


          During World War II, Finland fought the Soviet Union twice: in the Winter War of 193940 after the Soviet Union had attacked Finland and in the Continuation War of 194144, following Operation Barbarossa, in which Nazi Germany invaded the Soviet Union. Following German losses on the Eastern Front and the subsequent Soviet advance, Finland was forced to make peace with the Soviet Union. This was followed by the Lapland War of 194445, when Finland forced the Germans out of northern Finland.


          The treaties signed in 1947 and 1948 with the Soviet Union included Finnish obligations, restraints, and reparations as well as further Finnish territorial concessions (cf. the Moscow Peace Treaty of 1940). Finland ceded most of Finnish Karelia, Salla, and Pechenga, which amounted to ten percent of its land area and twenty percent of its industrial capacity. Some 400,000 evacuees, mainly women and children, fled these areas. Some were left behind and were not able to immigrate in Finland until the Soviet Union collapsed (after which they formed a large immigrant group).


          Finland had to reject Marshall aid. However, the United States provided secret development aid and helped the still non-communist SDP in hopes of preserving Finland's independence. Establishing trade with the Western powers, such as the United Kingdom, and the reparations to the Soviet Union caused Finland to transform itself from a primarily agrarian economy to an industrialised one. Even after the reparations had been paid off, Finland continued to trade with the Soviet Union in the framework of bilateral trade.


          


          Cold War


          In 1950 half of the Finnish workers were occupied in agriculture and a third lived in urban areas. The new jobs in manufacturing, services and trade quickly attracted people to the towns. The average number of births per woman declined from a baby boom peak of 3.5 in 1947 to 1.5 in 1973. When baby boomers entered the workforce, the economy did not generate jobs fast enough and hundreds of thousands emigrated to the more industrialized Sweden, with emigration peaking in 1969 and 1970 (today 4.7 percent of Swedes speak Finnish). The 1952 Summer Olympics brought international visitors. Finland took part in trade liberalization in the World Bank, the International Monetary Fund and the General Agreement on Tariffs and Trade.


          Officially claiming to be neutral, Finland lay in the grey zone between the Western countries and the Soviet Union. The YYA Treaty (Finno-Soviet Pact of Friendship, Cooperation, and Mutual Assistance) gave the Soviet Union some leverage in Finnish domestic politics. This was extensively exploited by President Urho Kekkonen against his opponents. He maintained an effective monopoly on Soviet relations from 1956 on, which was crucial for his continued popularity. In politics, there was a tendency of avoiding any policies and statements that could by interpreted as anti-Soviet. This phenomenon was given the name " Finlandisation" by the German press (fi. suomettuminen). Self-censorship vis--vis anything negative associated with the Soviet Union was prevalent in the media. Public libraries pulled from circulation thousands of books that were considered anti-Soviet, and the law made it possible for the authorities to directly censor movies with supposedly anti-Soviet content. Asylum-seeking Soviet citizens were frequently returned to the Soviet Union by the Finnish authorities.


          Despite close relations with the Soviet Union, Finland remained a market economy. Various industries benefited from trade privileges with the Soviets, which explains the widespread support that pro-Soviet policies enjoyed among business interests in Finland. Economic growth was rapid in the postwar era, and by 1975 Finland's GDP per capita was the 15th highest in the world. In the 1970s and 1980s, Finland built one of the most extensive welfare states in the world. In 1981, President Urho Kekkonen's failing health forced him to retire after holding office for 25 years.


          Miscalculated macroeconomic decisions, a banking crisis, the collapse of the Soviet Union and a global economic downturn caused a deep recession in Finland in the early 1990s. The depression bottomed out in 1993, and Finland has seen steady economic growth ever since.


          


          Recent history


          Like other Nordic countries, Finland has liberalized its economy since the late 1980s. Financial and product market regulation was loosened. Some state enterprises have been privatized and there have been some modest tax cuts. Finland joined the European Union in 1995, and the Eurozone in 1999.


          The population is aging with the birth rate at 10.42 births per 1,000 population, or a fertility rate of 1.8. With a median age of 41.6 years, Finland is one of the oldest countries; half of voters are estimated to be over 50 years old. Like most European countries, without further reforms or much higher immigration, Finland is expected to struggle with demographics, even though macroeconomic projections are healthier than in most other developed countries.


          


          Etymology


          The name Suomi ( Finnish for "Finland") has uncertain origins but a strong candidate for a cognate is the proto-Baltic word *zeme, meaning "land". According to an earlier theory the name was derived from suomaa (fen land) or suoniemi (fen cape).


          The exonym Finland has resemblance with, e.g., the Scandinavian placenames Finnmark, Finnveden and hundreds of other toponyms starting with Fin(n) in Sweden and Norway. Some of these names are obviously derived from finnr, a Germanic word for a wanderer/finder and thus supposedly meaning nomadic " hunter-gatherers" or slash and burn agriculturists as opposed to the Germanic sedentary farmers and sea-faring traders and pirates. It is unknown how, why and when Finnr started referring to the people of Finland Proper in particular (from where the name spread from the 15th century onwards to refer to the people of the entire country).


          Among the first documents to mention "a land of the Finns" are two rune-stones. There is one in Sderby, Sweden, with the inscription finlont ( U 582) and one in Gotland, a Swedish island in the Baltic Sea, with the inscription finlandi ( G 319), dating from the 11th century.


          


          Geography and environment
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          Topography and geology


          Finland is a country of thousands of lakes and islands  187,888 lakes (larger than 500 m) and 179,584 islands to be precise. One of these lakes, Saimaa, is the fifth largest in Europe. The Finnish landscape is mostly flat with few hills, and its highest point, the Halti at 1,324 metres, is found in the extreme north of Lapland at the border between Finland and Norway.


          The landscape is covered mostly (seventy-five percent of land area) by coniferous taiga forests and fens, with little arable land. The most common type of rock is granite. It is a ubiquitous part of the scenery, visible wherever there is no soil cover. Moraine or till is the most common type of soil, covered by a thin layer of humus of biological origin. The greater part of the islands are found in the southwest in the Archipelago Sea, part of the archipelago of the land Islands, and along the southern coast in the Gulf of Finland.


          Finland is one of the few countries in the world whose surface area is still growing. Owing to the post-glacial rebound that has been taking place since the last ice age, the surface area of the country is growing by about 7square kilometres (2.7square miles) a year.


          The distance from the most Southern point  Hanko  to the most northern point of Finland  Nuorgam  is 1,445 kilometres (898 miles) (driving distance), which would take approximately 18.5 hours to drive. This is very similar to Great Britain ( Land's End to John o' Groats  1,404kilometres (872miles) and 16.5 h).


          


          Flora and fauna


          Phytogeographically, Finland is shared between the Arctic, Central European and Northern European provinces of the Circumboreal Region within the Boreal Kingdom. According to the WWF, the territory of Finland can be subdivided into three ecoregions: the Scandinavian and Russian taiga, Sarmatic mixed forests and Scandinavian Montane Birch forest and grasslands.


          All terrestrial life in Finland was completely wiped out during the last ice age that ended some 10,000 years ago, following the retreat of the glaciers and the appearance of vegetation.


          Today, there are over 1,200 species of vascular plant, 800 bryophytes and 1,000 lichen species in Finland, with flora being richest in the southern parts of the country. Plant life, like most of the Finnish ecology, is well adapted to tolerate the contrasting seasons and extreme weather. Many plant species, such as the Scots Pine, spruce, and birch, spread throughout Finland from Norway and only reached the western coast less than three millennia ago. Oak and maple grows in nature only in the southern part of Finland.
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          Similarly, Finland has a diverse and extensive range of fauna. There are at least sixty native mammalian species, 248 breeding bird species, over seventy fish species and eleven reptile and frog species present today, many migrating from neighbouring countries thousands of years ago.


          Large and widely recognised wildlife mammals found in Finland are the Brown Bear (the national animal), Gray Wolf, elk (moose) and reindeer. Other common mammals include the Red Fox, Red Squirrel, and Mountain Hare. Some rare and exotic species include the flying squirrel, Golden Eagle, Saimaa Ringed Seal and Arctic fox. Two of the more striking birds are the Whooper Swan, a large European swan and the national bird of Finland, and the Capercaillie, a large, black-plumaged member of the grouse family. The latter is considered an indicator of old-growth forest connectivity, and has been declining due to landscape fragmentation. The most common breeding birds are the Willow Warbler, Chaffinch and Redwing. Of some seventy species of freshwater fish, the northern pike, perch and others are plentiful. Atlantic salmon remains the favorite of fly rod enthusiasts.


          The endangered Saimaa Ringed Seal, one of only three lake seal species in the world, exists only in the Saimaa lake system of southeastern Finland, down to only 300 seals today. It has become the emblem of the Finnish Association for Nature Conservation.


          Due to hunting and persecution in history, many animals such as the Golden Eagle, Brown Bear and Eurasian Lynx all experienced significant declines in population. However, their numbers have increased again in the 2000s, mainly as a result of careful conservation and the establishment of vast national parks.


          


          Climate


          The climate in Southern Finland is a northern temperate climate. In Northern Finland, particularly in the Province of Lapland, a subarctic climate dominates, characterised by cold, occasionally severe, winters and relatively warm summers. The main factor influencing Finland's climate is the country's geographical position between the 60th and 70th northern parallels in the Eurasian continent's coastal zone, which shows characteristics of both a maritime and a continental climate, depending on the direction of air flow. Finland is near enough to the Atlantic Ocean to be continuously warmed by the Gulf Stream, which explains the unusually warm climate considering the absolute latitude.


          A quarter of Finland's territory lies above the Arctic Circle, and as a consequence the midnight sun can be experienced  for more days, the farther north one travels. At Finland's northernmost point, the sun does not set for 73 consecutive days during summer, and does not rise at all for 51 days during winter.


          


          Demographics


          
            
              
                	Population of Finland, 17502000
              


              
                	Year

                	Population

                	Year

                	Population
              


              
                	1750

                	421,000

                	1880

                	2,060,800
              


              
                	1760

                	491,000

                	1890

                	2,380,100
              


              
                	1770

                	561,000

                	1900

                	2,655,900
              


              
                	1780

                	663,000

                	1910

                	2,943,400
              


              
                	1790

                	705,600

                	1920

                	3,147,600
              


              
                	1800

                	832,700

                	1930

                	3,462,700
              


              
                	1810

                	863,300

                	1940

                	3,695,617
              


              
                	1820

                	1,177,500

                	1950

                	4,029,803
              


              
                	1830

                	1,372,100

                	1960

                	4,446,222
              


              
                	1840

                	1,445,600

                	1970

                	4,598,336
              


              
                	1850

                	1,636,900

                	1980

                	4,787,778
              


              
                	1860

                	1,746,700

                	1990

                	4,998,478
              


              
                	1870

                	1,768,800

                	2000

                	5,181,000
              

            

          


          


          Population


          Finland currently numbers 5,302,778 inhabitants and has an average population density of 17 inhabitants per square kilometre. This makes it, after Norway and Iceland, the most sparsely populated country in Europe. Finland's population has always been concentrated in the southern parts of the country, a phenomenon even more pronounced after 20th century urbanisation. The biggest and most important cities in Finland are the cities of the Greater Helsinki metropolitan area  Helsinki, Espoo and Vantaa. Other large cities include Tampere, Turku and Oulu.


          The share of immigrants in Finland is among the lowest of the European Union countries. Foreign citizens comprise 2.3 percent of the population. Most of them are from Russia, Estonia and Sweden.


          


          Language


          Most of the Finnish people (92 percent) speak Finnish as their mother tongue. Finnish is a member of the Baltic-Finnic subgroup of the Uralic languages and is typologically between inflected and agglutinative languages. It modifies and inflects the forms of nouns, adjectives, pronouns, numerals and verbs, depending on their roles in the sentence. In practice, this means that instead of prepositions and prefixes there is a great variety of different suffixes and that compounds form a considerable percentage of the vocabulary of Finnish. It has been estimated that approximately 6570 percent of all words in Finnish are compounds. A close linguistic relative to the Finnish language is Estonian, which, though similar in many aspects, is not mutually intelligible with it. These languages, together with Hungarian (all members of the Uralic language family), are the primary non- Indo-European languages spoken in Europe. Finland, together with Estonia and Hungary, is one of three independent countries where a Uralic language is spoken by the majority.


          The largest minority language is Swedish, which is the second official language in Finland, spoken by 5.5 percent of the population. Other minority languages are Russian (0.8 percent) and Estonian (0.3 percent). To the north, in Lapland, are also the Sami people, numbering around 7,000 and recognized as an indigenous people. About a quarter of them speak a Sami language as their mother tongue. There are three Sami languages that are spoken in Finland: Northern Sami, Inari Sami and Skolt Sami. Other minority languages are Finnish Romani, Finnish Sign Language (spoken natively by 4,0005,000 people) and Finland-Swedish Sign Language (spoken natively by about 150 people). The rights of minority groups (in particular Sami, Swedish-speaking Finns and Romani people) to cherish their culture and language is protected by the constitution.


          In a 2005 Eurobarometer survey studying languages of the European Union, 60% percent of residents claimed to know English, 38% claimed to know Swedish, and 17% claimed to know German. Ranking those claiming a knowledge of English, Finland ranked fifth behind Malta, the Netherlands (86%), Sweden (85%), and Denmark (83%). Relatively many Finns knew German, while relatively few knew French or Spanish.


          


          Religion
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              	Religion in Finland
            


            
              	religion

              	

              	

              	percent

              	
            


            
              	Lutheran

              	
                
                  
                

              

              	84.2%
            


            
              	Unaffiliated

              	
                
                  
                

              

              	15.1%
            


            
              	Other

              	
                
                  
                

              

              	1.2%
            


            
              	Orthodox

              	
                
                  
                

              

              	1.1%
            


            
              	
            

          


          Most Finns are members of the Evangelical Lutheran Church of Finland (84.2 percent). A minority belong to the Finnish Orthodox Church (1.1 percent; see Eastern Orthodox Church). Other Protestant denominations and the Roman Catholic Church in Finland are significantly smaller, as are the Muslim, Jewish and other non-Christian communities (totaling 1.2 percent). 15.1 percent of the population is unaffiliated. The main Lutheran and Orthodox churches are constitutional national churches of Finland with special roles in ceremonies and often in school morning prayers. Representatives at Lutheran Church assemblies are selected in church elections every four years.


          Over half of Finns say they pray at least once a month, the highest proportion in Nordics. However, the majority of Lutherans attend church only for special occasions like Christmas, weddings and funerals. According to a 2005 Eurobarometer poll, 41 percent of Finnish citizens responded that "they believe there is a god"; 41 percent answered that "they believe there is some sort of spirit or life force"; and 16 percent that "they do not believe there is any sort of spirit, god, or life force".


          


          Family structure


          Finnish family life is centered on the nuclear family. Relations with the extended family are often rather distant, and Finnish people do not form politically significant clans, tribes or similar structures. According to UNICEF, Finland ranks fourth in the world in child well-being.


          


          Health


          There are 307 residents for each doctor. About 18.9 percent of health care is funded directly by households and 76.6 percent by public and other insurances. Finland limits medicine sales to the around 800 licensed pharmacies. Some significant institutions include Ministry of Health and National Public Health Institute.


          In a comparison of 16 countries by Swedish Association of Local Authorities and Regions, Finland used the least resources and got average result, making Finland the most efficient according to the study's authors.


          The life expectancy is 82 years for women and 75 years for men. After having one of the highest death rates from heart disease in the world in the 1970s, improvements in the Finnish diet and exercise have paid off. Finland has exceptionally low smoking rates: 26% for males and 19% for females.


          Finland's health problems are similar to other developed countries: circulatory diseases make up about half of all causes of death and cancer is the second most common cause of death.


          The total annual consumption of pure alcohol of residents is lower than other European countries, even though heavy drinking is common at parties on the weekend. However, becoming intoxicated has remained the central characteristic of Finnish drinking habits. In the working-age population, diseases or accidents caused by alcohol consumption have recently surpassed coronary artery disease as the biggest single cause of death.


          Schools teach sports, health and hands-on cooking classes. Finnish schoolchildren have one of the lowest amounts of sport classes in the European Union and according to National Public Health Institute only a third of adults exercise enough. National Public Health Institute claims 54% male obesity and 38% female obesity, while other estimates put obesity rates at 70% and 50%. The rate of diabetes is predicted to grow to 15% by 2015. Finland has the world's highest rate of Type I diabetes. Suicide mortality in Finland has generally been one of the highest in Europe, especially significant among males under 35 years.


          


          Administrative divisions


          The largest subdivisions are the six administrative provinces (lni, pl. lnit), which mainly function as divisions of the state organisation, i.e. police, prosecutors, and other state services operate under their administration. After 1997 reforms the provinces have been Southern Finland, Western Finland, Eastern Finland, Oulu, Lapland, land. The province of land Islands is autonomous.
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          The fundamental administrative divisions of the country are the municipalities, which may also call themselves towns or cities. They account for half of public spending. Spending is financed by municipal income tax, state subsidies, and other revenue. As of 2008, there are 415 municipalities and most are under 5,000 residents. People often identify with their municipality.


          In addition to municipalities, two intermediate levels are defined. Municipalities co-operate in seventy-four sub-regions and twenty regions. These are governed by the member municipalities, but have only limited powers. The land region has a permanent, democratically elected regional council as a part of the autonomy. In the Kainuu region, there is a pilot project underway, with regional elections. Sami people have a semi-autonomous Sami Domicile Area in Lapland for issues on language and culture.


          In the following chart, the number of inhabitants includes those living in the entire municipality (kunta/kommun), not just in the built-up area. The land area is given in km, and the density in inhabitants per km (land area). The figures are as of January 1, 2007. Notice that the capital region  comprising Helsinki, Vantaa, Espoo and Kauniainen (see Greater Helsinki)  forms a continuous conurbation of one million people. However, common administration is limited to voluntary cooperation of all municipalities, e.g. in Helsinki Metropolitan Area Council.


          
            
              	Municipality

              	Population

              	Land area

              	Density
            


            
              	Helsinki

              	&0000000000570848.000000570,848

              	&0000000000000184.470000184.47

              	&0000000000003061.0000003,061.00
            


            
              	Espoo

              	&0000000000239645.000000239,645

              	&0000000000000312.000000312.00

              	&0000000000000751.6.0E+5751.60
            


            
              	Tampere

              	&0000000000207836.000000207,836

              	&0000000000000523.4.0E+5523.40

              	&0000000000000393.9.0E+5393.90
            


            
              	Vantaa

              	&0000000000193738.000000193,738

              	&0000000000000240.540000240.54

              	&0000000000000780.4.0E+5780.40
            


            
              	Turku

              	&0000000000175058.000000175,058

              	&0000000000000243.4.0E+5243.40

              	&0000000000000720.5.0E+5720.50
            


            
              	Oulu

              	&0000000000131984.000000131,984

              	&0000000000000369.430000369.43

              	&0000000000000351.4.0E+5351.40
            


            
              	Lahti

              	&0000000000099594.00000099,594

              	&0000000000000134.950000134.95

              	&0000000000000730.1.0E+5730.10
            


            
              	Kuopio

              	&0000000000091099.00000091,099

              	&0000000000001127.4.0E+51,127.40

              	&0000000000000081.00000081.00
            


            
              	Jyvskyl

              	&0000000000085312.00000085,312

              	&0000000000000105.9.0E+5105.90

              	&0000000000000789.000000789.00
            


            
              	Pori

              	&0000000000076306.00000076,306

              	&0000000000000503.170000503.17

              	&0000000000000150.830000150.83
            


            
              	Lappeenranta

              	&0000000000059323.00000059,323

              	&0000000000000758.000000758.00

              	&0000000000000077.7.0E+577.70
            


            
              	Rovaniemi

              	&0000000000058866.00000058,866

              	&0000000000007600.7300007,600.73

              	&0000000000000007.6.0E+57.60
            


            
              	Vaasa

              	&0000000000057919.00000057,919

              	&0000000000000183.000000183.00

              	&0000000000000311.2.0E+5311.20
            


            
              	Joensuu

              	&0000000000057495.00000057,495

              	&0000000000001173.4.0E+51,173.40

              	&0000000000000049.1.0E+549.10
            


            
              	Kotka

              	&0000000000054631.00000054,631

              	&0000000000000270.740000270.74

              	&0000000000000203.000000203.00
            

          


          


          Politics and government
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          The Constitution of Finland defines the political system. Finland is a representative democracy with a semi-presidential parliamentary. Aside from state-level politics, residents use their vote in municipal elections and in the European Union elections.


          According to the Constitution, the President is the head of state and responsible for foreign policy (which excludes affairs related to the European Union) in cooperation with the cabinet. Other powers include Commander-in-Chief, decree, and appointive powers. Direct vote is used to elect the president for a term of six years and maximum two consecutive terms. The current president is Tarja Halonen (SDP).


          The 200-member unicameral Parliament of Finland exercises the supreme legislative authority in Finland. The parliament may alter laws, the constitution, bring about the resignation of the Council of State, and override presidential vetoes. Its acts are not subject to judicial review. Various parliament committees listen to experts and prepare legislation. Proportional vote in multi-seat constituencies is used to elect the parliament for a term of four years. The Speaker of Parliament, the first person in the presidential line of succession, is currently Sauli Niinist (National Coalition Party). The cabinet (the Finnish Council of State) exercises most executive powers. It is headed by the Prime Minister of Finland and includes other ministers and the Chancellor of Justice. Parliament majority decides its composition and a vote of no confidence can be used to modify it. The current prime minister is Matti Vanhanen (Centre Party).


          Since equal and common suffrage was introduced in 1906, the parliament has been dominated by the Centre Party (former Agrarian Union), National Coalition Party, and Social Democrats, which have approximately equal support, and represent 6580 percent of voters. After 1944 Communists were a factor to consider for a few decades. The relative strengths of the parties vary only slightly in the elections due to the proportional election from multi-member districts, but there are some visible long-term trends. The autonomous land islands has separate elections, where Liberals for land was the largest party in 2007 elections.


          After the parliamentary elections on March 18, 2007, the seats were divided among eight parties as follows:


          
            
              	Party

              	Seats

              	Net Gain/Loss

              	% of seats

              	% of votes
            


            
              	Centre Party

              	51

              	4 ▼

              	25.5

              	23.1
            


            
              	National Coalition Party

              	50

              	+10 ▲

              	25.0

              	22.3
            


            
              	Social Democratic Party

              	45

              	8 ▼

              	22.5

              	21.4
            


            
              	Left Alliance

              	17

              	2 ▼

              	8.5

              	8.8
            


            
              	Green League

              	14

              	+1 ▲

              	7.5

              	8.5
            


            
              	Swedish People's Party

              	9

              	+1 ▲

              	4.5

              	4.5
            


            
              	Christian Democrats

              	7

              	0 ▬

              	3.5

              	4.9
            


            
              	True Finns

              	5

              	+2 ▲

              	2.5

              	4.1
            


            
              	Others

              	1*

              	0 ▬

              	0.5

              	2.4
            

          


          * Province of land representative.


          


          Law and court
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          The judicial system of Finland is a civil law system divided between courts with regular civil and criminal jurisdiction and administrative courts with responsibility for litigation between the individuals and the administrative organs of the state and the communities. Finnish law is codified and based on Swedish law and in a wider sense, civil law or Roman law. Its court system consists of local courts, regional appellate courts, and the Supreme Court. The administrative branch of justice consists of administrative courts and the Supreme Administrative Court. In addition to the regular courts, there are a few special courts in certain branches of administration. There is also a High Court of Impeachment for criminal charges against certain high-ranking offices.


          A general court of first instance (krjoikeus) has professional judges and in complex cases, includes non-professional lay judges (lautamies) appointed by municipal councils. Administrative courts, appeals courts and supreme courts consist of professional judges only. Like the Netherlands and the United Kingdom, Finland has no constitutional court, and courts may not strike down laws or pronounce on their constitutionality. In principle, the constitutionality of laws in Finland is verified by parliament's constitutional committee and a simple vote in the parliament.


          Around 92% of residents are confident in Finland's security institutions. Crime in Finland has some unique features. The overall crime rate of Finland is not high in the EU context. Some crime types are above average, notably the highest homicide rate in Western Europe. Crime is prevalent among lower educational groups and is often committed by intoxicated persons. A day fine system is in effect and also applied to offences such as speeding. Fines and jail sentences tend to be among the world's lowest, with an official emphasis on rehabilitation.


          Finland has successfully fought against the corruption which was larger in the 1970s and 1980s. For instance, economic reforms and EU membership introduced stricter requirements for open bidding and many public monopolies were abolished. Today Finland has a very low number of corruption charges; Transparency International ranks Finland as one of the least corrupted countries. Also, Finland's public records are among the world's most transparent.


          Finland has strict libel standards, and in one case a blogger was convicted for incitement to hatred when referring to statistics about an ethnic group. The voluntary Internet censorship list, similar to other Nordic countries, is classified "nominal" censorship by the ONI. Nevertheless, Worldwide Press Freedom Index 2007 edition ranked Finland (along with Belgium and Sweden) fifth out of 169 countries.


          


          Foreign relations


          According to the latest constitution of 2000, the President (currently Tarja Halonen) leads foreign policy in cooperation with the government (currently Prime Minister Matti Vanhanen and Foreign Minister Alexander Stubb), except that the government leads EU affairs. In surveys, most diplomats and foreign policy experts consider the current constitution flawed because it is often unclear who is in charge. The Ministry of Foreign Affairs implements the foreign policy.


          During the Cold War, Finland conducted its foreign policy in association with the Soviet Union and simultaneously stressed Nordic cooperation (as a member of the Nordic Council). After the collapse of the Soviet Union in 1991, Finland freed itself from the last restrictions imposed on it by the Paris peace treaties of 1947 and the Finno-Soviet Agreement of Friendship, Cooperation, and Mutual Assistance. Although opposed by socialists and agrarians, the government filed an EU membership application three months after the dissolution of the USSR and became a member in 1995. Finland did not attempt to join NATO, even though other post-Soviet countries in the Baltic sea and elsewhere joined. Nevertheless, defense policymakers have quietly converted to NATO equipment and contributed troops.


          President Martti Ahtisaari and the coalition governments led Finland closer to the core EU in the late 1990s. Finland was considered a cooperative model state, and Finland did not oppose proposals for a common EU defence policy. This was reversed in the 2000s, when Tarja Halonen and Erkki Tuomioja made Finland's official policy to resist other EU members' plans for common defense. However, Halonen allowed Finland to join European Union Battlegroups in 2006 and the NATO Response Force in 2008. Relations with most countries except Russia have been good.


          Relations with Russia are cordial and common issues include bureaucracy (particularly at the Vaalimaa border crossing), airspace violations, development aid Finland gives to Russia (especially in environmental problems that affect Finland), and Finland's energy dependency on Russian gas and electricity. Behind the scenes, the administration has witnessed a resurrection of Soviet-era tactics. The National Security Agency, SUPO, estimates that the known number of Russian agents from SVR and GRU now exceeds Cold War levels and there are unknown numbers of others.


          


          Military
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          The Finnish Defence Forces is a cadre army of professional soldiers (officers), with a standard readiness strength of 34,700 people in uniform. A universal male conscription is in place, under which all men above 18 years of age serve for 6, 9, 11 (unarmed service) or 12 months. Alternative non-military service and volunteer service by women (chosen by around 500 annually) are possible. Finland is the only non-NATO EU country bordering Russia. Finland's official policy states that the 350,000 reservists with mostly ground weaponry are a sufficient deterrent. The military strategy is to hide in forests when attacked, perhaps abandon some regions, and attempt to defeat the enemy from forests in planned places.


          Most military experts call for NATO membership, but are careful to avoid politics. Finland's defence budget equals about 2 billion euro or 1.41.6 percent of the GDP. In international comparisons the defense expenditure is around the third highest in the EU. The voluntary overseas service is highly popular and troops serve around the world in UN, NATO and EU missions. Residents claim around 80% homeland defense willingness, one of the highest rates in Europe. The Finnish Defence Forces are under the command of the Chief of Defence (currently Juhani Kaskeala), who is directly subordinate to the President of the Republic in matters related to the military command. The military branches are the Finnish Army, Finnish Navy and Finnish Air Force. The Border Guard is under the Ministry of the Interior but can be incorporated into the Defence Forces when required by defence readiness.


          


          Economy
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          Finland has a highly industrialized, free-market economy with a per capita output equal to that of other western economies such as France, Germany, Sweden or the UK. The largest sector of the economy is services at 65.7 percent, followed by manufacturing and refining at 31.4 percent. Primary production is at 2.9 percent. With respect to foreign trade, the key economic sector is manufacturing. The largest industries are electronics (21.6 percent), machinery, vehicles and other engineered metal products (21.1 percent), forest industry (13.1 percent), and chemicals (10.9 percent). Finland has timber and several mineral and freshwater resources. Forestry, paper factories, and the agricultural sector (on which taxpayers spend around 3 billion euro annually) are politically sensitive to rural residents. The Greater Helsinki area generates around a third of GDP. In a 2004 OECD comparison, high-technology manufacturing in Finland ranked second largest after Ireland. Knowledge-intensive services have also ranked the smallest and slow-growth sectors  especially agriculture and low-technology manufacturing  second largest after Ireland. Overall short-term outlook was good and GDP growth has been above many EU peers. Inflation has been low, averaging 1.8 percent between 2004 and 2006.


          Finland is highly integrated in the global economy, and international trade is a third of GDP. The European Union makes 60 percent of the total trade. The largest trade flows are with Germany, Russia, Sweden, United Kingdom, USA, Netherlands and China. Trade policy is managed by the European Union, where Finland has traditionally been among the free trade supporters, except for agriculture. Finland is the only Nordic country to have joined the Eurozone.
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          The 40 largest Finland-registered companies by turnover in 2007 or 2006 were ( Oy and Oyj abbreviations removed): Nokia, Stora Enso, Neste Oil, UPM-Kymmene, Kesko, Suomen Osuuskauppojen Keskuskunta, Metsliitto, Outokumpu, Metso, Tamro, Fortum, Sampo, Kone, Elcoteq, Rautaruukki, Wrtsil, YIT, Varma, Cargotec, SanomaWSOY, Kemira, Ilmarinen Keskininen Elkevakuutusyhti, TeliaSonera Finland, Luvata International (former Outokumpu Copper), Huhtamki, Finnair, Lemminkinen, HKScan, Onvest, RTF Auto, TietoEnator, Ahlstrom, Konecranes, Valio, ABB, Itella, Amer Sports, Teboil, Elisa, and Myllykoski.


          Private sector employees amount to 1.8 million, out of which around a third with tertiary education. The average earnings per hour was 25.1 euro in 2007, before the approximately 60% median tax wedge. As of 2008 the average purchasing power-adjusted income levels are similar to Italy, Sweden, Germany, and France. As of 2006, a typical proportion of 62% works for enterprises smaller than 250 employees, they account for 49% of total turnover, and have the strongest growth. Female employment rate is high. Gender segregation between male-dominated professions and female-dominated professions is higher than in the US. The proportion of part-time workers was one of the lowest in OECD in 1999.


          Employment rate 68% and unemployment rate was 6.8% in early 2008. 18% of residents are outside job market at the age of 50 and less than a third working at the age of 61. Unfunded pensions and other promises such as health insurances are a dominate future liability, though Finland is much better prepared than countries such as France or Germany. Directly held public debt has been reduced to around 32 percent of GDP in 2007. In 2007, the average household savings rate was -3.8 and household debt 101 percent of annual disposable income, a typical level in Europe. Home ownership rate is 60%.


          As of 2006, 2,4 million households reside in Finland. The average size is 2.1 persons; 40 percent of households consist of a single person, 32 percent two persons and 28 percent three or more persons. Residential buildings total 1.2 million and the average residential space is 38 square metres per person. The average residential property without land costs 1,187 euro per sq metre and residential land 8.6 euro per sq metre. 74 percent of households had a car. There are 2.5 million cars and 0.4 other vehicles. Around 92 percent has mobile phone and 58 percent Internet connection at home. The average total household consumption was 20,000 euro, out of which housing at around 5500 euro, transport at around 3000 euro, food and beverages excluding alcoholic at around 2500 euro, recreation and culture at around 2000 euro. Purchasing power-adjusted average household consumption is about the same level as Italy, Spain and Greece. According to Invest in Finland, private consumption grew by 3% in 2006 and consumer trends included durables, high quality products, and spending on well-being.


          


          Education and science
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          Most pre-tertiary education is arranged at municipal level. Even though many or most schools were started as private schools, today only around 3% students are enrolled in private schools (mostly Helsinki-based schools such as SYK), many times less than in Sweden and most other developed countries. Pre-school education is rare compared to other EU countries. Formal education is usually started at the age of 7. The primary school takes normally 6 years, the lower secondary school 3 years, and most schools are managed by municipal officials. The flexible curriculum is set by the Ministry of Education and the Education Board. Attendance is compulsory between the ages of 7 and 16. According to PISA assessments of the age group 15, Finnish students had a high average score and a low variation among schools and students. McKinsey has attributed the result distribution to high teacher education (Master's degree), high continuing teacher training, and emphasis on laggards. After lower secondary school, graduates may either enter the workforce directly, or apply to trade schools or gymnasiums. Trade schools prepare for professions. Academically-oriented gymnasiums have higher entrance requirements and specifically prepare for Abitur and tertiary education. Graduation from either formally qualifies for tertiary education.


          In tertiary education, two, mostly separate and non-interoperating sectors are found: the profession-oriented higher vocational schools and the research-oriented universities. Finns used to take student loans and scholarships, but for the past decades the financial risk has been moved solely to the government. There are 20 universities and 30 polytechnics in the country. The World Economic Forum ranks Finland's tertiary education #1 in the world. Around 33% of residents has a tertiary degree, similar to Nordics and more than in most other OECD countries except Canada (44%), United States (38%) and Japan(37%). The proportion of foreign students is 3% of all tertiary enrolments, one of the lowest in OECD, while in advanced programs it is 7.3%, still below OECD average 16.5%.


          More than 30% of tertiary graduates are in science-related fields. Finnish researchers are leading contributors to such fields as forest improvement, new materials, the environment, neural networks, low-temperature physics, brain research, biotechnology, genetic technology and communications.


          


          Energy
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          Anyone can enter the free and largely privately-owned Nordic energy market traded in Nord Pool exchange, which has provided competitive prices compared to other EU countries. As of 2007, Finland has roughly the lowest industrial electricity prices in the EU-15 (equal to France).


          In 2006, the energy market was around 90 terawatt hours and the peak demand around 15 gigawatts in winter. This means that the energy consumption per capita is around 7.2 tons of oil equivalent per year. Industry and construction consumed 51% of total consumption, a relatively high figure reflecting Finland's industries. Finland's hydrocarbon resources are limited to peat and wood, while neighboring Norway has oil and Estonia oil shale. Finland has little hydropower capacity compared to Sweden or Norway. Most energy demand is satisfied with fossil fuels such as coal, oil and natural gas. Finland has four privately-owned nuclear reactors producing 18 percent of the country's energy., one research reactor in Otaniemi campus, and the fifth AREVA- Siemens-built reactor  the world's largest at 1600 MWe and a focal point of Europe's nuclear industry  is scheduled to be operational by 2011. Renewable energy forms (industry-burned wood, consumer-burned wood, peat, industrial residue, garbage) make high 25 percent compared to the EU average 10 percent. A varying amount (517 percent) of electricity has been imported from Russia (at around 3 gigawatt power line capacity), Sweden and Norway. A new submarine power cable from Russia has been considered a national security issue and one permit application has already been rejected. Finland negotiated itself expensive Kyoto and EU emission terms. They are causing a sharp increase in energy prices and 1-2 billion euro annual cost, amplified by the aging and soon decommissioned production capacity. Energy companies are already ready to increase nuclear power production, if parliament granted permits for new reactors.


          


          Transportation
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          The extensive road system is utilized by most internal cargo and passenger traffic. As of 2005, the country's network of main roads has a total length of 13,258km and all public roads 78,186km, of which 50,616km are paved. The motorway network totals 653km. The annual road network expenditure of around 1 billion euro is paid with vehicle and fuel taxes which amount to around 1.5 billion euro and 1 billion euro.


          The main international passenger gateway is Helsinki-Vantaa Airport with over 13 million passengers in 2007. Tampere-Pirkkala airport is the second largest and around 25 airports have scheduled passenger services. The Helsinki-Vantaa based Finnair, Blue1 and Finncomm Airlines sell air services both domestically and internationally, and there are many others offering direct flights around the world. Helsinki has an optimal location for great circle routes between Western Europe and the Far East. Hence, many international travelers visit Helsinki on a stop-over between Asia and Europe.


          Despite low population density, taxpayers spend annually around 350 million euro in maintaining 5,865km railway tracks even to many rural towns. Only one rail company operates in Finland, VR Group, which has 5 percent passenger market share (out of which 80 percent are urban trips in Greater Helsinki) and 25 percent cargo market share. Helsinki has an urban rail network.


          The majority of international cargo utilizes ports. Port logistics prices are low. Vuosaari harbour in Helsinki is the largest container port after completion in 2008 and others include Hamina, Hanko, Pori, Rauma, Oulu. There is passenger traffic from Helsinki and Turku, which have ferry connections to Tallinn, Mariehamn, Sweden and several other destination. The Helsinki-Tallinn route, one of the busiest passenger sea routes in the world, is also served by a helicopter line.


          


          Public policy


          Finnish politicians have often emulated other Nordics and the Nordic model. Nordics have been free-trading and relatively welcoming to skilled migrants for over a century, though in Finland immigration is relatively new. The level of protection in commodity trade has been low, except for agricultural products.


          Finland's judiciary is efficient and effective. Finland is highly open to investment and free trade. Finland has top levels of economic freedom in many areas, although there is a heavy tax burden and inflexible job market. Finland is ranked 16th (ninth in Europe) in the 2008 Index of Economic Freedom. Recently, Finland has topped the patents per capita statistics, and overall productivity growth has been strong in areas such as electronics. While the manufacturing sector is thriving, OECD points out that the service sector would benefit substantially from policy improvements. Finland is one of the most fiscally responsible EU countries.


          IMD World Competitiveness Yearbook 2007 ranked Finland 17th most competitive. The World Economic Forum 2008 index ranked Finland the 6th most competitive. In both indicises, Finland's performance was next to Germany and the lowest of Nordics, and significantly higher than most European countries.


          Economists attribute much growth to reforms in the product markets. According to OECD, only four EU-15 countries have less regulated product markets (UK, Ireland, Denmark and Sweden) and only one has less regulated financial markets (Denmark). Nordic countries were pioneers in liberalizing energy, postal, and other markets in Europe. The legal system is clear and business bureaucracy less than most countries. Property rights are well protected and contractual agreements are strictly honored. Finland is rated one of the least corrupted countries in Corruption Perceptions Index. Finland is rated 13th in the Ease of Doing Business Index. It indicates exceptional ease to trade across borders (5th), enforce contracts (7th), and close a business (5th), and exceptional hardship to employ workers (127th) and pay taxes (83rd).


          Finnish job market regulation is a remaining example of Nordic neocorporatist model. In the 1990s, Denmark liberalized its job market, Sweden moved to more flexible decentralized contracts, and Finnish trade unions blocked most reforms. Finnish law forces all workers to obey the national contracts that are drafted every few years for each profession and seniority level. The agreement becomes universally enforceable provided that more than 50% of the employees support it, in practice by being a member of a relevant trade union. The unionization rate is high (70%), especially in the middle class ( AKAVA - 80%). A lack of a national agreement in an industry is considered an exception. More flexibility is generally recommended by economists for various reasons.


          Overall taxation has been reduced to nearly 10 percentage points lower level than in Sweden, but it is still nearly 10 percentage points higher than in Germany. The middle income worker receives only 40% of his income after the median tax wedge and effective marginal tax rates are high. Value-added tax is 22 percent for most items. Capital gains tax and corporate tax are 26 percent, about the EU median. Property taxes are low, but there is a stamp duty of 4% for home sellers. For instance, McKinsey estimates that a worker has to pay around 1600 euro for another worker's 400 euro service when both workers' taxes are counted. Tax cuts have been in every post-depression government's agenda and the overall tax burden is now around 43% of GDP compared to 51.1% in Sweden, 34.7% in Germany, 33.5% in Canada, and 30.5% in Ireland.


          Public consumption is 51.7% of GDP compared to 56.6% in Sweden, 46.9% in Germany, 39.3% in Canada, and 33.5% in Ireland. Much of the taxes are spent on public sector employees, many of which are jobs-for-life and amount to 124,000 state employees and 430,000 municipal employees. That is 113 per 1000 residents (over a quarter of workforce) compared to 74 in the US, 70 in Germany, and 42 in Japan (8% of workforce). The Economist Intelligence Unit's ranking for Finland's e-readiness is high at 13th, compared to 1st for United States, 3rd for Sweden, 5th for Denmark, and 14th for Germany. Also, early and generous retirement schemes have contributed to high pension costs. Social spending such as health or education is around OECD median. Social transfers are also around OECD median. In 2001 Finland outsourced more than most Western European countries, although less than Sweden. Municipalities spend a half of taxes.


          


          Tourism
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          In 2005, Finnish tourism grossed over 6.7 billion with a five percent increase from the previous year. Much of the sudden growth can be attributed to the globalisation and modernisation of the country as well as a rise in positive publicity and awareness. There are many attractions in Finland which attracted over 4 million visitors in 2005.


          The Finnish landscape is covered with thick pine forests, rolling hills and complemented with a labyrinth of lakes and inlets. Much of Finland is pristine and virgin as it contains 35 national parks from the Southern shores of the Gulf of Finland to the high fells of Lapland. It is also an urbanised region with many cultural events and activities.


          Commercial cruises between major coastal and port cities in the Baltic region, including Helsinki, Turku, Tallinn, Stockholm and Travemnde, play a significant role in the local tourism industry. Finland is regarded as the home of Saint Nicholas or Santa Claus, living in the northern Lapland region. Above the Arctic Circle, there is a polar night, a period when the sun doesn't rise for days or weeks, or even months. Lapland, the extreme north of Finland, is so far north that the Aurora Borealis, atmospheric fluorescence, is seen regularly in winter.


          Outdoor activities range from Nordic skiing, golf, fishing, yachting, lake cruises, hiking, kayaking among many others. At Finland's northernmost point, in the heart of summer, the Sun does not completely set for 73 consecutive days. Wildlife is abundant in Finland. Bird-watching is popular for those fond of flying fauna, however hunting is also popular. Elk, reindeer and hare are all common game in Finland. There are many churches, cathedrals, museums and castles. Olavinlinna in Savonlinna hosts the annual Savonlinna Opera Festival. The capital city of Helsinki, on the other hand, is famous for its Grand Duchy era architecture, which resembles that of imperial St. Petersburg.


          


          Culture
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          Throughout Finland's prehistory and history, cultural contacts and influences have concurrently, or at varying times, come from all directions. As a result of 600 years of Swedish rule, Swedish cultural influences are still notable. Today, cultural influences from North America are prominent. Into the twenty-first century, many Finns have contacted cultures from distantly abroad, such as with those in Asia and Africa. Beyond tourism, Finnish youth in particular have been increasing their contact with peoples from outside Finland by travelling abroad to both work and study.


          There are still differences between regions, especially minor differences in accents and vocabulary. Minorities, such as the Sami, Finland Swedes, Romani, and Tatar, maintain their own cultural characteristics. Many Finns are emotionally connected to the countryside and nature, as urbanisation is a relatively recent phenomenon.


          


          Literature


          Though Finnish written language could be said to exist since Mikael Agricola translated the New Testament into Finnish in the sixteenth century as a result of the Protestant Reformation, few notable works of literature were written until the nineteenth century, which saw the beginning of a Finnish national Romantic Movement. This prompted Elias Lnnrot to collect Finnish and Karelian folk poetry and arrange and publish them as Kalevala, the Finnish national epic. The era saw a rise of poets and novelists who wrote in Finnish, notably Aleksis Kivi and Eino Leino.


          After Finland became independent there was a rise of modernist writers, most famously Mika Waltari. Frans Eemil Sillanp was awarded the Nobel Prize in Literature in 1939  so far the only one for a Finnish author. The second World War prompted a return to more national interests in comparison to a more international line of thought, characterized by Vin Linna. Literature in modern Finland is in a healthy state, with detective stories enjoying a particular boom of popularity. Ilkka Remes, a Finnish author of thrillers, is very popular.


          


          Visual arts


          Finns have made major contributions to handicrafts and industrial design. Finland's best-known sculptor of the twentieth century was Win Aaltonen, remembered for his monumental busts and sculptures. Finnish architecture is famous around the world. Among the top of the twentieth century Finnish architects to win international recognition are Eliel Saarinen (designer of the widely recognised Helsinki Central railway station and many other public works) and his son Eero Saarinen. Alvar Aalto, who helped bring the functionalist architecture to Finland, is also famous for his work in furniture and glassware.


          


          Music


          


          Folk music


          Much of the music of Finland is influenced by traditional Karelian melodies and lyrics, as comprised in the Kalevala. Karelian culture is perceived as the purest expression of the Finnic myths and beliefs, less influenced by Germanic influence, in contrast to Finland's position between the East and the West. Finnish folk music has undergone a roots revival in recent decades, and has become a part of popular music.


          Sami music


          The people of northern Finland, Sweden and Norway, the Sami, are known primarily for highly spiritual songs called Joik. The same word sometimes refers to lavlu or vuelie songs, though this is technically incorrect.


          


          Classical and opera
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          The first Finnish opera was written by the German composer Fredrik Pacius in 1852. Pacius also wrote Maamme/Vrt land (Our Land), Finland's national anthem. In the 1890s Finnish nationalism based on the Kalevala spread, and Jean Sibelius became famous for his vocal symphony Kullervo. He soon received a grant to study runo singers in Karelia and continued his rise as the first prominent Finnish musician. In 1899 he composed Finlandia, which played its important role in Finland gaining independence. He remains one of Finland's most popular national figures and is a symbol of the nation.


          Today, Finland has a very lively classical music scene. Finnish classical music has only existed for about a hundred years, and many of the important composers are still alive, such as Magnus Lindberg, Kaija Saariaho, Aulis Sallinen and Einojuhani Rautavaara. The composers are accompanied with a large number of great conductors such as Sakari Oramo, Mikko Franck, Esa-Pekka Salonen, Osmo Vnsk, Jukka-Pekka Saraste, Susanna Mlkki and Leif Segerstam. Some of the internationally acclaimed Finnish classical musicians are Karita Mattila, Soile Isokoski, Kari Kriikku, Pekka Kuusisto, Rka Szilvay and Linda Brava.


          


          Popular music


          Modern Finnish popular music includes a number of prominent rock bands, jazz musicians, hip hop performers, and dance music acts such as Bomfunk MCs and Darude. Finnish electronic music such as the Shk Recordings record label enjoys underground acclaim. Iskelm (coined directly from the German word Schlager, meaning hit) is a traditional Finnish word for a light popular song. Finnish popular music also includes various kinds of dance music; tango, a style of Argentinean music, is also popular. One of the most productive composers of popular music was Toivo Krki, and the most famous singer Olavi Virta (19151972). Among the lyricists, Sauvo Puhtila (born 1928), Reino Helismaa (died 1965) and Veikko "Vexi" Salmi are the most remarkable authors. The composer and bandleader Jimi Tenor is well known for his brand of retro-funk music.


          


          Dance music


          Notable Finnish dance and electronic music artists include Jori Hulkkonen, Darude, JS16, DJ Proteus and DJ Orkidea.


          


          Rock music
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          Finnish rock-music scene emerged in 1960s with pioneers such as Blues Section and Kirka. In the 1970s Finnish rock musicians started to write their own music instead of translating international hits into Finnish. During the decade some progressive rock groups, such as Tasavallan Presidentti and Wigwam, gained respect abroad but failed to make a commercial breakthrough outside Finland. This was also the fate of the rock and roll group Hurriganes. The Finnish punk scene produced some internationally acknowledged names including Terveet Kdet in 1980s. Hanoi Rocks was a pioneering 1980s- glam rock act that left perhaps a deeper mark in the history of popular music than any other Finnish group, giving inspiration for Guns N' Roses.


          In the 2000s, other Finnish rock bands started to sell well internationally. The Rasmus became more known in Europe (and other places, like South America) in the 2000s. Their 2003 album Dead Letters sold 1.5 million units worldwide and garnered them eight gold and five platinum album designations. But so far the most successful Finnish band in the United States has been HIM; they were the first band from Finland to ever sell an album that was certified gold by the RIAA.


          


          Cinema
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          In film industry, notable directors include Aki Kaurismki, Timo Koivusalo, Aleksi Mkel and Klaus Hr. Hollywood film director/producer Renny Harlin (born Renny Lauri Mauritz Harjola) was born in Finland.


          Cuisine
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          Traditional Finnish cuisine is a combination of European, Fennoscandian and Western Russian elements; table manners are European. The food is generally simple, fresh and healthy. Fish, meat, berries and ground vegetables are typical ingredients whereas spices are not common due to their historical unavailability. In years past, Finnish food often varied from region to region, most notably between the west and east. In coastal and lakeside villages, fish was a main feature of cooking, whereas in the eastern and also northern regions, vegetables and reindeer were more common. The prototypical breakfast is oatmeal or other continental-style foods such as bread. Lunch is usually a full warm meal, served by a canteen at workplaces. Dinner is eaten at around 17.00 to 18.00 at home.


          Modern Finnish cuisine combines country fare and haute cuisine with contemporary continental cooking style. Today, spices are a prominent ingredient in many modern Finnish recipes, having been adopted from the east and west in recent decades.


          


          Public holidays


          All official holidays in Finland are established by acts of Parliament. The official holidays can be divided into Christian and secular holidays, although some of the Christian holidays have replaced holidays of pagan origin. The main Christian holidays are Christmas, Epiphany, Easter, Ascension Day, Pentecost, and All Saints Day. The secular holidays are New Year's Day, May Day, Midsummer Day, and the Independence Day. Christmas is the most extensively celebrated holiday: usually at least 23rd to 26th of December are holidays.


          In addition to this, all Sundays are official holidays, but they are not as important as the special holidays. The names of the Sundays follow the liturgical calendar and they can be categorised as Christian holidays. When the standard working week in Finland was reduced to 40 hours by an act of Parliament, it also meant that all Saturdays became a sort of de facto public holidays, though not official ones. Easter Sunday and Pentecost are Sundays that form part of a main holiday and they are preceded by a kind of special Saturdays. Retail stores are prohibited by law from doing business on Sundays, except during the summer months (May through August) and in the pre-Christmas season (November and December). Business locations that have less than 400 square metres of floor space are allowed Sunday business throughout the year, with the exception of official holidays and certain Sundays, such as Mother's Day and Father's Day.


          


          Sports
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          Various sporting events are popular in Finland. Pespallo (reminiscent of baseball) is the national sport of Finland, although the most popular sports in Finland in terms of media coverage are Formula One, ice hockey and football. The Finnish national ice hockey team is considered one of the best in the world. During the past century there has been a rivalry in sporting between Finland and Sweden, mostly in ice hockey and athletics ( Finland-Sweden athletics international). Jari Kurri and Teemu Selnne are the two Finnish-born ice hockey players to have scored 500 goals in their NHL careers. Football is also popular in Finland, though the national football team has never qualified for a finals tournament of the World Cup or the European Championships. Jari Litmanen and Sami Hyypi are the most internationally renowned of the Finnish football players.


          Relative to its population, Finland has been a top country in the world in automobile racing, measured by international success. Finland has produced three Formula One World Champions  Keke Rosberg ( Williams, 1982), Mika Hkkinen ( McLaren, 1998 and 1999) and Kimi Rikknen ( Ferrari, 2007). Along with Rikknen, the other Finnish Formula One driver currently active is Heikki Kovalainen ( McLaren). Rosberg's son, Nico Rosberg ( Williams), is also currently driving, but under his mother's German nationality. Other notable Finnish Grand Prix drivers include Leo Kinnunen, JJ Lehto and Mika Salo. Finland has also produced most of the world's best rally drivers, including the ex- WRC World Champion drivers Marcus Grnholm, Juha Kankkunen, Hannu Mikkola, Tommi Mkinen, Timo Salonen and Ari Vatanen. The only Finn to have won a road racing World Championship, Jarno Saarinen, was killed in 1973 while racing.


          Among winter sports, Finland has been the most successful country in ski jumping, with former ski jumper Matti Nyknen being arguably the best ever in that sport. Most notably, he won five Olympic medals (four gold) and nine World Championships medals (five gold). Among currently active Finnish ski jumpers, Janne Ahonen has been the most successful. Kalle Palander is a well-known alpine skiing winner, who won the World Championship and Crystal Ball (twice, in Kitzbhel). Tanja Poutiainen has won an Olympic silver medal for alpine skiing, as well as multiple FIS World Cup races.


          Some of the most outstanding athletes from the past include Hannes Kolehmainen (18901966), Paavo Nurmi (18971973) and Ville Ritola (18961982) who won eighteen gold and seven silver Olympic medals in the 1910s and 1920s. They are also considered to be the first of a generation of great Finnish middle and long-distance runners (and subsequently, other great Finnish sportsmen) often named the " Flying Finns". Another long-distance runner, Lasse Virn (born 1949), won a total of four gold medals during the 1972 and 1976 Summer Olympics.


          Also, in the past, Riku Kiri, Jouko Ahola and Janne Virtanen have been the greatest strength athletes in the country, participating in the World's Strongest Man competition between 1993 and 2000.


          The 1952 Summer Olympics, officially known as the Games of the XV Olympiad, were held in 1952 in Helsinki, Finland. Other notable sporting events held in Finland include the 1983 and 2005 World Championships in Athletics, among others.


          Some of the most popular recreational sports and activities include floorball, Nordic walking, running, cycling and skiing.


          


          Finnishness


          
            	List of Finns


            	Suuret suomalaiset  a list of the "100 Greatest Finns" of all time as voted by the Finnish people in 2004.

          


          Below are listed some of the characteristics of Finnishness. The term "Finnishness" is often referred to as the national identity of the Finnish people and its culture.
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            	Finnish Maiden


            	 a figure of national personification symbolising Finland


            	Kalevala


            	 the national epic of Finland, and Finnish mythology in general


            	Kantele


            	 traditional musical instrument


            	Mmmi


            	 traditional Easter food


            	Kalakukko


            	 traditional Savonian food


            	Mustamakkara


            	 traditional blood sausage from Tampere


            	Karelian pasties


            	 traditional pasties from the region of Karelia


            	Joulupukki


            	 Father Christmas/Santa Claus


            	Jean Sibelius


            	 one of the most popular national figures (composer of the symphonic poem Finlandia (symphonic poem) Finlandia)


            	Sauna


            	 a Finnish national institution (see also Finnish sauna)


            	Sisu


            	 will, determination, perseverance, mental fortitude


            	Puukko


            	 traditional Finnish style woodcraft belt-knife


            	Talkoot


            	 community work


            	Ice swimming


            	 swimming in a body of water with a frozen crust of ice


            	Nordic walking


            	 a recreational sport first popularized in Finland


            	Salmiakki


            	 salty liquorice


            	Sahti


            	 traditional beer


            	Koskenkorva


            	 Finnish vodka


            	Reilu meininki


            	 fair play


            	Flying Finn


            	 a nickname given to notable Finnish sportsmen (originated with Olympic medalist Hannes Kolehmainen)

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Finland"
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              U.S. Air Force Airmen from the 20th Civil Engineer Squadron Fire Protection Flight neutralize a live fire during a field training exercise.
            

          


          Fire is the heat and light energy released during a chemical reaction, in particular a combustion reaction. Depending on the substances alight, and any impurities within, the colour of the flame and the fire's intensity might vary.


          


          Chemistry


          


          Flaming fires
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              "Flaming" cocktails contain high-proof spirits which are ignited prior to consumption.
            

          


          Flaming fires involve the chemical oxidation of a fuel ( combustion or release of energy) with associated flame, heat, and light. The flame itself occurs within a region of gas where intense exothermic reactions are taking place. An exothermic reaction is a chemical reaction whereby heat and energy are released as a substance changes to a more stable chemical form (in the case of fire, usually generating carbon dioxide and water). As chemical reactions occur within the fuel being burned, light and heat are released. Depending upon the specific chemical and physical change taking place within the fuel, the flame may or may not emit light in the visible spectrum. For example, burning alcohol or burning hydrogen is usually invisible to the naked eye although the heat given off is tremendous.


          The visible flame has little mass, and it is comprised of luminous gases which emit energy (photons) as part of the oxidation process. The colour of the flame is dependent upon the energy level of the photons emitted. Lower energy levels produce colors toward the red end of the light spectrum while higher energy levels produce colors toward the blue end of the spectrum. The hottest flames are white in appearance. The colour of a fire may also be affected by chemical elements in the flame, such as barium giving a green flame colour. The flame colour depends also on the unoxidized carbon particles. In some cases there is a partial fuel oxidation due to oxygen lack in the central part of the flame, where combustion reactions take place. In such cases the unoxidized hot carbon particles emit radiation in the light spectrum, resulting in a yellow/red flame, such that of a common house fireplace.


          


          Chemical reaction
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          Fires start when a flammable and/or a combustible material with an adequate supply of oxygen or another oxidizer is subjected to enough heat and is able to sustain a chain reaction. This is commonly called the fire tetrahedron. No fire can exist without all of these elements being in place.


          Once ignited, a chain reaction must take place whereby fires can sustain their own heat by the further release of heat energy in the process of combustion and may propagate, provided there is a continuous supply of an oxidizer and fuel.


          Fire can be extinguished by removing any one of the elements of the fire tetrahedron. Fire extinguishing by the application of water acts by removing heat from the fuel faster than combustion generates it. Application of carbon dioxide is intended primarily to starve the fire of oxygen. A forest fire may be fought by starting smaller fires in advance of the main blaze, to deprive it of fuel. Other gaseous fire suppression agents, such as halon or HFC-227, interfere with the chemical reaction itself.


          


          Flame
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          A flame is an exothermic, self-sustaining, oxidizing chemical reaction producing energy and glowing hot matter, of which a very small portion is plasma. It consists of reacting gases and solids emitting visible and infrared light, the frequency spectrum of which depends on the chemical composition of the burning elements and intermediate reaction products.


          In many cases, such as the burning of organic matter, for example wood, or the incomplete combustion of gas, incandescent solid particles called soot produce the familiar red-orange glow of 'fire'. This light has a continuous spectrum. Complete combustion of gas has a dim blue colour due to the emission of single-wavelength radiation from various electron transitions in the excited molecules formed in the flame. Usually oxygen is involved, but hydrogen burning in chlorine also produces a flame, producing hydrogen chloride (HCl). Other possible combinations producing flames, amongst many more, are fluorine and hydrogen, and hydrazine and nitrogen tetroxide.


          The glow of a flame is complex. Black-body radiation is emitted from soot, gas, and fuel particles, though the soot particles are too small to behave like perfect blackbodies. There is also photon emission by de-excited atoms and molecules in the gases. Much of the radiation is emitted in the visible and infrared bands. The colour depends on temperature for the black-body radiation, and on chemical makeup for the emission spectra. The dominant color in a flame changes with temperature. The photo of the forest fire is an excellent example of this variation. Near the ground, where most burning is occurring, the fire is white, the hottest color possible for organic material in general, or yellow. Above the yellow region, the colour changes to orange, which is cooler, then red, which is cooler still. Above the red region, combustion no longer occurs, and the uncombusted carbon particles are visible as black smoke.


          The National Aeronautics and Space Administration (NASA) of the United States has recently found that gravity plays a role. Modifying the gravity causes different flame types. The common distribution of a flame under normal gravity conditions depends on convection, as soot tends to rise to the top of a general flame, as in a candle in normal gravity conditions, making it yellow. In microgravity or zero gravity, such as an environment in outer space, convection no longer occurs, and the flame becomes spherical, with a tendency to become more blue and more efficient (although it will go out if not moved steadily, as the CO2 from combustion does not disperse in microgravity, and tends to smother the flame). There are several possible explanations for this difference, of which the most likely is that the temperature is evenly distributed enough that soot is not formed and complete combustion occurs. Experiments by NASA reveal that diffusion flames in microgravity allow more soot to be completely oxidized after they are produced than diffusion flames on Earth, because of a series of mechanisms that behave differently in microgravity when compared to normal gravity conditions. These discoveries have potential applications in applied science and industry, especially concerning fuel efficiency.


          In combustion engines, various steps are taken to eliminate a flame. The method depends mainly on whether the fuel is oil, wood, or a high-energy fuel such as jet fuel.


          


          Typical temperatures of fires and flames


          
            	Oxyhydrogen flame: 2000 C or above (3645 F)


            	Bunsen burner flame: 1300 to 1600 C (2372 to 2912 F)


            	Blowtorch flame: 1,300 C (2372 F)


            	Candle flame: 1000 C (1832 F)


            	Smoldering cigarette:

              
                	Temperature without drawing: side of the lit portion; 400 C (750 F); middle of the lit portion: 585 C (1110 F)


                	Temperature during drawing: middle of the lit portion: 700 C (1290 F)


                	Always hotter in the middle.

              

            

          


          


          Temperatures of flames by appearance


          The temperature of flames with carbon particles emitting light can be assessed by their colour:


          
            	Red

              
                	Just visible: 525 C (977 F)


                	Dull: 700 C (1290 F)


                	Cherry, dull: 800 C (1470 F)


                	Cherry, full: 900 C (1650 F)


                	Cherry, clear: 1000 C (1830 F)

              

            


            	Orange

              
                	Deep: 1100 C (2010 F)


                	Clear: 1200 C (2190 F)

              

            


            	White

              
                	Whitish: 1300 C (2370 F)


                	Bright: 1400 C (2550 F)


                	Dazzling: 1500 C (2730 F)

              

            

          


          


          Controlling Fire
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          The ability to control fire was a major change in the habits of early humans. Making fire to generate heat and light made it possible for people to cook food, increasing the variety and availability of nutrients. Fire also kept nocturnal predators at bay. Archaeology indicates that ancestors or relatives of modern humans might have controlled fire as early as 790,000 years ago. The Cradle of Humankind site has evidence for controlled fire from 1 to 1.8 million years ago.


          By the Neolithic Revolution, during the introduction of grain based agriculture, people all over the world used fire as a tool in landscape management. These fires were typically controlled burns or "cool fires", as opposed to uncontrolled "hot fires" that damage the soil. Hot fires destroy plants and animals, and endanger communities. This is especially a problem in the forests of today where traditional burning is prevented in order to encourage the growth of timber crops. Cool fires are generally conducted in the spring and fall. They clear undergrowth, burning up biomass that could trigger a hot fire should it get too dense. They provide a greater variety of environments, which encourages game and plant diversity. For humans, they make dense, impassable forests traversable.


          The first technical application of the fire may have been the extracting and treating of metals. There are numerous modern applications of fire. In its broadest sense, fire is used by nearly every human being on earth in a controlled setting every day. Users of internal combustion vehicles employ fire every time they drive. Thermal power stations provide electricity for a large percentage of humanity.


          The use of fire in warfare has a long history. Hunter-gatherer groups around the world have been noted as using grass and forest fires to injure their enemies and destroy their ability to find food, so it can be assumed that fire has been used in warfare for as long as humans have had the knowledge to control it. Homer detailed the use of fire by Greek commandos who hid in a wooden horse to burn Troy during the Trojan war. Later the Byzantine fleet used Greek fire to attack ships and men. In the First World War, the first modern flamethrowers were used by infantry, and were successfully mounted on armoured vehicles in the Second World War. In the latter war, incendiary bombs were used by Axis and Allies alike, notably on Rotterdam, London, Hamburg and, notoriously, at Dresden, in the latter two cases firestorms were deliberately caused in which a ring of fire surrounding each city was drawn inward by an updraft caused by a central cluster of fires. The United States Army Air Force also extensively used incendiaries against Japanese targets in the latter months of the war, devastating entire cities constructed primarily of wood and paper houses. In the Second World War, the use of napalm and molotov cocktails was popularized, though the former did not gain public attention until the Vietnam War. More recently many villages were burned during the Rwandan Genocide.


          


          Fire and fuel
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          Setting fuel aflame releases usable energy. Wood was a prehistoric fuel, and is still viable today. The use of fossil fuels, such as petroleum, natural gas and coal, in power plants supplies the vast majority of the world's electricity today; the International Energy Agency states that nearly 80% of the world's power comes from these sources. The fire in a power station is used to heat water, creating steam that drives turbines. The turbines then spin an electric generator to produce power.


          The unburnable solid remains of a combustible material left after a fire is called clinker if its melting point is below the flame temperature, so that it fuses and then solidifies as it cools, and ash if its melting point is above the flame temperature. Incomplete combustion of a carbonaceous fuel can result in the production of soot.



          


          Fire protection and prevention
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          Fire fighting services are provided in most developed areas to extinguish or contain uncontrolled fires. Trained firefighters use fire trucks, water supply resources such as water mains and fire hydrants or they might use A and B class foam depending on what is feeding the fire. An array of other equipment to combat the spread of fires.


          Fire prevention is intended to reduce sources of ignition, and is partially focused on programs to educate people from starting fires. Buildings, especially schools and tall buildings, often conduct fire drills to inform and prepare citizens on how to react to a building fire. Purposely starting destructive fires constitutes arson and is a criminal offense in most jurisdictions.


          Model building codes require passive fire protection and active fire protection systems to minimize damage resulting from a fire. The most common form of active fire protection is fire sprinklers. To maximize passive fire protection of buildings, building materials and furnishings in most developed countries are tested for fire-resistance, combustibility and flammability. Upholstery, carpeting and plastics used in vehicles and vessels are also tested.


          


          Fire classifications


          In order to facilitate consistent extinguishment approaches, and maximize occupant and fire fighter safety, fires are classified using code letters in many countries. Below is a table showing the standard operated in Europe and Australasia against the system used in the United States.


          
            
              	Type of Fire

              	European/Australian Classification

              	United States Classification
            


            
              	Fires that involve flammable solids such as wood, cloth, rubber, paper, and some types of plastics.

              	Class A

              	Class A
            


            
              	Fires that involve flammable liquids or liquifiable solids such as petrol/gasoline, oil, paint, some waxes & plastics, but not cooking fats or oils

              	Class B

              	Class B
            


            
              	Fires that involve flammable gases, such as natural gas, hydrogen, propane, butane

              	Class C
            


            
              	Fires that involve combustible metals, such as sodium, magnesium, and potassium

              	Class D

              	Class D
            


            
              	Fires that involve any of the materials found in Class A and B fires, but with the introduction of an electrical appliances, wiring, or other electrically energized objects in the vicinity of the fire, with a resultant electrical shock risk if a conductive agent is used to control the fire

              	Class E

              	Class C
            


            
              	Fires involving cooking fats and oils. The high temperature of the oils when on fire far exceeds that of other flammable liquids making normal extinguishing agents ineffective.

              	Class F

              	Class K
            

          


          


          Burns


          Fire causes injury in forms of first-, second-, and third-degree burns. A first-degree burn damages the epidermis only, while a second-degree burn goes through the epidermis and dermis. A third-degree burn destroys both the epidermis and dermis, and kills all nerve receptors underneath the skin. A common result of second- and third-degree burns is large amounts of granulation tissue, or scar tissue, in place of the burnt skin.


          


          Practical uses
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          Fire is or has been used:


          
            	For light, heat (for cooking, survival and comfort), and protection


            	As a weapon of warfare, especially during ancient and medieval times, but also used in modern day warfare


            	For fire-stick farming


            	For cremation


            	For welding


            	For celebration (such as, birthday candles)


            	For back-burning in fighting fires


            	For controlled burn-offs for preventing wildfires


            	For controlled burn-offs to clear land for agriculture
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          A firearm is a device that can be used as a weapon that fires either single or multiple projectiles propelled at high velocity by the gases produced through rapid, confined burning of a propellant. This process of rapid burning is technically known as deflagration. In older firearms, this propellant was typically black powder, but modern firearms use smokeless powder, cordite, or other propellants. Most modern firearms (with the notable exception of smoothbore shotguns) have rifled barrels to impart spin to the projectile for improved flight stability.


          


          Background


          The term ' gun' is often used as a synonym for firearm, but in specialist or military use has a restricted sensereferring only to an artillery piece with a relatively high muzzle velocity, such as a field gun, a tank gun, an anti-tank gun, or a gun used in the delivery of naval gunfire. Guns are distinct from howitzers and mortars, which have lower muzzle velocities and, typically, higher trajectories. Hand-held firearms, like rifles, carbines, pistols and other small firearms are rarely called "guns" in the restricted sense among specialists. Machine guns fire small caliber ammunition (generally 14.5mm or smaller), and many machine guns are crew served firearms, requiring the services of more than one crewman, just like artillery guns. Generally, an automatic firearm designed for a single user is referred to as an automatic rifle. However, the US BATFE considers any firearm which dispenses more than one round with a single manipulation of the firing device to be a "machine gun" for regulatory purposes. Other terms, including "firearm" itself, have been defined in specialized ad hoc ways by various legislation.


          In recent centuries, firearms have become the predominant weapons used by mankind. Modern warfare since the late Renaissance has relied upon firearms, with wide-ranging effects on military history and history in general. This created a whole new kind of battle, which molded modern-era armies.


          For handguns and long guns, the projectile is a bullet, or in historical cannons, a cannonball. The projectile is fired by the burning of the propellant, but in small arms rarely contains explosives itself. The use of expanding (e.g. hollow-point) small-arms ammunition in warfare is banned by the Hague Convention. For modern artillery the projectile is a shell, which almost always contains explosives.


          Until the mid-1800s, projectiles and propellant (black powder) were generally separate components used in a muzzle-loading firearm such as a rifle, pistol, or cannon. Sometimes for convenience a suitable amount of powder and a bullet were wrapped in a paper package, known as a cartridge. This evolved into the form of a tubular metal casing enclosing a primary igniter (primer) and the powder charge, with the projectile press-fit into the end of the casing opposite the primer. Cartridge ammunition was widely adopted, and as of the first World War it had become the primary form of ammunition for small arms, tanks, and artillery. Mortars use a similar concept of encapsulation; however the projectile and casing are generally a single piece that is launched from the firearm. Some short-range naval guns use cased ammunition, but many battleship and cruiser main guns use a shell and separate bagged powder measures, which are selected according to the desired ballistic path.


          A distinction is sometimes made between the projectile itself as the weapon and the firearm as a weapons platform. In some cases, the firearm can be used directly as a weapon without firing a projectile, although this is virtually always a secondary method of attack used in close combat. For example, arms such as rifles, muskets, and occasionally submachine guns can have bayonets affixed to them, becoming in effect a spear or pike. With some notable exceptions, the stock of a long gun can be used as a club. It is also possible to strike someone with the barrel of a firearm or grasp it by the barrel or grip and strike someone with the butt, which is informally called "pistol-whipping".


          A problem for firearms is the accumulation of waste products from the partial combustion of propellants, metallic residue from the bullet itself, and small flecks of the cartridge case, known as fouling or gunshot residue. These waste products can interfere with the internal functions of the firearm. As a result, regularly used firearms must be periodically partially disassembled, cleaned and lubricated to ensure the firearms reliability.


          Firearms may sometimes be referred to as small arms. Small arms are firearms which can be carried by a single individual. According to international conventions governing the Laws of War, small arms are defined (with some exceptions) as firearms which fire a projectile not in excess of 15 mm (0.60 inches) in diameter. Small arms are aimed visually at their targets by hand using optical sights. The range of accuracy for small arms is generally limited to about one mile (1600m), usually considerably less, although the current record for a successful sniper attack is slightly more than 1.5 miles (2.4km). Artillery guns are much larger than these firearms, mounted on a movable carriage, having bores of up to 18 inches (46cm) and possibly weighing many tons. Artillery can be accurate at ranges of up to about 26 miles (42km) and, with some notable exceptions (ex. tank guns), are aimed using altitude/azimuth settings. Strictly speaking, such weapons are not firearms.


          The direct ancestor of the firearm is the fire-lance, a gunpowder-filled tube attached to the end of a spear and used as a flamethrower; shrapnel was sometimes placed in the barrel so that it would fly out together with the flames. The fire-lance had developed into the gun by the 1100s, the date of the earliest known depiction of a gun, a sculpture from a cave in Sichuan. The earliest European documentation of the gun is Walter de Milemete's De Nobilitatibus, Sapientiis, et Prudentiis Regum from 1326. The earliest Islamic documentation of gunpowder is from the work of the 13th century scientist Hasan al-Rammah. Gunpowder arrived in India by the mid-1300s, but could have been introduced by the Mongols perhaps as early as the mid-1200s.
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          The Arabic engineer and chemist Hasan al-Rammah, in The Book of Military Horsemanship and Ingenious War Devices, described the earliest known recipes for an explosive gunpowder effect, some of which were almost identical to the ideal composition for explosive gunpowder used in modern times (75% saltpetre (KNO3), 10% sulfur, 15% carbon), such as the tayyar "rocket" (75 parts saltpetre, 8 sulfur, and 15 carbon, by weight) and the tayyar buruq "lightning rocket" (74 parts saltpetre, 10 sulfur, 15 carbon). He states in his book that many of these recipes were known to his father and grandfather, hence dating back to at least the late 12th century. The earliest known military applications of these explosive gunpowder compositions were the explosive hand cannons first used by the Egyptians to repel the Mongols at the Battle of Ain Jalut in 1260.


          The invention of torpedoes also occurred in the Muslim world, and were driven by a rocket system. The works of Hasan al-Rammah in Syria in 1275 shows illustrations of a torpedo running on water with a rocket system filled with explosive materials and having three firing points. The first supergun was the Great Turkish Bombard, used by the troops of Mehmed II to capture Constantinople in 1453. It had a 762 mm bore, and fired 680 kg (1500 lb) stones.


          By the 13th century, explosive projectiles were being used by the Mongols in their invasions of Japan. A set of scrolls commissioned by Takezaki Suenaga, a Japanese warrior who fought against the Mongols, depict the Mongols use of an exploding shell, known as a teppo. In addition, several more explosive shells have been discovered off the coast of Japan where several ships of the Mongol fleet sank during their second invasion.


          While firearms were beginning to form throughout Southeast Asia, the spread of gunpowder and its uses in weaponry also came to Portugal and Morocco. In 1415, the Portuguese invaded the Mediterranean port town of Ceuta. While it is difficult to confirm the use of firearms in the siege of the city, it is known that the Portuguese defended it thereafter with firearms, namely bombardas, colebratas, and falconetes. In 1419, Sultan Abu Said led an army to reconquer the fallen city, and Moroccans brought cannons and used them in the assault on Ceuta. Finally, hand-held firearms and riflemen appear in Morocco, in 1437, in an expedition against the people of Tangiers. It is clear that these weapons had developed into several different forms, from small guns to large artillery units.
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          The artillery revolution in Europe caught on during the Hundred Years War and changed the way that battles were fought. In the following year, the English used a gunpowder weapon in a military campaign against the Scottish. However, at this time, the cannons used in battle were very small and not particularly powerful. Cannons were only useful for the defense of a castle, as demonstrated in the battle of Breteuil in 1356, when the besieged English used a cannon to destroy an attacking French assault tower. By the end of the 14th century, cannons were only powerful enough to knock in roofs, and therefore could not penetrate castle walls. However, a major change occurred between 1420-1430, when artillery became much more powerful and could now batter strongholds and fortresses quite efficiently. Both the English, French, and Burgundians advanced in military technology, and as a result the traditional advantage that went to the defense in a siege was lost. The cannons during this period were elongated, and the recipe for gunpowder was improved to make it three times as powerful as before. These changes led to the increased power in the artillery weapons of the time.


          During the Hundred Years War, Joan of Arc encountered gunpowder weaponry several times. When she led the French against the English at the Battle of Tourelles, in 1429, she faced heavy gunpowder fortifications, and yet her troops prevailed in that battle. In addition, she led assaults against the English-held towns of Jargeau, Meung, and Beaugency, all with the support of large artillery units. When she led the assault on Paris, Joan faced stiff artillery fire, especially from the suburb of St. Denis, which ultimately led to her defeat in this battle. In April 1430, she went to battle against the Burgundians, whose support was purchased by the English. At this time, the Burgundians had the strongest and largest gunpowder arsenal among the European powers, and yet the French, under Joan of Arcs leadership, were able to beat back the Burgundians and defend themselves. As a result, most of the battles of the Hundred Years War that Joan of Arc participated in were fought with gunpowder artillery.


          Gunpowder use in artillery had spread as far as Europe by 1500. Cannons as well as small firearms were being used by this time, and as a result warfare changed dramatically during this period. Gunpowder weapons now had widespread use in battle from this point on.



          


          Small arms


          


          Handgun


          The smallest of all small arms is the handgun (or pistol). There are three common types of handguns: single-shot pistols (more common historically), revolvers, and semi-automatic pistols. Revolvers have a number of firing chambers or "charge holes" in a revolving cylinder; each chamber in the cylinder is loaded with a single cartridge. Semi-automatic pistols have a single fixed firing chamber machined into the rear of the barrel, and a removable magazine so they can be used to fire more than one round. The Italian-made Mateba revolver is a rare "hybrid," a semi-automatic revolver. Each press of the trigger fires a cartridge and rotates the cylinder so that the next cartridge may be fired immediately. The British firearms firm Webley also made an "automatic revolver" around the turn of the 20th century.


          Handguns differ from rifles and shotguns in that they are smaller, lack a shoulder stock (though some pistols like the Luger and Browning Hi-Power accept a removable stock allowing its use as a carbine), are usually chambered for less-powerful cartridges, and are designed to be fired with one or two hands. While the term "pistol" can be properly used to describe any handgun, it is common to refer to a single-shot or auto-loading handgun as a "pistol" and a revolver as a "revolver".


          The term "automatic pistol" is sometimes used and is somewhat misleading in that the term 'automatic' does not refer to the firing mechanism, but rather the reloading mechanism. When fired, an automatic pistol uses recoil and/or propellant gases to automatically extract the spent cartridge and insert a fresh one from a magazine. Usually (but not always) the firing mechanism is automatically cocked as well. An automatic pistol fires one shot per trigger pull, unlike an automatic firearm such as a machine gun, which fires as long as the trigger is held down and there are unspent cartridges in the chamber or magazine. There are, however, some fully automatic handguns (often referred to as machine pistols) so, to avoid such ambiguity and confusion, the term semi-automatic is preferred when referring to a firearm that fires only one shot per trigger pull.


          Prior to the 19th century, all handguns were single-shot muzzleloaders. With the invention of the revolver in 1818, handguns capable of holding multiple rounds became popular. At the end of the 20th century, most handguns were semi-automatic, although revolvers were still widely used. Generally speaking, military and police forces use semi-automatic pistols due to their high magazine capacities (10 to 17 or, in some cases, over 25 rounds of ammunition) and ability to rapidly reload by simply removing the empty magazine and inserting a loaded one. Handgun hunters use revolvers almost exclusively because hunting cartridges are generally much more powerful than semi-automatic pistol cartridges (which are designed for self-defense) and the strength, simplicity and durability of the revolver design is well-suited to them.


          Handguns come in many shapes and sizes. For example, the " derringer" (a generic term based on the mid-19th century "Deringer" brand name) is a very small, short-barreled handgun, usually with one or two barrels but sometimes more (some 19th century derringers had four barrels) that have to be manually reloaded after being fired. Carefully matched single-shot duelling pistols were used primarily in the 18th and 19th centuries to settle serious differences among "gentlemen": Alexander Hamilton and Aaron Burr are probably the most prominent Americans who used duelling pistols to settle their differences. Fully automatic, relatively easily concealed machine pistols, such as the MAC-10, Glock 18, and the Beretta 93R, were a late 20th century development.


          Handguns are small and usually made to be carried in a holster, thus leaving both hands free. Small handguns can be easily concealed, thus making them a very common choice for personal protection. In the military, handguns are usually issued to those who are not expected to need more potent firearms, such as general and staff officers, and to those for whom there is no room for a full-sized rifle, such as vehicle crews. In this last role, they often compete with the carbine, a short, light rifle, which is also usually issued to airborne infantry because of its small size. Outside the military, handguns are the usual armament for police and, where legal, for private citizens.


          Private citizens in most jurisdictions usually carry only concealed handguns in public except when hunting, since an unconcealed firearm would attract undue attention, and would therefore be less secure, although there are significant numbers of states in the US that continue to permit open carry of handguns. In the United States, the number of states which permit concealed carry has recently grown to over 35, and several states have well over 200,000 permit holders. Despite Second Amendment constitutional roots in the United States, the concept of citizens carrying a concealed firearm for self-defense is often a contentious political issue; see gun politics for more information.


          Handguns are also used for many sporting purposes and hunting, although hunting usage is usually viewed as somewhat atypical due to the limited range and accuracy of handguns. Some hunters, however, do their hunting in areas of dense cover where long guns would be awkward, or they relish the increased challenge involved in handgun hunting due to the necessity of approaching the game animal more closely. Small-bore (e.g. .22 caliber rimfire) handguns have long been very popular for competitive target shooting, partially due to the low cost of both the firearms and the ammunition, and there is also a rapidly growing number of sporting competitions for larger calibers.


          


          Long guns


          Most modern long guns are either rifles or shotguns. Historically, a long smoothbore firearm was known as a musket. A rifle has a rifled barrel that fires single bullets, while a shotgun fires packets of shot, a single slug, a sabot, or a specialty round (such as tear gas, bolo shell, or a breaching round). Rifles have a very small impact area but a long range and high accuracy. Shotguns have a large impact area with considerably less range and accuracy. However, the larger impact area can compensate for reduced accuracy, since shot spreads during flight; consequently, in hunting, shotguns are used for flying game.


          Rifles and shotguns are commonly used for hunting and often to defend a home or place of business. Usually, large game are hunted with rifles (although shotguns can be used), while birds are hunted with shotguns. Shotguns are sometimes preferred for defending a home or business due to their wide impact area, multiple wound tracks (when using buckshot), shorter range, and reduced penetration of walls, which significantly reduces the likelihood of unintended harm, although the handgun is also common.


          There are a variety of types of rifles and shotguns based on the method they are reloaded. Bolt-action and lever-action rifles are manually operated. Manipulation of the bolt or the lever causes the spent cartridge to be removed, the firing mechanism recocked, and a fresh cartridge inserted. These two types of action are almost exclusively used by rifles. Slide-action (commonly called 'pump-action') rifles and shotguns are manually cycled by shuttling the foregrip of the firearm back and forth. This type of action is typically used by shotguns, but several major manufacturers make rifles that use this action.


          Automatic and semi-automatic rifles and shotguns both use either recoil or propellant gases to operate the firing mechanism that extracts and loads cartridges and recocks the firing mechanism. Semi-automatics employ an interrupter mechanism to only fire one shot per pull of the trigger, while full automatics do not have such a system and can fire multiple shots with a single pull of the trigger.


          Both rifles and shotguns also come in break-action varieties that do not have any kind of reloading mechanism at all but must be hand-loaded after each shot. Both rifles and shotguns come in single- and double-barreled varieties; however due to the expense and difficulty of manufacturing, double-barreled rifles are rare. Double-barreled rifles are typically intended for African big-game hunts where the animals are dangerous, ranges are short, and speed is of the essence. Very large and powerful calibers are normal for these firearms.


          Rifles have been in nationally featured marksmanship events in Europe and the United States since at least the 18th century, when rifles were first becoming widely available. One of the earliest purely "American" rifle-shooting competitions took place in 1775, when Daniel Morgan was recruiting sharpshooters in Virginia for the impending American War of Independence. In some countries, rifle marksmanship is still a matter of national pride. Some specialized rifles in the larger calibers are claimed to have an accurate range of up to about one mile (1600m), although most have considerably less. In the second half of the 20th century, competitive shotgun sports became perhaps even more popular than riflery, largely due to the motion and immediate feedback in activities such as skeet, trap and sporting clays.


          One of the most popular automatic rifles in the world is the Soviet AK-47. It served in the Soviet army as standard infantry firearm issue, as well as in many other Eastern Bloc states, and is still used as standard military equipment in some former Warsaw Pact countries. As over 100 million AK-47s were manufactured, it has also become the firearm of choice worldwide for many terrorist organizations. A semi-automatic version of this firearm is available in many locales where fully automatic firearms are not available.


          



          


          Automatic weapons


          An automatic weapon is a firearm capable of firing multiple rounds with one pull of the trigger. The Gatling gun was an early crank-operated weapon that may have been the first automatic weapon, though the modern trigger-actuated machine gun was not widely introduced until the First World War with the German " Spandau" and British Lewis gun. Automatic weapons are largely restricted to military and paramilitary organizations, though many automatic designs are infamous for their use by organized crime.


          Automatic firearms have long been available to US civilians, under increasingly restrictive conditions. Importation of machine guns for civilian sale in the US was banned by the Gun Control Act of 1968. The Hughes Amendment to the Firearm Owners Protection Act now prohibits US civilian ownership or transfer of automatic weapons unless they were registered before 1986-05-19. Non-prohibited automatic weapons can be legally transferred to civilians who pay a substantial tax to the BATFE and pass a background investigation, although permission must be received from BATFE to move a machine gun between states. An extremely limited number of US citizens have special permits from the BATFE to buy, and even import, automatic weapons produced and registered after 1986. The use of such weapons is tightly restricted to the film industry under direct supervision of the master of arms holding the permit, and the weapons are often altered so they will not fire "factory" ammunition, but rather only special "light-primer" blank cartridges produced specifically for the film industry. This arrangement allows weapons first produced after 1986 to be used by actors in films and TV series filmed inside the US.


          


          Machine gun


          A machine gun is a fully automatic emplaceable weapon, generally separated from other classes of automatic weapon by the use of belt-fed ammunition (though some designs employ drum, pan or hopper magazines), generally in a rifle-inspired caliber ranging between 5.56mm NATO to as large as .50BMG or larger for crewed or aircraft weapons. Although not widely fielded until World War I, early machine guns were being used by the military in the second half of the 19th century. They were primarily defensive firearms crewed by two men, mainly because of the difficulties involved in moving and placing them, and their inherent lack of accuracy. In contrast, light machine guns (such as the FN Minimi and the M60 machine gun, both of which are small-caliber firearms) are often wielded by a single infantryman; they provide a high rate of fire typically used to give suppressing fire during infantry movement. Machine guns are also often mounted on vehicles or helicopters, and have often been used since World War I as offensive firearms in fighter aircraft and tanks (e.g., for air combat or suppressing fire for ground troop support).


          The definition of machine gun is different in US law. The National Firearms Act and Firearm Owners Protection Act define a "machine gun" in the United States code Title 26, Subtitle E, Chapter 53, Subchapter B, Part 1,  5845 as: "... any firearm which shoots ... automatically more than one shot, without manual reloading, by a single function of the trigger". "Machine gun" is therefore largely synonymous with "automatic weapon" in the US civilian parlance, covering all automatic firearms.


          


          Gatling gun
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          A Gatling gun is a type of machine gun distinguished by the use of multiple rotating barrels. It is actually one of the first belt-fed automatic designs, being originally mounted on a cannon chassis and operated by a crank. With the advent of the simpler, more compact single-barrel machine gun the Gatling gun faded from use, however it regained popularity as of the Vietnam War as an armament for fighters and helicopters, as its configuration lowers the rate of fire per barrel and also cools the barrels as they rotate, allowing for a very high rate of fire without barrel overheating. Modern Gatling designs are generally operated using hydraulics or electric motors. The most common gatling design in the US arsenal is the M61 Vulcan cannon used on a variety of US and NATO fighters. Personal-sized designs such as the Minigun exist and feature in several action movies including Terminator 2 and Predator, but in reality they are virtually never seen as unmounted personal weapons, the high rate of fire (with accompanying recoil), mechanical complexity and heavy weight making them impractical compared to a light machine gun.


          


          Submachine gun


          A submachine gun is a magazine-fed firearm that fires pistol-caliber cartridges; for this reason submachine guns are also commonly called machine pistols especially when referring to handgun-sized designs such as the MAC-10 and Glock 18. Well-known examples are the Israeli Uzi, the British Sten, and the German H&K MP5, all of which use the 9 mm Parabellum, the US's Thompson submachine gun which fires .45 ACP, and the Belgian FN P90 which fires a 5.7x28mm cartridge. Because of their size and limited projectile penetration compared to high-power rifle rounds, submachine guns are commonly favored for military, paramilitary and some police use indoors or in urban areas.


          


          Automatic rifle


          An automatic rifle is a magazine-fed long gun, wielded by a single infantryman, that is chambered for rifle cartridges and capable of automatic fire. The Browning Automatic Rifle was the first US infantry weapon of this type, and was generally used for suppressive or support fire. After WWII, the M14 (a gas-actuated select-fire design that replaced the M1 Garand) was introduced in the US, followed by the M16A1 which was widely used in the Vietnam War. Also soon after WWII, the Automat Kalashnikov AK-47 was fielded by the USSR and other Communist allies including the Eastern Bloc, China, North Korea, and North Vietnam. Variants of both of the M16 and AK-47 are still in wide use today, though other automatic rifle designs have since been introduced. A smaller version of the M16A2, the M4 carbine, is widely used by tank and vehicle crews, support staff, and in other scenarios where space is limited. The IMI Galil, an Israeli-designed weapon similar to the AK-47, is in use by Israel, Italy, Myanmar, the Philippines, Peru, and Columbia. Swiss Arms AG of Switzerland produces the Sig 550 assault rifle used by France, Chile, and Spain among others, and Steyr Mannlicher produces the AUG, a bullpup rifle in use in Austria, Australia, New Zealand, Ireland and Saudi Arabia among other nations.


          


          Loading and firing mechanisms


          


          Muzzle-loaded Cannon
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          The cannon is loaded with gunpowder and the cannonball through the muzzle, while a fuse is placed at the rear. This fuse is lighted, causing the gunpowder to ignite and propel the cannonball. Most cannons were land- or ship-based guns, although hand cannons also existed. In military use, the standard cannon was tremendously powerful, while hand cannon was somewhat useless. In the 19th century, the muzzle-loaded cannon was made obsolete by the breech-loaded artillery piece with a rifled barrel.


          


          Muzzleloader


          Muzzle-loading muskets (smooth-bored long guns) were among the first small arms developed. The firearm was loaded through the muzzle with gunpowder, optionally some wadding and then a bullet (usually a solid lead ball, but musketeers could shoot stones when they ran out of bullets). Greatly improved muzzleloaders (usually rifled instead of smooth-bored) are manufactured today and have many enthusiasts, many of whom hunt large and small game with their guns. Muzzleloaders have to be manually reloaded after each shot; a skilled archer could fire multiple arrows faster than most early muskets could be reloaded and fired, although by the mid-18th century, when muzzleloaders became the standard small armament of the military, a well-drilled soldier could fire six rounds in a minute using prepared cartridges in his musket. Before then, effectiveness of muzzleloaders was hindered by both the low reloading speed and, before the firing mechanism was perfected, the very high risk posed by the firearm to the person attempting to fire it.


          One interesting solution to the reloading problem was the "Roman Candle Gun". This was a muzzleloader in which multiple charges and balls were loaded one on top of the other, with a small hole in each ball to allow the subsequent charge to be ignited after the one ahead of it was ignited. It was neither a very reliable nor popular firearm, but it enabled a form of "automatic" fire long before the advent of the machine gun.


          


          Matchlock


          Matchlocks were the first and simplest small arms firing mechanisms developed. Using the matchlock mechanism, the powder in the gun barrel was ignited by a piece of burning cord called a "match". The match was wedged into one end of an S-shaped piece of steel. As the trigger (often actually a lever) was pulled, the match was brought into the open end of a "touch hole" at the base of the gun barrel, which contained a very small quantity of gunpowder, igniting the main charge of gunpowder in the gun barrel. The match usually had to be relit after each firing.


          


          Wheellock


          The wheellock action, a successor to the matchlock, predated the flintlock. Despite its many faults, the wheellock was a significant improvement over the matchlock in terms of both convenience and safety, since it eliminated the need to keep a smoldering match in proximity to loose gunpowder. It operated using a small wheel much like that on cigarette lighters which was wound up with a key before use and which, when the trigger was pulled, spun against a flint, creating the shower of sparks that ignited the powder in the touch hole. Supposedly invented by Leonardo da Vinci, the Italian Renaissance man], the wheel lock action was an innovation that was not widely adopted.


          


          Flintlock


          The flintlock action was a major innovation in small arms design. The spark used to ignite the gunpowder in the touch hole was supplied by a sharpened piece of flint clamped in the jaws of a "cock" which, when released by the trigger, struck a piece of steel called the " frizzen" to create the necessary sparks. (The spring loaded arm that holds a piece of flint or pyrite is referred to as a cock because of its resemblance to a rooster.) The cock had to be manually reset after each firing, and the flint had to be replaced periodically due to wear from striking the frizzen. (See also flintlock mechanism, snaphance, miquelet) The flintlock was widely used during the 18th and 19th centuries in both muskets and rifles.


          


          Percussion cap


          Percussion caps ( caplock mechanisms), coming into wide service in the 19th century, were a dramatic improvement over flintlocks. With the percussion cap mechanism, the small primer charge of gunpowder used in all preceding small arms was replaced by a completely self-contained explosive charge contained in a small brass "cap". The cap was fastened to the touch hole of the gun (extended to form a "nipple") and ignited by the impact of the gun's "hammer". (The hammer is roughly the same as the cock found on flintlocks except that it doesn't clamp onto anything.) In the case of percussion caps the hammer was hollow on the end to fit around the cap in order to keep the cap from fragmenting and injuring the shooter.


          Once struck, the flame from the cap in turn ignited the main charge of gunpowder, as with the flintlock, but there was no longer any need to charge the touch hole with gunpowder, and even better, the touch hole was no longer exposed to the elements. As a result, the percussion cap mechanism was considerably safer, far more weatherproof, and vastly more reliable (cloth-bound cartridges containing a premeasured charge of gunpowder and a ball had been in regular military service for many years, but the exposed gunpowder in the entry to the touch hole had long been a source of misfires). All muzzleloaders manufactured since the second half of the 19th century use percussion caps except those built as replicas of the flintlock or earlier small arms.


          


          Cartridges


          A major innovation in small arms and light artillery came in the second half of the 19th century when ammunition, previously delivered as separate bullets and powder, was combined in a single metallic (usually brass) cartridge containing a percussion cap, powder, and a bullet in one weatherproof package. The main technical advantage of the brass cartridge case was the effective and reliable sealing of high pressure gasses at the breech, as the gas pressure forces the cartridge case to expand outward, pressing it firmly against the inside of the gun barrel chamber. This prevents the leakage of hot gas which could injure the shooter. The brass cartridge also opened the way for modern repeating arms, by uniting the bullet, gunpowder and primer into one assembly.


          Before this, a "cartridge" was simply a premeasured quantity of gunpowder together with a ball in a small cloth bag (or rolled paper cylinder), which also acted as wadding for the charge and ball. This early form of cartridge had to be rammed into the muzzleloader's barrel, and either a small charge of gunpowder in the touch hole or an external percussion cap mounted on the touch hole ignited the gunpowder in the cartridge. Cartridges with built-in percussion caps (called "primers") continue to this day to be the standard in firearms. In cartridge-firing firearms, a hammer (or a firing pin struck by the hammer) strikes the cartridge primer, which then ignites the gunpowder within. The primer charge is at the base of the cartridge, either within the rim (a "rimfire" cartridge) or in a small percussion cap embedded in the centre of the base (a "centerfire" cartridge). As a rule, centerfire cartridges are more powerful than rimfire cartridges, operating at considerably higher pressures than rimfire cartridges.


          Nearly all contemporary firearms load cartridges directly into their breech. Some additionally or exclusively load from a magazine that holds multiple cartridges. A magazine is usually a box or cylinder that is designed to be reusable and is detachable from the gun. Some magazines, such as those of the M1 Garand rifle, are internal to the firearm, and are loaded by using a clip, which is a device that looks like a rail holding the ammunition by the rim of the case. In most cases, a magazine and a clip are different in that the former's function is to feed ammunition into the firearm's breech, while the latter's is to refill a magazine with fresh ammunition.


          


          Repeating, semiautomatic, and automatic firearms
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          Many small arms are "single shot" firearms: i.e., each time a cartridge is fired, the operator must manually re-cock the firearm and load another cartridge. The classic single-barreled shotgun is a good example. A firearm that can load multiple cartridges as the firearm is re-cocked is considered a "repeating firearm" or simply a "repeater". A lever-action rifle, a pump-action shotgun, and most bolt-action rifles are good examples of repeating firearms. A firearm that automatically re-cocks and reloads the next round with each trigger pull is considered a semi-automatic firearm. An automatic (or "fully automatic") firearm is one that automatically re-cocks, reloads, and fires as long as the trigger is depressed. Many modern military firearms have a selective-fire option, which is a mechanical switch that allows the firearm be fired either in the semi-automatic or fully automatic mode. In the current M16A2 and M16A4 variants of the US-made M16, continuous fully automatic fire is not possible, having been replaced by an automatic burst of three cartridges.


          The first "rapid firing" firearms were usually similar to the 19th century Gatling gun, which would fire cartridges from a magazine as fast as and as long as the operator turned a crank. Eventually, the "rapid" firing mechanism was perfected and miniaturized to the extent that either the recoil of the firearm or the gas pressure from firing could be used to operate it (which made the firing mechanisms truly "automatic"). Automatic rifles such as the Browning Automatic Rifle were in common use by the military during the early part of the 20th century, and automatic rifles that fired handgun rounds, known as submachine guns, also appeared in this time.


          Submachine guns were originally about the size of carbines. Because they fire pistol ammunition, they have limited long-range use, but in close combat can be used in fully automatic in a controllable manner due to the light recoil of the pistol ammunition. They are also extremely inexpensive and simple to build in time of war, enabling a nation to quickly arm its military. In the latter half of the 20th century, submachine guns were being miniaturized to the point of being only slightly larger than some large handguns. The most widely used submachine gun at the end of the 20th century was the Heckler & Koch MP5. The MP5 is actually designated as a "machine pistol" by Heckler & Koch (MP5 stands for Maschinenpistole 5, or Machine Pistol 5), although some reserve this designation for even smaller submachine guns such as the MAC-10, which are about the size and shape of pistols.


          Nazi Germany brought the world's attention to what eventually became the class of firearm most widely adopted by the military: the assault rifle (see Sturmgewehr 44). An assault rifle is usually slightly smaller than a military rifle such as the K98k. Generally, assault rifles have mechanisms that allow the user to select between single shots, fully automatic bursts, or fully automatic fire. Universally, civilian versions of military assault rifles are strictly semiautomatic.


          The cartridge fired by these rifles is midway in power between a pistol cartridge and a high-power rifle round, which gives the soldier the close-in burst ability of a submachine gun with the more precision long-range shooting of a high-power rifle round. Soviet engineer Mikhail Kalashnikov quickly adapted the concept to the AK-47, which has become the world's most widely used assault rifle. In United States, John Garand, adapted the assault rifle design to produce the M14, which was used by the US military until the 1960s. The significant recoil of the M14 when fired in full automatic mode was seen as a problem as it reduced accuracy, and in the 1960s it was replaced by Eugene Stoner's AR-15, which also marked a switch from the high-powered but heavy .30-caliber rifle used by the US military since before World War I to the much smaller but far lighter and light recoiling .223-caliber rifle. The military later designated the AR-15 to the "M16". The civilian version of the M16 continues to be known as the AR-15 and looks exactly like the military version, although it lacks the mechanism that permits fully automatic fire.


          Modern designs call for compact weapons retaining firepower. The bullpup design, by mounting the magazine behind the trigger, unifies the accuracy and firepower of the traditional assault rifle with the compact size of the submachine gun (though submachine guns are still used); examples are the French FAMAS or the British SA80.


          Recently, smaller but powerful ammunition types have been introduced, as to allow personal defence weapons to penetrate ballistic armour. Such designs are the basis for the FN P90 and Heckler & Koch MP7. Caseless ammunition is another trend, (an example is the German Heckler & Koch G11). The flechette is yet another improvement over traditional ammunition, allowing for extreme penetration abilities and a very flat trajectory.
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                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Passeriformes

                  


                  
                    	Family:

                    	Regulidae

                  


                  
                    	Genus:

                    	Regulus

                  


                  
                    	Species:

                    	R. ignicapillus

                  

                

              
            


            
              	Binomial name
            


            
              	Regulus ignicapillus

              ( Temminck, 1820)
            

          


          The Firecrest, Regulus ignicapillus, is a very small passerine bird in the kinglet family. It breeds in most of temperate Europe, northern Africa, and Madeira. It is partially migratory, with northern and eastern birds wintering south of the breeding range. In winter it is often found with tit flocks.


          This is the second smallest European bird at 9 to 10cm. The Firecrest is greenish above and has whitish underparts. It has two white wingbars, a black eye stripe and a white supercilium. It has a crest, orange in the male and yellow in the female, which is displayed during breeding, and gives rise to the English name for the species. This is a restless species, constantly on the move as it searches for insects, and frequently hovering. It resembles the Goldcrest, but its bronze shoulders and strong face pattern are distinctive.


          The Firecrests on Madeira, previously treated as a subspecies R. i. madeirensis, are now treated as a distinct species Madeira Firecrest Regulus madeirensis; it has a shorter supercilium, duller orange crest and a longer bill.
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              	First Council of Nicaea
            


            
              	Date

              	325
            


            
              	Accepted by

              	Eastern Orthodoxy, Oriental Orthodoxy, Assyrian Church of the East, Roman Catholicism, Anglicanism, Lutheranism, Calvinism
            


            
              	Previous council

              	none considered ecumenical
            


            
              	Next council

              	First Council of Constantinople
            


            
              	Convoked by

              	Constantine I
            


            
              	Presided by

              	St. Alexander of Alexandria
            


            
              	Attendance

              	250-318 (only five from Western Church)
            


            
              	Topics of discussion

              	Arianism, celebration of Passover (Easter), Miletian schism, validity of baptism by heretics, lapsed Christians
            


            
              	Documents and statements

              	Original Nicene Creed and about 20 decrees
            


            
              	Chronological list of Ecumenical councils
            

          


          The First Council of Nicaea, held in Nicaea in Bithynia (present-day İznik in Turkey), convoked by the Roman Emperor Constantine I in 325, was the first Ecumenical council of the Christian Church, and most significantly resulted in the first uniform Christian doctrine, called the Nicene Creed. With the creation of the creed, a precedent was established for subsequent general ( ecumenical) councils of Bishops' ( Synods) to create statements of belief and canons of doctrinal orthodoxy the intent being to define unity of beliefs for the whole of Christendom.


          The purpose of the council was to resolve disagreements arising from within the Church of Alexandria over the nature of Jesus in relationship to the Father; in particular, whether Jesus was of the same substance as God the Father or merely of similar substance. St. Alexander of Alexandria and Athanasius took the first position; the popular presbyter Arius, from whom the term Arian controversy comes, took the second. The council decided against the Arians overwhelmingly (of the estimated 250-318 attendees, all but 2 voted against Arius).


          Another result of the council was an agreement on when to celebrate the Resurrection, the most important feast of the ecclesiastical calendar. The council decided in favour of celebrating the resurrection on the first Sunday after the first full moon following the vernal equinox, independently of the Hebrew Calendar (see also Quartodecimanism and Easter controversy). It authorized the Bishop of Alexandria (presumably using the Alexandrian calendar) to announce annually the exact date to his fellow bishops.


          The Council of Nicaea was historically significant because it was the first effort to attain consensus in the church through an assembly representing all of Christendom. "It was the first occasion for the development of technical Christology." Further, "Constantine in convoking and presiding over the council signaled a measure of imperial control over the church." A precedent was set for subsequent general councils to adopt creeds and canons.


          


          Character and purpose
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          The First Council of Nicaea was convened by Constantine I upon the recommendations of a synod led by Hosius of Cordoba in the Eastertide of 325. This synod had been charged with investigation of the trouble brought about by the Arian controversy in the Greek-speaking east. To most bishops, the teachings of Arius were heretical and dangerous to the salvation of souls. In the summer of 325, the bishops of all provinces were summoned to Nicaea (now known as İznik, in modern-day Turkey), a place easily accessible to the majority of them, particularly those of Asia Minor, Syria, Palestine, Egypt, Greece, and Thrace.


          Approximately 250 to 318 bishops attended, from every region of the Empire except Britain. Of the bishops whose successors would much later be termed Patriarchs (see Pentarchy), Alexander of Alexandria, Eustathius of Antioch, and Macarius of Jerusalem attended, and Sylvester I, Bishop of Rome, sent legates. Constantinople had not yet been founded. Another participant was the first church historian, Eusebius of Caesarea. Athanasius of Alexandria, famous for his battles against Arianism, was also present, but was then only a deacon.


          This was the first general council in the history of the Church since the Apostolic Council of Jerusalem, which had established the conditions upon which Gentiles could join the Church. In the Council of Nicaea, the Church had taken her first great step to define doctrine more precisely in response to a challenge from a heretical theology. The resolutions in the council, being ecumenical, were intended for the whole Church.


          


          Attendees


          Constantine had invited all 1800 bishops of the Christian church (about 1000 in the east and 800 in the west), but a lesser and unknown number attended. Eusebius of Caesarea counted 250, Athanasius of Alexandria counted 318, and Eustathius of Antioch counted 270 (all three were present at the council). Later, Socrates Scholasticus recorded more than 300, and Evagrius, Hilarius, Jerome and Rufinus recorded 318.


          The participating bishops were given free travel to and from their episcopal sees to the council, as well as lodging. These bishops did not travel alone; each one had permission to bring with him two priests and three deacons; so the total number of attendees would have been above 1500. Eusebius speaks of an almost innumerable host of accompanying priests, deacons and acolytes.


          A special prominence was also attached to this council because the persecution of Christians had just ended with the February 313 Edict of Milan by Emperors Constantine and Licinius.


          The Eastern bishops formed the great majority. Of these, the first rank was held by the three patriarchs: Alexander of Alexandria, Eustathius of Antioch, and Macarius of Jerusalem. Many of the assembled fathers  for instance, Paphnutius of Thebes, Potamon of Heraclea and Paul of Neocaesarea  had stood forth as confessors of the faith and came to the council with the marks of persecution on their faces. Other remarkable attendees were Eusebius of Nicomedia; Eusebius of Caesarea; Nicholas of Myra; Aristakes of Armenia (son of Saint Gregory the Illuminator); Leontius of Caesarea; Jacob of Nisibis, a former hermit; Hypatius of Gangra; Protogenes of Sardica; Melitius of Sebastopolis; Achilleus of Larissa; Athanasius of Thessaly and Spyridion of Trimythous, who even while a bishop made his living as a shepherd. From foreign places came a Persian bishop John, a Gothic bishop Theophilus and Stratophilus, bishop of Pitiunt in Egrisi (located at the border of modern-day Russia and Georgia outside of the Roman Empire).


          The Latin-speaking provinces sent at least five representatives: Marcus of Calabria from Italia, Cecilian of Carthage from Africa, Hosius of Crdoba from Hispania, Nicasius of Dijon from Gaul, and Domnus of Stridon from the province of the Danube. Pope Silvester I declined to attend, pleading infirmity, but he was represented by two priests.


          Athanasius of Alexandria, a young deacon and companion of Bishop Alexander of Alexandria, was among these assistants. Athanasius eventually spent most of his life battling against Arianism. Alexander of Constantinople, then a presbyter, was also present as representative of his aged bishop.


          The supporters of Arius included Secundus of Ptolemais, Theonus of Marmarica, Zphyrius, and Dathes, all of whom hailed from Libya and the Pentapolis. Other supporters included Eusebius of Nicomedia, Eusebius of Caesarea, Paulinus of Tyrus, Actius of Lydda, Menophantus of Ephesus, and Theognus of Nicaea.


          "Resplendent in purple and gold, Constantine made a ceremonial entrance at the opening of the council, probably in early June, but respectfully seated the bishops ahead of himself." As Eusebius described, Constantine "himself proceeded through the midst of the assembly, like some heavenly messenger of God, clothed in raiment which glittered as it were with rays of light, reflecting the glowing radiance of a purple robe, and adorned with the brilliant splendor of gold and precious stones." He was present as an observer, but he did not vote. Constantine organized the Council along the lines of the Roman Senate. "Ossius [Hosius] presided over its deliberations; he probably, and the two priests of Rome certainly, came as representatives of the Pope." Eusebius of Nicomedia probably gave the welcoming address."


          


          Agenda and procedure
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          The agenda of the synod were:


          
            	The Arian question regarding relationship between Father and Son; i.e. are the Father and Son one in purpose only or in person;


            	The date of celebration of the Paschal observation


            	The Meletian schism;


            	The validity of baptism by heretics;


            	The status of the lapsed in the persecution under Licinius.

          


          The council was formally opened May 20, in the central structure of the imperial palace, with preliminary discussions on the Arian question. In these discussions, some dominant figures were Arius, with several adherents. Some 22 of the bishops at the council, led by Eusebius of Nicomedia, came as supporters of Arius. But when some of the more shocking passages from his writings were read, they were almost universally seen as blasphemous. Bishops Theognis of Nicaea and Maris of Chalcedon were among the initial supporters of Arius.


          Eusebius of Caesarea called to mind the baptismal creed (symbol) of his own diocese at Caesarea in Palestine, as a form of reconciliation. The majority of the bishops agreed. For some time, scholars thought that the original Nicene Creed was based on this statement of Eusebius. Today, most scholars think that this Creed is derived from the baptismal creed of Jerusalem, as Hans Lietzmann proposed. Another possibility is the Apostle's Creed.


          In any case, as the council went on, the orthodox bishops won approval of every one of their proposals. After being in session for an entire month, the council promulgated on June 19 the original Nicene Creed. This profession of faith was adopted by all the bishops but two from Libya who had been closely associated with Arius from the beginning. No historical record of their dissent actually exists; the signatures of these bishops are simply absent from the creed.


          


          Arian controversy


          The Arian controversy was a Christological dispute that began in Alexandria between the followers of Arius (the Arians) and the followers of St. Alexander of Alexandria (now known as Homoousians). Alexander and his followers believed that the Son was of the same substance as the Father, co-eternal with him. The Arians believed that they were different and that the Son, though he may be the most perfect of creations, was only a creation. A third group (now known as Homoiousians) tried to make a compromise position, saying that the Father and the Son were of similar substance.


          Much of the debate hinged on the difference between being "born" or "created" and being "begotten". Arians saw these as the same; followers of Alexander did not. Indeed, the exact meaning of many of the words used in the debates at Nicaea were still unclear to speakers of other languages. Greek words like "essence" ( ousia), "substance" ( hypostasis), "nature" (physis), "person" (prosopon) bore a variety of meanings drawn from pre-Christian philosophers, which could not but entail misunderstandings until they were cleared up. The word homoousia, in particular, was initially disliked by many bishops because of its associations with Gnostic heretics (who used it in their theology), and because it had been condemned at the 264-268 Synods of Antioch.


          Homoousians believed that to follow the Arian view destroyed the unity of the Godhead, and made the Son unequal to the Father, in contravention of the Scriptures ("The Father and I are one", John 10:30). Arians, on the other hand, believed that since God the Father created the Son, he must have emanated from the Father, and thus be lesser than the Father, in that the Father is eternal, but the Son was created afterward and, thus, is not eternal. The Arians likewise appealed to Scripture, quoting verses such as John 14:28: "the Father is greater than I". Homoousians countered the Arians' argument, saying that the Father's fatherhood, like all of his attributes, is eternal. Thus, the Father was always a father, and that the Son, therefore, always existed with him.


          The Council declared that the Father and the Son are of the same substance and are co-eternal, basing the declaration in the claim that this was a formulation of traditional Christian belief handed down from the Apostles. This belief was expressed in the Nicene Creed.


          


          The Nicene Creed
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          By and large, many creeds were acceptable to the members of the council. From his perspective, even Arius could cite such a creed.


          For Bishop Alexander and others, however, greater clarity was required. Some distinctive elements in the Nicene Creed, perhaps from the hand of Hosius of Cordova, were added.


          
            	Jesus Christ is described as "God from God, Light from Light, true God from true God," confirming his divinity. When all light sources were natural, the essence of light was considered to be identical, regardless of its form.


            	Jesus Christ is said to be "begotten, not made," asserting his co-eternalness with God, and confirming it by stating his role in the Creation.


            	Finally, he is said to be "from the substance of the Father," in direct opposition to Arianism. Some ascribe the term Consubstantial, i.e., "of the same substance" (of the Father), to Constantine who, on this particular point, may have chosen to exercise his authority.

          


          Of the third article only the words "and in the Holy Spirit" were left; the original Nicene Creed ended with these words. Then followed immediately the canons of the council. Thus, instead of a baptismal creed acceptable to both the homoousian and Arian parties, as proposed by Eusebius, the council promulgated one which was unambiguous in the aspects touching upon the points of contention between these two positions, and one which was incompatible with the beliefs of Arians. From earliest times, various creeds served as a means of identification for Christians, as a means of inclusion and recognition, especially at baptism. In Rome, for example, the Apostles' Creed was popular, especially for use in Lent and the Easter season. In the Council of Nicaea, one specific creed was used to define the Church's faith clearly, to include those who professed it, and to exclude those who did not.


          The text of this profession of faith is preserved in a letter of Eusebius to his congregation, in Athanasius, and elsewhere. Although the most vocal of anti-Arians, the Homoousians (from the Koine Greek word translated as "of same substance" which was condemned at the Council of Antioch in 264-268), were in the minority, the Creed was accepted by the council as an expression of the bishops' common faith and the ancient faith of the whole Church.


          Bishop Hosius of Cordova, one of the firm Homoousians, may well have helped bring the council to consensus. At the time of the council, he was the confidant of the emperor in all Church matters. Hosius stands at the head of the lists of bishops, and Athanasius ascribes to him the actual formulation of the creed. Great leaders such as Eustathius of Antioch, Alexander of Alexandria, Athanasius, and Marcellus of Ancyra all adhered to the Homoousian position.


          In spite of his sympathy for Arius, Eusebius of Caesarea adhered to the decisions of the council, accepting the entire creed. The initial number of bishops supporting Arius was small. After a month of discussion, on June 19, there were only two left: Theonas of Marmarica in Libya, and Secundus of Ptolemais. Maris of Chalcedon, who initially supported Arianism, agreed to the whole creed. Similarly, Eusebius of Nicomedia and Theognis of Nice also agreed, except for the certain statements.


          The emperor carried out his earlier statement: everybody who refuses to endorse the Creed will be exiled. Arius, Theonas, and Secundus refused to adhere to the creed, and were thus exiled, in addition to being excommunicated. The works of Arius were ordered to be confiscated and consigned to the flames. Nevertheless, the controversy, already festering, continued in various parts of the empire.


          


          Separation of Easter from Jewish Passover


          After the June 19 settlement of the most important topic, the question of the date of the Christian Passover (Easter) was brought up. This feast is linked to the Jewish Passover, as the crucifixion and resurrection of Jesus occurred during that festival. By the year 300, some Churches had adopted a divergent style of celebrating the festival, placing the emphasis on the resurrection which they believed occurred on Sunday. Others however celebrated the festival on the 14th of the Jewish month Nisan, the date of the crucifixion according to the Bible's Hebrew calendar ( Leviticus 23:5, John 19:14). Hence this group was called Quartodecimans, which is derived from the Latin for 14. The Eastern Churches of Syria, Cilicia, and Mesopotamia determined the date of Christian Passover in relation to the 14th day of Nisan, in the Bible's Hebrew calendar. Alexandria and Rome, however, followed a different calculation, attributed to Pope Soter, so that Christian Passover would never coincide with the Jewish observance and decided in favour of celebrating on the first Sunday after the first full moon following the vernal equinox, independently of the Bible's Hebrew calendar.


          According to Duchesne, who founds his conclusions:


          
            	on the conciliar letter to the Alexandrians preserved in Theodoret;


            	on the circular letter of Constantine to the bishops after the council;


            	on Athanasius;

          


          Epiphanius of Salamis wrote in the mid-4th century, " the emperor convened a council of 318 bishops in the city of Nicea. They passed certain ecclesiastical canons at the council besides, and at the same time decreed in regard to the Passover that there must be one unanimous concord on the celebration of God's holy and supremely excellent day. For it was variously observed by people"


          The council assumed the task of regulating these differences, in part because some dioceses were determined not to have Christian Passover correspond with the Jewish calendar. "The festival of the resurrection was thenceforth required to be celebrated everywhere on a Sunday, and never on the day of the Jewish passover, but always after the fourteenth of Nisan, on the Sunday after the first vernal full moon. The leading motive for this regulation was opposition to Judaism, which had dishonored the passover by the crucifixion of the Lord." Constantine wrote that: " it appeared an unworthy thing that in the celebration of this most holy festival we should follow the practice of the Jews, who have impiously defiled their hands with enormous sin, and are, therefore, deservedly afflicted with blindness of soul. Let us then have nothing in common with the detestable Jewish crowd; for we have received from our Saviour a different way." Theodoret recorded the Emperor as saying: "It was, in the first place, declared improper to follow the custom of the Jews in the celebration of this holy festival, because, their hands having been stained with crime, the minds of these wretched men are necessarily blinded. Let us, then, have nothing in common with the Jews, who are our adversaries. avoiding all contact with that evil way. who, after having compassed the death of the Lord, being out of their minds, are guided not by sound reason, but by an unrestrained passion, wherever their innate madness carries them. a people so utterly depraved. Therefore, this irregularity must be corrected, in order that we may no more have any thing in common with those parricides and the murderers of our Lord. no single point in common with the perjury of the Jews."


          The Council of Nicaea, however, did not declare the Alexandrian or Roman calculations as normative. Instead, the council gave the Bishop of Alexandria the privilege of announcing annually the date of Christian Passover to the Roman curia. Although the synod undertook the regulation of the dating of Christian Passover, it contented itself with communicating its decision to the different dioceses, instead of establishing a canon. There was subsequent conflict over this very matter. See also Computus and Reform of the date of Easter.


          


          Meletian Schism


          The suppression of the Meletian schism was one of the three important matters that came before the Council of Nicaea. Meletius, it was decided, should remain in his own city of Lycopolis, but without exercising authority or the power to ordain new clergy; moreover he was forbidden to go into the environs of the town or to enter another diocese for the purpose of ordaining its subjects. Melitius retained his episcopal title, but the ecclesiastics ordained by him were to receive again the imposition of hands, the ordinations performed by Meletius being therefore regarded as invalid. Clergy ordained by Meletius were ordered to yield precedence to those ordained by Alexander, and they were not to do anything without the consent of Bishop Alexander.


          In the event of the death of a non-Meletian bishop or ecclesiastic, the vacant see might be given to a Meletian, provided he were worthy and the popular election were ratified by Alexander. As to Meletius himself, episcopal rights and prerogatives were taken from him. These mild measures, however, were in vain; the Meletians joined the Arians and caused more dissension than ever, being among the worst enemies of Athanasius. The Meletians ultimately died out around the middle of the fifth century.


          


          Other problems


          Finally, the council promulgated twenty new church laws, called canons, (though the exact number is subject to debate), that is, unchanging rules of discipline. The twenty as listed in the Nicene and Post-Nicene Fathers are as follows:


          
            	1. prohibition of self- castration; (see Origen)


            	2. establishment of a minimum term for catechumen;


            	3. prohibition of the presence in the house of a cleric of a younger woman who might bring him under suspicion;


            	4. ordination of a bishop in the presence of at least three provincial bishops and confirmation by the metropolitan;


            	5. provision for two provincial synods to be held annually;


            	6. exceptional authority acknowledged for the patriarchs of Alexandria and Rome, for their respective regions;


            	7. recognition of the honorary rights of the see of Jerusalem;


            	8. provision for agreement with the Novatianists;


            	914. provision for mild procedure against the lapsed during the persecution under Licinius;


            	1516. prohibition of the removal of priests;


            	17. prohibition of usury among the clergy;


            	18. precedence of bishops and presbyters before deacons in receiving Holy Communion, the Eucharist;


            	19. declaration of the invalidity of baptism by Paulian heretics;


            	20. prohibition of kneeling during the liturgy, on Sundays and in the fifty days of Eastertide ("the pentecost"). Standing was the normative posture for prayer at this time, as it still is among the Eastern Orthodox and Eastern Catholics. (In time, Western Christianity adopted the term Pentecost to refer to the last Sunday of Eastertide, the fiftieth day.)

          


          On July 25, 325, in conclusion, the fathers of the council celebrated the emperor's twentieth anniversary. In his valedictory address, Constantine again informed his hearers how averse he was to dogmatic controversy; he wanted the Church to live in harmony and peace. In a circular letter, he announced the accomplished unity of practice by the whole Church in the date of the celebration of Christian Passover (now called Easter).


          


          Effects of the Council


          The long-term effects of the Council of Nicaea were significant. For the first time, representatives of many of the bishops of the Church convened to agree on a doctrinal statement. Also for the first time, the Emperor played a role, by calling together the bishops under his authority, and using the power of the state to give the Council's orders effect.


          In the short-term, however, the council did not completely solve the problems it was convened to discuss and a period of conflict and upheaval continued for some time. Constantine himself was succeeded by two Arian Emperors in the Eastern Empire: his son, Constantine II and Valens. Valens could not resolve the outstanding ecclesiastical issues, and unsuccessfully confronted St. Basil over the Nicene Creed. Pagan powers within the Empire sought to maintain and at times re-establish Paganism into the seat of Emperor (see Arbogast and Julian the Apostate). Arians and the Meletians soon regained nearly all of the rights they had lost, and consequently, Arianism continued to spread and to cause division in the Church during the remainder of the fourth century. Almost immediately, Eusebius of Nicomedia, an Arian bishop and cousin to Constantine I, used his influence at court to sway Constantine's favour from the orthodox Nicene bishops to the Arians. Eustathius of Antioch was deposed and exiled in 330. Athanasius, who had succeeded Alexander as Bishop of Alexandria, was deposed by the First Synod of Tyre in 335 and Marcellus of Ancyra followed him in 336. Arius himself returned to Constantinople to be readmitted into the Church, but died shortly before he could be received. Constantine died the next year, after finally receiving baptism from Arian Bishop Eusebius of Nicomedi , and "with his passing the first round in the battle after the Council of Nicaea was ended."


          
            Retrieved from " http://en.wikipedia.org/wiki/First_Council_of_Nicaea"
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          The First Crusade was launched in 1096 by Pope Urban II with the dual goals of conquering the sacred city of Jerusalem and the Holy Land and freeing the Eastern Christians from Islamic rule. What started as an appeal by Byzantine Emperor Alexius I Comnenus for western mercenaries to fight the Seljuk Turks in Anatolia quickly turned into a wholescale Western migration and conquest of territory outside of Europe. Both knights and peasants from many nations of Western Europe travelled over land and by sea towards Jerusalem and captured the city in July 1099, establishing the Kingdom of Jerusalem and other Crusader states. Although these gains lasted for less than two hundred years, the First Crusade was a major turning point in the expansion of Western power, as well as the first major step towards reopening international trade in the West since the fall of the Western Roman Empire.


          


          Background


          The origins of the Crusades in general, and of the First Crusade in particular, stem from events earlier in the Middle Ages. The breakdown of the Carolingian Empire in previous centuries, combined with the relative stability of European borders after the Christianization of the Vikings and Magyars, gave rise to an entire class of warriors who now had little to do but fight among themselves.


          By the early 8th century, the Umayyad Caliphate had rapidly captured North Africa, Egypt, Palestine, Syria, and Spain from a predominantly Christian Byzantine Empire. During the 12th century, the Reconquista picked up an ideological potency that is considered to be the first example of a concerted "Christian" effort to recapture territory lost to Muslims, as part of the expansion efforts of the Christian kingdoms along the Bay of Biscay. Spanish kingdoms, knightly orders and mercenaries began to mobilize from across Europe for the fight against the surviving and predominantly Moorish Umayyad caliphate at Cordoba. Another factor that contributed to the change in Western attitudes towards the East came in the year 1009, when the Fatimid Caliph al-Hakim bi-Amr Allah ordered the Church of the Holy Sepulchre destroyed.


          Other Muslim kingdoms emerging from the collapse of the Umayyads in the 8th century, such as the Aghlabics, had entered Italy in the 9th century. The Kalbid state that arose in the region, weakened by dynastic struggles, became prey to the Normans capturing Sicily by 1091. Pisa, Genoa, and Aragon began to battle other Muslim kingdoms for control of the Mediterranean, exemplified by the Mahdia campaign and battles at Mallorca and Sardinia.


          The idea of a Holy War against the Muslims seemed acceptable to medieval European secular and religious powers, as well as the public in general, for a number of reasons, such as the recent military successes of European kingdoms along the Mediterranean. In addition there was the emerging political conception of Christendom, which saw the union of Christian kingdoms under Papal guidance for the first time (in the High Middle Ages) and the creation of a Christian army to fight the Muslims. Many of the Muslim lands had previously been Christian prior to their conquest by the Islamic armies, namely those which had formed part of the Roman and Byzantine empires - Syria, Egypt, the rest of North Africa, Hispania (Spain), Cyprus, Judaea. Finally, Jerusalem, along with the surrounding lands including the places where Christ lived and died, was understandably sacred to Christians.


          In 1074, Pope Gregory VII called for the milites Christi ("soldiers of Christ") to go to the aid of the Byzantine Empire in the east. The Byzantines had suffered a serious defeat at the hands of the Seljuk Turks at the Battle of Manzikert three years previously. This call, while largely ignored and even opposed, combined with the large numbers of pilgrimages to the Holy Land in the 11th century, focused a great deal of attention on the east. Preaching by monks such as Peter the Hermit and Walter the Penniless, which spread reports of Muslims abusing Christian pilgrims travelling to Jerusalem and other Middle Eastern holy sites, further stoked the crusading zeal. It was Pope Urban II who first disseminated to the general public the idea of a Crusade to capture the Holy Land. Upon hearing his dramatic and inspiring speech, the nobles and clergy in attendance began to chant the famous words, Deus vult! ("God wills it!").


          


          East in the late eleventh century


          Western Europe's immediate neighbour to the southeast was the Byzantine Empire, fellow Christians but who had long followed a separate Orthodox rite. Under Emperor Alexius I Comnenus, the empire was largely confined to Europe and the western coast of Anatolia, and faced many enemies: the Normans in the west and the Seljuks in the east. Further east, Anatolia, Syria, Palestine, and Egypt were all under Muslim control, but were politically, and to some extent, culturally fragmented at the time of the First Crusade, which certainly contributed to the Crusade's success. Anatolia and Syria were controlled by the Sunni Seljuks, formerly in one large empire (" Great Seljuk") but by this point divided into many smaller states. Alp Arslan had defeated the Byzantine Empire at Manzikert in 1071 and incorporated much of Anatolia into Great Seljuk. However, this empire was split apart after the death of Alp Arslan in 1072. The same year, Malik Shah I succeeded Alp Arslan and would continue to reign until 1092. During this period, the Seljuk empire faced internal rebellion. In the Sultanate of Rm in Anatolia, Malik Shah I was succeeded by Kilij Arslan I and in Syria by his brother Tutush I, who died in 1095. Tutush's sons Radwan and Duqaq inherited Aleppo and Damascus respectively, further dividing Syria amongst emirs antagonistic towards each other, as well as Kerbogha, the atabeg of Mosul. These states were on the whole more concerned with consolidating their own territories and gaining control of their neighbours, than with cooperating against the crusaders.
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          Elsewhere in nominal Seljuk territory were the Ortoqids in northeastern Syria and northern Mesopotamia. They controlled Jerusalem until 1098. In eastern Anatolia and northern Syria, a state was founded by Danishmend, a Seljuk mercenary; the crusaders did not have significant contact with either group until after the Crusade. The Hashshashin were also becoming important in Syrian affairs.


          When Palestine was under Persian and early Islamic rule, Christian pilgrims to the Holy Land were generally treated well. The early Islamic ruler, Caliph Umar, allowed Christians to perform all of their rites  minus any overt pomp. But beginning in the early eleventh century, Caliph Al-Hakim bi-Amr Allah began to persecute the Christians of Palestine. In 1009, he destroyed Christianity's holiest shrine the Holy Sepulcher. He eventually relented and instead of burning and killing, he implemented a toll tax for Christian pilgrims entering Jerusalem. The worst was yet to come. A group of Turkish Muslims, the Seljuks, very powerful, very aggressive and very stringent followers of Islam, began their rise to power. The Seljuks viewed Christian pilgrims negatively as pollutants and cracked down on Christians in Palestine. Barbaric stories of persecution began to filter back to Latin Christendom; rather than having the effect of discouraging pilgrims, this made the pilgrimage to the Holy Land even that much more holy. Not even the changing of the pilgrimage stories of wondrous amazement to barbaric persecutions deterred Christians.


          Egypt and much of Palestine were controlled by the Arab Shi'ite Fatimids, whose empire was significantly smaller since the arrival of the Seljuks; Alexius I had advised the crusaders to work with the Fatimids against their common Seljuk enemies. The Fatimids, at this time ruled by caliph al-Musta'li (although all actual power was held by the vizier al-Afdal Shahanshah), had lost Jerusalem to the Seljuks in 1076, but recaptured it from the Ortoqids in 1098 while the crusaders were on the march. The Fatimids did not, at first, consider the crusaders a threat, assuming they had been sent by the Byzantines and that they would be content with recapturing Syria, leaving Palestine alone; they did not send an army against the crusaders until they were already at Jerusalem.


          


          Chronological sequence of the Crusade


          


          Council of Clermont
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          In March 1095, Alexius I sent envoys to the Council of Piacenza to ask Pope Urban II for aid against the Turks. The emperor's request met with a favourable response from Urban, who hoped to heal the Great Schism of 40 years prior and re-unite the Church under papal primacy as "chief bishop and prelate over the whole world" (as he referred to himself at Clermont), by helping the Eastern churches in their time of need.


          The Council of Piacenza solidified the popes authority in Italy during a period of a papal crisis (over 3,000 clergy and approximately 30,000 laity showed up; as well as ambassadors of the East who implored all of the aid of Christendom against the Unbelievers). With Pope Urban IIs goal of reasserting his authority in Italy accomplished, he was now able to fully concentrate on addressing and laying a course of action for a Crusade which the Eastern ambassadors from the Byzantine Empire had primarily come for. Urban was also aware that Italy was not the land which would, awaken to a burst of religious enthusiasm at the summons of a Pope; one, too, with a still contested title." His urges to persuade "many to promise, by taking an oath, to aid the emperor most faithfully as far as they were able against the pagans" came to little.


          At the Council of Clermont, assembled in the heart of France on November 27, 1095, Urban gave an impassioned sermon to a large audience of French nobles and clergy. He summoned the audience to wrest control of Jerusalem from the hands of the Muslims. France, he said, was overcrowded and the land of Canaan was overflowing with milk and honey. He spoke of the problems of noble violence and the solution was to turn swords to God's own service: "Let robbers become knights." He spoke of rewards both on earth and in heaven, where remission of sins was offered to any who might die in the undertaking. Urban promised this through the power of God that was invested into him. The crowd was stirred to frenzied enthusiasm and interrupted his speech with cries of Deus lo volt! ("It is God's will!").


          Urban's sermon is among the most important speeches in European history. There are many versions of the speech on record, but all were written after Jerusalem had been captured, and it is difficult to know what was actually said and what was recreated in the aftermath of the successful crusade. However, it is clear that the response to the speech was much larger than expected. For the rest of 1095 and into 1096, Urban spread the message throughout France, and urged his bishops and legates to preach in their own dioceses elsewhere in France, Germany, and Italy as well. Urban tried to forbid certain people (including women, monks, and the sick) from joining the crusade, but found this to be nearly impossible. In the end the majority of those who took up the call were not knights, but peasants who were not wealthy and had little in the way of fighting skills, but whose millennial and apocalyptic yearnings found release from the daily oppression of their lives, in an outpouring of a new emotional and personal piety that was not easily harnessed by the ecclesiastical and lay aristocracy.


          


          People's Crusade
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          Urban planned the departure of the crusade for August 15, 1096, the Feast of the Assumption, but months before this a number of unexpected armies of peasants and petty nobles set off for Jerusalem on their own. They were led by a charismatic priest named Peter the Hermit of Amiens. The response was beyond expectations: while Urban might have expected a few thousand knights, he ended up with a migration numbering up to 40,000 Crusaders albeit mostly unskilled fighters, including women and children.


          Lacking military discipline, and in what likely seemed to the participants a strange land (Eastern Europe), they quickly landed in trouble, in Christian territory. The problem faced was one of supply as well as culture: the people needed food, and they expected host cities to give, or at least sell it to them at a reasonable price. Unfortunately for the Crusaders, the locals did not always agree, and this quickly led to fighting. Following the Danube, Peter's supporters looted the surrounding territory and were attacked by the Hungarians, the Bulgarians, and even a Byzantine army near Nish. Ten-thousand, around a quarter of Peter's followers, were killed, but the rest arrived largely intact at Constantinople in August. Cultural and religious differences and a reluctance to supply such a large number of incoming people led to further tensions. Moreover, Peter's followers soon joined with other crusaders from France and Italy. Alexius, not knowing what else to do with such a large assembly of people, quickly ferried all 30,000 crusaders across the Bosphorus.


          After crossing into Asia Minor, the Crusaders began to quarrel and the armies broke up into two separate parties. The experience of the Turks was overwhelming; most of the People's Crusade exhibiting their supreme lack of any practical knowledge in battle  were massacred upon entering Seljuk territory. Peter survived, however, and would later join the main Crusader army. Another army of Bohemians and Saxons did not make it past Hungary before splitting up.


          


          Persecution of the Jews
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          The First Crusade ignited a long tradition of organized violence against Jews in European culture. While anti-Semitism had existed in Europe for centuries, the First Crusade marked the first mass organized violence against Jewish communities. In Germany, certain leaders understood this war against the infidels to be applicable not only to the Muslims in the Holy Land, but also against Jews within their own lands. Setting off in the early summer of 1096, a German army of around 10,000 Crusaders led by Gottschalk, Volkmar, and Emicho, proceeded northward through the Rhine valley, in the opposite direction of Jerusalem, and began a series of pogroms which some historians call "the first Holocaust". This understanding of the idea of a Crusade was not universal, however, and Jews found some refuge in sanctuaries, with one example being the Archbishop of Cologne's attempts to protect the Jews of the city from the slaughter carried on by the city's population.


          The preaching of the crusade inspired further anti-Semitism. According to some preachers, Jews and Muslims were enemies of Christ, and enemies were to be fought or converted to Christianity. The general public apparently assumed that "fought" meant "fought to the death", or "killed". The Christian conquest of Jerusalem and the establishment of a Christian emperor there would supposedly instigate the End Times, during which the Jews were supposed to convert to Christianity. In parts of France and Germany, Jews were thought to be responsible for the crucifixion, and they were more immediately visible than the far-away Muslims. Many people wondered why they should travel thousands of miles to fight non-believers when there were already non-believers closer to home. The crusaders moved north through the Rhine valley into well-known Jewish communities such as Cologne, and then southward. Jewish communities were given the option of converting to Christianity or being slaughtered. Most would not convert and, as news of the mass killings spread, many Jewish communities committed mass suicides in horrific scenes. Thousands of Jews were massacred, despite some attempts by local clergy and secular authorities to shelter them. The massacres were justified by the claim that Urban's speech at Clermont promised reward from God for killing non-Christians of any sort, not just Muslims. Although the papacy abhorred and preached against the purging of Muslim and Jewish inhabitants during this and future crusades, there were numerous attacks on Jews following every crusade movement.


          


          Princes' Crusade
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          The Princes' Crusade, also known as the Barons' Crusade, set out later in 1096 in a more orderly manner, led by various nobles with bands of knights from different regions of Europe. The four most significant of these were Raymond IV of Toulouse, who represented the knights of Provence, accompanied by the papal legate Adhemar of Le Puy; Bohemond of Taranto, representing the Normans of southern Italy with his nephew Tancred; The Lorrainers under the brothers Godfrey of Bouillon, Eustace and Baldwin of Boulogne; and the Northern French led by Count Robert II of Flanders, Robert of Normandy (older brother of King William II of England), Stephen, Count of Blois, and Hugh of Vermandois the younger brother of King Philip I of France, who bore the papal banner. King Philip himself was forbidden from participating in the campaign as he had been excommunicated. The entire crusader army consisted of about 30,000-35,000 crusaders, including 5,000 cavalry. Raymond IV of Toulouse had the largest contingent of about 8,500 infantry and 1,200 cavalry.


          


          March to Jerusalem


          Leaving Europe around the appointed time in August, the various armies took different paths to Constantinople and gathered outside its city walls between November 1096 and May 1097, two months after the annihilation of the People's Crusade by the Turks. Accompanying the knights were many poor men (pauperes) who could afford basic clothing and perhaps an old weapon. Peter the Hermit, who joined the Princes' Crusade at Constantinople, was considered responsible for their well-being, and they were able to organize themselves into small groups, perhaps akin to military companies, often led by an impoverished knight. One of the largest of these groups, comprising of the survivors of the People's Crusade, named itself the " Tafurs."


          The Princes arrived in Constantinople with little food and expected provisions and help from Alexius I. Alexius was understandably suspicious after his experiences with the People's Crusade, and also because the knights included his old Norman enemy, Bohemond. At the same time, Alexius harbored hopes of exercising control over the crusaders, who he seems to have regarded as having the potential to function as a Byzantine proxy. Thus, in return for food and supplies, Alexius requested the leaders to swear fealty to him and promise to return to the Byzantine Empire any land recovered from the Turks. Without food or provisions, they eventually had no choice but to take the oath, though not until all sides had agreed to various compromises, and only after warfare had almost broken out in the city. Only Raymond avoided swearing the oath, cleverly pledging himself to Alexius if the emperor would lead the crusade in person. Alexius refused, but the two became allies, sharing a common distrust of Bohemond.
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          Alexius agreed to send out a Byzantine army under the command of Taticius to accompany the crusaders through Asia Minor. Their first objective was Nicaea, an old Byzantine city, but now the capital of the Seljuk Sultanate of Rm under Kilij Arslan I. Meanwhile, Arslan was campaigning against the Danishmends in central Anatolia having left behind his treasury and his family having underestimated the Crusaders. The city was subjected to a lengthy siege, which was somewhat ineffectual as the crusaders could not blockade the lake on which the city was situated, and from which it could be provisioned. When Arslan heard of the siege, he rushed back to Nicaea and attacked the Crusader army on the 23 May but was driven back with heavy losses being suffered on both sides. Seeing that he would not be able to save the city, he advised the garrison to surrender if their situation became untenable. Alexius, fearing the crusaders would sack Nicaea and destroy its wealth, secretly accepted the surrender of the city; the crusaders awoke on the morning of June 19, 1097 to see Byzantine standards flying from the walls. The crusaders were forbidden to loot it, and were not allowed to enter the city except in small escorted bands. This caused a further tension between the Byzantines and the crusaders. The crusaders now began the journey to Jerusalem and Stephen of Blois writing home to his wife Adela, stated he believed it would take five weeks. In fact, the journey would take two years.


          The crusaders, still accompanied by some Byzantine troops under Taticius, marched on towards Dorylaeum, where Bohemond was pinned down by Kilij Arslan. At the Battle of Dorylaeum on July 1, Godfrey broke through the Turkish lines, and with the help of the troops led by the legate Adhemar - who attacked the Turks from the rear - defeated the Turks and looted their camp. Kilij Arslan withdrew and the crusaders marched almost unopposed through Asia Minor towards Antioch, except for a battle, in September, in which they again defeated the Turks. Along the way, the Crusaders were able to capture a number of cities such as Sozopolis, Iconium and Caesarea although most of these were lost to the Turks by 1101.


          The march through Asia was unpleasant. It was the middle of summer and the crusaders had very little food and water; many men died, as did many horses. Christians, in Asia as in Europe, sometimes gave them gifts of food and money, but more often the crusaders looted and pillaged whenever the opportunity presented itself. Individual leaders continued to dispute the overall leadership, although none of them were powerful enough to take command; still, Adhemar was always recognized as the spiritual leader. After passing through the Cilician Gates, Baldwin of Boulogne set off on his own towards the Armenian lands around the Euphrates. In Edessa early in 1098, he was adopted as heir by King Thoros, an Armenian Greek Orthodox ruler who was disliked by his Armenian subjects for his religion. Thoros was soon assassinated and Baldwin became the new ruler, thus creating the County of Edessa, the first of the crusader states.


          


          Siege of Antioch
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          The crusader army, meanwhile, marched on to Antioch, which lay about half way between Constantinople and Jerusalem. On 20 October 1097 the crusader army set Antioch to a siege which lasted almost eight months, during which time they also had to defeat two large relief armies under Duqaq of Damascus and Ridwan of Aleppo. Antioch was so large that the crusaders did not have enough troops to fully surround it, and thus it was able to stay partially supplied. As the siege dragged on it was clear that Bohemond wanted the city for himself.


          In May 1098, Kerbogha of Mosul approached Antioch to relieve the siege. Bohemond bribed an Armenian guard named Firuz to surrender his tower, and in June the crusaders entered the city and killed most of the inhabitants. However, only a few days later the Muslims arrived, laying siege to the former besiegers. At this point a minor monk by the name of Peter Bartholomew claimed to have discovered the Holy Lance in the city, and although some were skeptical, this was seen as a sign that they would be victorious.
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          On June 28 the crusaders defeated Kerbogha in a pitched battle outside the city, as Kerbogha was unable to organize the different factions in his army. While the crusaders were marching towards the Muslims, the Fatimid section of the army deserted the Turkish contingent, as they feared Kerbogha would become too powerful if he were to defeat the Crusaders. According to legend, an army of Christian saints came to the aid of the crusaders during the battle and crippled Kerbogha's army.


          Bohemond argued that Alexius had deserted the crusade and thus invalidated all of their oaths to him. Bohemond asserted his claim to Antioch, but not everyone agreed, notably Raymond of Toulouse, and the crusade was delayed for the rest of the year while the nobles argued amongst themselves. It is a common historiographical assumption that the Franks of northern France, the Provenals of southern France, and the Normans of southern Italy considered themselves separate "nations" and that each wanted to increase its status. This may have had something to do with the disputes, but personal ambition was just as likely to blame.


          Meanwhile, a plague (perhaps typhus) broke out, killing many, including the legate Adhemar. There were now even fewer horses than before, and Muslim peasants refused to give them food. In December, the Arab town of Ma'arrat al-Numan was captured after a siege, which saw the first occurrence of cannibalism among crusaders. The minor knights and soldiers became restless and threatened to continue to Jerusalem without their squabbling leaders. Finally, at the beginning of 1099, the march was renewed, leaving Bohemond behind as the first Prince of Antioch.


          


          Siege of Jerusalem
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          Proceeding down the coast of the Mediterranean, the crusaders encountered little resistance, as local rulers preferred to make peace with them and give them supplies rather than fight. On June 7 the crusaders reached Jerusalem, which had been recaptured from the Seljuks by the Fatimids of Egypt only the year before. Many Crusaders wept on seeing the city they had journeyed so long to reach.


          As with Antioch, the crusaders put the city to a lengthy siege, in which the crusaders themselves suffered many casualties, due to the lack of food and water around Jerusalem. By the time the Crusader army reached Jerusalem, only 12,000 men including 1,500 cavalry remained. Faced with a seemingly impossible task, their morale was raised when a priest, by the name of Peter Desiderius, claimed to have had a divine vision instructing them to fast and then march in a barefoot procession around the city walls, after which the city would fall in nine days, following the Biblical example of Joshua at the siege of Jericho. On July 8, 1099 the crusaders performed the procession as instructed by Desiderius. The Genoese troops, led by commander Guglielmo Embriaco, had previously dismantled the ships in which the Genoese came to the Holy Land; Embriaco, using the ship's wood, made some siege towers and seven days later on July 15, the crusaders were able to end the siege by breaking down sections of the walls and entering the city. Some Crusaders also entered through the former pilgrim's entrance.


          Over the course of that afternoon, evening and next morning, the crusaders murdered almost every inhabitant of Jerusalem. Muslims, Jews, and even eastern Christians were all massacred. Although many Muslims sought shelter in Al-Aqsa Mosque and the Jews in their synagogue by the Western wall, the crusaders spared few lives. According to the anonymous Gesta Francorum, in what some believe to be an exaggerated account of the massacre which subsequently took place there, "...the slaughter was so great that our men waded in blood up to their ankles..." Other accounts of blood flowing up to the bridles of horses are reminiscent of a passage from the Book of Revelation (14:20). Tancred claimed the Temple quarter for himself and offered protection to some of the Muslims there, but he was unable to prevent their deaths at the hands of his fellow crusaders. According to Fulcher of Chartres: "Indeed, if you had been there you would have seen our feet coloured to our ankles with the blood of the slain. But what more shall I relate? None of them were left alive; neither women nor children were spared".


          However, the Gesta Francorum states some people managed to escape the siege unharmed. Its anonymous author wrote, "When the pagans had been overcome, our men seized great numbers, both men and women, either killing them or keeping them captive, as they wished." Later it is written, "[Our leaders] also ordered all the Saracen dead to be cast outside because of the great stench, since the whole city was filled with their corpses; and so the living Saracens dragged the dead before the exits of the gates and arranged them in heaps, as if they were houses. No one ever saw or heard of such slaughter of pagan people, for funeral pyres were formed from them like pyramids, and no one knows their number except God alone."


          Raymond of Toulouse was offered the kingship of Jerusalem but refused. When Godfrey of Bouillon was offered the rule afterwards, he accepted but refused to be crowned King, saying that he wouldn't wear "a crown of gold" where Christ had worn "a crown of thorns", and instead taking the titles of a Advocatus Sancti Sepulchri ("Protector of the Holy Sepulchre") or simply "Prince". In the last action of the crusade, he led an army which defeated an invading Fatimid army at the Battle of Ascalon. Godfrey died in July 1100, and was succeeded by his brother, Baldwin of Edessa, who took the title King of Jerusalem.


          


          Crusade of 1101 and the establishment of the kingdom
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          Having captured Jerusalem and the Church of the Holy Sepulchre, the crusading vow was now fulfilled. However, there were many who had gone home before reaching Jerusalem, and many who had never left Europe at all. When the success of the crusade became known, these people were mocked and scorned by their families and threatened with excommunication by the clergy. Many crusaders who had remained with the crusade all the way to Jerusalem also went home; according to Fulcher of Chartres there were only a few hundred knights left in the newfound kingdom in 1100.


          In 1101, another crusade set out, including Stephen of Blois and Hugh of Vermandois, both of whom had returned home before reaching Jerusalem. This crusade was almost annihilated in Asia Minor by the Seljuks, but the survivors helped reinforce the kingdom when they arrived in Jerusalem. In the following years, assistance was also provided by Italian merchants who established themselves in the Syrian ports, and from the religious and military orders of the Knights Templars and the Knights Hospitaller which were created during Baldwin I's reign.


          


          Analysis of the First Crusade


          


          Aftermath


          The success of the First Crusade was unprecedented. Newly achieved stability in the west left a warrior aristocracy in search of new conquests and patrimony, and the new prosperity of major towns also meant that money was available to equip expeditions. The Italian maritime city states, in particular Venice and Genoa, were interested in extending trade. The Papacy saw the Crusades as a way to assert Catholic influence as a unifying force, with war as a religious mission. This was a new attitude to religion: it brought religious discipline, previously applicable only to monks, to soldierythe new concept of a religious warrior and the chivalric ethos.


          The First Crusade succeeded in establishing the " Crusader States" of Edessa, Antioch, Jerusalem, and Tripoli in Palestine and Syria (as well as allies along the Crusaders' route, such as the Armenian Kingdom of Cilicia).


          Back at home in western Europe, those who had survived to reach Jerusalem were treated as heroes. Robert of Flanders was nicknamed "Hierosolymitanus" thanks to his exploits. The life of Godfrey of Bouillon became legendary even within a few years of his death. In some cases, the political situation at home was greatly affected by crusader absences: while Robert Curthose was away, England had passed to his brother Henry I of England, and their conflict resulted in the Battle of Tinchebrai in 1106.


          Meanwhile the establishment of the crusader states in the east helped ease Seljuk pressure on the Byzantine Empire, which had regained some of its Anatolian territory with crusader help, and experienced a period of relative peace and prosperity in the 12th century. The effect on the Muslim dynasties of the east was gradual but important. In the wake of the death of Malik Shah I in 1092 the political instability and the division of Great Seljuk, that had pressed the Byzantine call for aid to the Pope, meant that it had prevented a coherent defense against the aggressive and expansionist Latin states. Cooperation between them remained difficult for many decades, but from Egypt to Syria to Baghdad there were calls for the expulsion of the crusaders, culminating in the recapture of Jerusalem under Saladin later in the century when the Ayyubids had united the surrounding areas.


          Pope Urban IIs reasons for calling for a Crusade to the Holy Land were to regain Papacy supreme spiritual authority in Latin Christendom while expanding his realpolitik power. He failed to bridge the growing schism between the East and West and inadvertently, with the sacking of Constantinople during the later crusades, actually solidified the schism. The Crusades also militarily assisted the weakening Byzantine Empire by repulsing the growing Seljuk menace from the Holy Lands and setting up small individual kingdoms.


          


          Pilgrims


          Although it is called the First Crusade, no one saw himself as a "crusader". The term crusade is an early 13th century term that first appears in Latin over 100 years after the first crusade. Nor did the crusaders see themselves as the first, since they did not know there would be later crusades. They saw themselves simply as pilgrims (peregrinatores) on a journey (iter), and were referred to as such in contemporary accounts.


          Taking an oath to the church to complete the journey, and punishment by excommunication if one failed to do so, were the solidifying factors of making the crusade an official pilgrimage. Crusaders were to swear that their journey would only be complete once they set foot inside the Holy Sepulchre in Jerusalem. Pilgrimages were open to all those who wished to take part; undesirable candidates, women, the elderly and the infirm, were discouraged from joining but there was no way to stop them.


          


          Popularity of the Crusade


          The first Crusade attracted the largest number of peasants and what started as a minor call for military aid turned into a mass migration of peoples. The call to go on crusade was very popular. Two medieval roles, holy warrior and pilgrim, were merged into one. Like a holy warrior in a holy war, one would carry a weapon and fight for the Church with all its spiritual benefits, including the privilege of an indulgence or martyrdom if one died in battle.


          Just like a pilgrim on a pilgrimage, a crusader would have the right to hospitality and personal protection of self and property by the Church. The benefits of the indulgence were therefore twofold, both for fighting as a warrior of the Church and for traveling as a pilgrim. Thus, an indulgence would be granted regardless of whether one lived or died. But the crusade was not an indulgence in the medieval sense, medieval indulgences were bought and sold. The crusade was not an easy absolution of sins but a form of penitence because it was undertaken voluntarily and was a type of self-inflicted punishment. This crucial difference separates the medieval indulgence and the original crusade idea.


          In addition there were feudal obligations because many crusaders went because they were required to do so by their lord. The poorer classes looked to local nobility for guidance and a powerful aristocrat could motivate others to join the cause as well. The connection to a wealthy leader allowed the average peasant to contribute and have some sort of protection on the journey, unlike those who undertook the vow alone. There were also family obligations, with many people joining the crusade in order to support relatives who had also taken the crusading vow. Some nobility, including several kings and heirs, were prohibited to join because of their position. All of these factors motivated different people for different reasons and contributed to the popularity of the crusade.


          


          Spiritual versus earthly rewards


          The call to crusade came at a time when years of good harvests had increased the Western European population allowing larger armies of Christendom to initiate the reconquista and this Crusade. Nonetheless, the attraction of trying to start a new life in the far more successful East caused many people to leave their lands. The expanding population meant that Europe was not a place of great opportunity anymore and the possibility of gaining something, whether spiritual, political or economic, was tempting to countless participants.


          Older scholarship on this issue asserts that the bulk of the participants were likely younger sons of nobles who were dispossessed of land and influenced by the practise of primogeniture, and poorer knights who were looking for a new life in the wealthy east. Many had fought in order to drive out the Muslim armies in Southern Spain, or had relatives who had done so. The rumours of treasures that were discovered there may have been an attractive feature, for if there was such treasure in Spain there must have been even more in Jerusalem. Most didn't find this type of treasure, mostly insignificant relics were uncovered. While this is true in some respect it cannot be the only motivation for so many.


          However, current research suggests that although Urban promised crusaders spiritual as well as material benefit, the primary aim of most crusaders was spiritual rather than material gain. Moreover, recent research by Jonathan Riley-Smith instead shows that the crusade was an immensely expensive undertaking, affordable only to those knights who were already fairly wealthy, such as Hugh of Vermandois and Robert Curthose, who were relatives of the French and English royal families, and Raymond of Toulouse, who ruled much of southern France. Even then, these wealthy knights had to sell much of their land to relatives or the church before they could afford to participate. Their relatives, too, often had to impoverish themselves in order to raise money for the crusade. As Riley-Smith says, "there really is no evidence to support the proposition that the crusade was an opportunity for spare sons to make themselves scarce in order to relieve their families of burdens".


          As an example of spiritual over earthly motivation, Godfrey of Bouillon and his brother Baldwin settled previous quarrels with the church by bequeathing their land to local clergy. The charters denoting these transactions were written by clergymen, not the knights themselves, and seem to idealize the knights as pious men seeking only to fulfill a vow of pilgrimage.


          Further, poorer knights (minores, as opposed to the greater knights, the principes) could go on crusade only if they expected to survive off almsgiving, or if they could enter the service of a wealthier knight, as was the case with Tancred, who agreed to serve his uncle Bohemond. Later crusades would be organized by wealthy kings and emperors, or would be supported by special crusade taxes.


          


          In arts and literature


          The success of the crusade inspired the literary imagination of poets in France, who, in the 12th century, began to compose various chansons de geste celebrating the exploits of Godfrey of Bouillon and the other crusaders. Some of these, such as the most famous, the Chanson d'Antioche, are semi-historical, while others are completely fanciful, describing battles with a dragon or connecting Godfrey's ancestors to the legend of the Swan Knight. Together, the chansons are known as the crusade cycle.


          The First Crusade was also an inspiration to artists in later centuries. In 1580, Torquato Tasso wrote Jerusalem Delivered, a largely fictionalized epic poem about the capture of Jerusalem. George Frideric Handel composed music based on Tasso's poem in his opera, Rinaldo.The 19th century poet Tommaso Grossi also wrote an epic poem, which was the basis of Giuseppe Verdi's opera I Lombardi alla prima crociata.


          Gustave Dor made a number of engravings based on episodes from the First Crusade.


          Stephen J Rivelle has written a largely fictional account of the First Crusade, in his book A Booke of Days, as has Stephen R Lawhead, with the first of a trilogy, named 'The Celtic Crusades: Book 1: The Iron Lance'


          According to Ming and Qing dynasty stone monuments, a Jewish community has existed in China since the Han Dynasty, but a majority of scholars cite the early Song Dynasty (roughly a century before the First Crusade). A legend common among the modern-day descendants of the Kaifeng Jews states they reached China after fleeing Bodrum from the invading crusaders. A section of the legend reads, The Jews became merchants and traders in the region, but new troubles came in the 1090s. Life became difficult and dangerous. The first bad news was heralded by a word they had never heard before: 'Crusade,' the so-called Holy War...Jews were warned; "Convert to Christianity or die!"
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          In thermodynamics, the first law of thermodynamics is an expression of the more universal physical law of the conservation of energy. Succinctly, the first law of thermodynamics states:


          
            
              	

              	The increase in the internal energy of a system is equal to the amount of energy added by heating the system, minus the amount lost as a result of the work done by the system on its surroundings.

              	
            

          


          


          Description


          The first law of thermodynamics basically states that a thermodynamic system can store or hold energy and that this internal energy is conserved. Heat is a process by which energy is added to a system from a high-temperature source, or lost to a low-temperature sink. In addition, energy may be lost by the system when it does mechanical work on its surroundings, or conversely, it may gain energy as a result of work done on it by its surroundings. The first law states that this energy is conserved: The change in the internal energy is equal to the amount added by heating minus the amount lost by doing work on the environment. The first law can be stated mathematically as:


          
            	[image: dU=\delta Q-\delta w\,]

          


          where dU is a small increase in the internal energy of the system, Q is a small amount of heat added to the system, and W is a small amount of work done by the system. As an analogy, if heat were money, then we could say that any change in our savings (dU) is equal to the money we put in (Q) minus the money we spend (w).


          The 's before the heat and work terms are used to indicate that they describe an increment of energy which is to be interpreted somewhat differently than the dU increment of internal energy. Work and heat are processes which add or subtract energy, while the internal energy U is a particular form of energy associated with the system. Thus the term "heat energy" for Q means "that amount of energy added as the result of heating" rather than referring to a particular form of energy. Likewise, the term "work energy" for w means "that amount of energy lost as the result of work". The most significant result of this distinction is the fact that one can clearly state the amount of internal energy possessed by a thermodynamic system, but one cannot tell how much energy has flowed into or out of the system as a result of its being heated or cooled, nor as the result of work being performed on or by the system.


          The first explicit statement of the first law of thermodynamics was given by Rudolf Clausius in 1850: "There is a state function E, called energy, whose differential equals the work exchanged with the surroundings during an adiabatic process."


          Note that the above formulation is favored by engineers and physicists. Chemists prefer a second form, in which the work term w is defined as the work done on the system, and therefore insert a plus sign in the above equation before the work term. This article will use the first definition exclusively.


          


          Mathematical formulation


          The mathematical statement of the first law is given by:


          
            	[image: dU=\delta Q-\delta w\,]

          


          where dU is the infinitesimal increase in the internal energy of the system, Q is the infinitesimal amount of heat added to the system, and w is the infinitesimal amount of work done by the system. The infinitesimal heat and work are denoted by  rather than d because, in mathematical terms, they are not exact differentials. In other words, they do not describe the state of any system. The integral of an inexact differential depends upon the particular "path" taken through the space of thermodynamic parameters while the integral of an exact differential depends only upon the initial and final states. If the initial and final states are the same, then the integral of an inexact differential may or may not be zero, but the integral of an exact differential will always be zero. The path taken by a thermodynamic system through state space is known as a thermodynamic process.


          An expression of the first law can be written in terms of exact differentials by realizing that the work that a system does is equal to its pressure times the infinitesimal change in its volume. In other words w = PdV where P is pressure and V is volume. For a reversible process, the total amount of heat added to a system can be expressed as Q = TdS where T is temperature and S is entropy. For a reversible process, the first law may now be restated:
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          In the case where the number of particles in the system is not necessarily constant and may be of different types, the first law is written:


          
            	[image: dU=\delta Q-\delta W + \sum_i \mu_i dN_i\,]

          


          where dNi is the (small) number of type-i particles added to the system, and i is the amount of energy added to the system when one type-i particle is added, where the energy of that particle is such that the volume and entropy of the system remains unchanged. i is known as the chemical potential of the type-i particles in the system. The statement of the first law for reversible processes, using exact differentials is now:
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          A useful idea from mechanics is that the energy gained by a particle is equal to the force applied to the particle multiplied by the displacement of the particle while that force is applied. Now consider the first law without the heating term: dU = PdV. The pressure P can be viewed as a force (and in fact has units of force per unit area) while dV is the displacement (with units of distance times area). We may say, with respect to this work term, that a pressure difference forces a transfer of volume, and that the product of the two (work) is the amount of energy transferred as a result of the process.


          It is useful to view the TdS term in the same light: With respect to this heat term, a temperature difference forces a transfer of entropy, and the product of the two (heat) is the amount of energy transferred as a result of the process. Here, the temperature is known as a "generalized" force (rather than an actual mechanical force) and the entropy is a generalized displacement.


          Similarly, a difference in chemical potential between groups of particles in the system forces a trasfer of particles, and the corresponding product is the amount of energy transferred as a result of the process. For example, consider a system consisting of two phases: liquid water and water vapor. There is a generalized "force" of evaporation which drives water molecules out of the liquid. There is a generalized "force" of condensation which drives vapor molecules out of the vapor. Only when these two "forces" (or chemical potentials) are equal will there be equilibrium, and the net transfer will be zero.


          The two thermodynamic parameters which form a generalized force-displacement pair are termed "conjugate variables". The two most familiar pairs are, of course, pressure-volume, and temperature-entropy.


          


          Types of thermodynamic processes


          Paths through the space of thermodynamic variables are often specified by holding certain thermodynamic variables constant. It is useful to group these processes into pairs, in which each variable held constant is one member of a conjugate pair.


          The pressure-volume conjugate pair is concerned with the transfer of mechanical or dynamic energy as the result of work.


          
            	An isobaric process occurs at constant pressure. An example would be to have a movable piston in a cylinder, so that the pressure inside the cylinder is always at atmospheric pressure, although it is isolated from the atmosphere. In other words, the system is dynamically connected, by a movable boundary, to a constant-pressure reservoir.

          


          
            	An isochoric process is one in which the volume is held constant, meaning that the work done by the system will be zero. It follows that, for the simple system of two dimensions, any heat energy transferred to the system externally will be absorbed as internal energy. An isochoric process is also known as an isometric process. An example would be to place a closed tin can containing only air into a fire. To a first approximation, the can will not expand, and the only change will be that the gas gains internal energy, as evidenced by its increase in temperature and pressure. Mathematically, Q = dU. We may say that the system is dynamically insulated, by a rigid boundary, from the environment

          


          The temperature-entropy conjugate pair is concerned with the transfer of thermal energy as the result of heating.


          
            	An isothermal process occurs at a constant temperature. An example would be to have a system immersed in a large constant-temperature bath. Any work energy performed by the system will be lost to the bath, but its temperature will remain constant. In other words, the system is thermally connected, by a thermally conductive boundary to a constant-temperature reservoir.

          


          
            	An isentropic process occurs at a constant entropy. For a reversible process this is identical to an adiabatic process (see below). If a system has an entropy which has not yet reached its maximum equilibrium value, a process of cooling may be required to maintain that value of entropy.

          


          
            	An adiabatic process is a process in which there is no energy added or subtracted from the system by heating or cooling. For a reversible process, this is identical to an isentropic process. We may say that the system is thermally insulated from its environment and that its boundary is a thermal insulator. If a system has an entropy which has not yet reached its maximum equilibrium value, the entropy will increase even though the system is thermally insulated.

          


          The above have all implicitly assumed that the boundaries are also impermeable to particles. We may assume boundaries that are both rigid and thermally insulating, but are permeable to one or more types of particle. Similar considerations then hold for the (chemical potential)-(particle number) conjugate pairs.
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          The First Macedonian War (214 BC - 205 BC) was fought by Rome, allied (after 211 BC) with the Aetolian League and Attalus I of Pergamon, against Philip V of Macedon, contemporaneously with the Second Punic War against Carthage. There were no decisive engagements, and the war ended in a stalemate.


          During the war, Macedon attempted to gain control over parts of Illyria and Greece, but without success. It is commonly thought that these skirmishes in the east prevented Macedon from aiding the Carthaginian general Hannibal in the war with Rome. The " Peace of Phoenice", a treaty drawn up at Phoenice, in 205 BC, formally ended the war.


          


          Demetrius urges war against Rome


          Rome's preoccupation with its war against Carthage provided an opportunity for Philip V of Macedon, to attempt to extend his power westward. According to the ancient Greek historian Polybius, an important factor in Philip's decision to take advantage of this opportunity was the influence of Demetrius of Pharos.


          Demetrius had been, after the First Illyrian War in 229 BC, ruler of most of coastal Illyria. However, in 219 BC, during the Second Illyrian War he was defeated by the Romans and fled to the court of Philip.


          Involved in a war with the Aetolians, Philip learned by messenger of the victory of Hannibal over the Romans, at Lake Trasimene in June of 217 BC. Philip at first showed the letter only to Demetrius. Perhaps seeing a chance to recover his kingdom, Demetrius immediately advised the young king to make peace with the Aetolians, and turn his attentions toward Illyria and Italy. Polybius quotes Demetrius as saying:


          
            	For Greece is already entirely obedient to you, and will remain so: the Achaeans from genuine affection; the Aetolians from the terror which their disasters in the present war have inspired them. Italy, and your crossing into it, is the first step in the acquirement of universal empire, to which no one has a better claim than yourself. And now is the moment to act when the Romans have suffered a reverse.

          


          Philip was easily persuaded.


          


          Philip makes peace with Aetolia


          Philip, at once began negotiations with the Aetolians. At a conference on the coast near Naupactus, Philip met the Aetolian leaders, and a peace treaty was concluded. Polybius quotes the Aetolian Agelaus of Naupactus as having given the following speech in favour of peace:


          
            [image: The ancient Region of Aetolia, Greece]

            
              The ancient Region of Aetolia, Greece
            

          


          
            	The best thing of all is that the Greeks should not go to war with each other at all, but give the gods hearty thanks if by all speaking with one voice, and joining hands like people crossing a stream, they may be able to repel the attacks of barbarians and save themselves and their cities. But if this is altogether impossible, in the present juncture at least we ought to be unanimous and on our guard, when we see the bloated armaments and the vast proportions assumed by the war in the west. For even now it is evident to any one who pays even a moderate attention to public affairs, that whether the Carthaginians conquer the Romans, or the Romans the Carthaginians, it is in every way improbable that the victors will remain contented with the empire of Sicily and Italy. They will move forward: and will extend their forces and their designs farther than we could wish. Wherefore, I beseech you all to be on your guard against the danger of the crisis, and above all you, O King. You will do this, if you abandon the policy of weakening the Greeks, and thus rendering them an easy prey to the invader; and consult on the contrary for their good as you would for your own person, and have a care for all parts of Greece alike, as part and parcel of your own domains. If you act in this spirit, the Greeks will be your warm friends and faithful coadjutors in all your undertakings; while foreigners will be less ready to form designs against you, seeing with dismay the firm loyalty of the Greeks. If you are eager for action, turn your eyes to the west, and let your thoughts dwell upon the wars in Italy. Wait with coolness the turn of events there, and seize the opportunity to strike for universal dominion. Nor is the present crisis unfavourable for such a hope. But I intreat of you to postpone your controversies and wars with the Greeks to a time of greater tranquillity; and make it your supreme aim to retain the power of making peace or war with them at your own will. For if once you allow the clouds now gathering in the west to settle upon Greece, I fear exceedingly that the power of making peace or war, and in a word all these games which we are now playing against each other, will be so completely knocked out of the hands of us all, that we shall be praying heaven to grant us only this power of making war or peace with each other at our own will and pleasure, and of settling our own disputes.

          


          


          Philip builds a fleet


          Philip spent the winter of 217216 BC building a fleet of 100 warships and training men to row them, and according to Polybius, it was a practice that "hardly any Macedonian king had ever done before". Macedon probably lacked the resources to build and maintain the kind of fleet necessary to match the Romans. Polybius says that Philip had no "hope of fighting the Romans at sea", perhaps referring to a lack of experience and training.


          At any rate, Philip chose to build lembi. These were the small fast galleys used by the Illyrians. They had a single bank of oars and were able to carry 50 soldiers in addition to the rowers. With these, Philip could hope to avoid or evade the Roman fleet, preoccupied as he hoped it would be with Hannibal, and based, as it was, at Lilybaeum in western Sicily.


          Philip had in the meantime expanded his territories west along the Apsus and Genusus river valleys, right up to the borders of Illyria. Philip's plan was it seems, to first take the Illyrian coasts, conquer the area between the coasts and Macedon, and use the new land link to provide a rapid route for reinforcements across the narrow straits to Italy.


          At the beginning of summer, Philip and his fleet left Macedon, sailed through the Euripus Strait, between the island of Euboea and Boeotia on the Greek mainland, and then rounded Cape Malea, before dropping anchor off the Islands of Cephalenia and Leucas, to await word of the location of the Roman fleet. Informed that it was still at Lilybaeum, he sailed north to Apollonia in Illyria.


          However, as the Macedonia fleet neared the island of Sazan, Philip heard a report that some Roman quinqueremes had been seen headed for Apollonia. Convinced that the entire Roman fleet was sailing to apprehend him, Philip ordered an immediate return to Cephalenia. Polybius speaks of "panic" and "disorder" to describe the fleet's hasty retreat, and says that in fact the Romans had sent only a squadron of ten ships, and that because of "inconsiderate alarm", Philip had missed his best chance to achieve his aims in Illyria, returning to Macedon, "without loss indeed, but with considerable dishonour".


          


          Philip allies with Carthage


          After hearing of Rome's disastrous defeat at the hands of Hannibal at Cannae in 216 BC, Philip sent ambassadors to Hannibal's camp in Italy to negotiate an alliance. There they concluded in the summer of 215 BC a treaty, the text of which is given by Polybius. In it they pledge in general terms, mutual support and defense and to be enemies to each other's enemies (excepting current allies). Specifically they promise support against Rome, and that Hannibal shall have the right to make peace with Rome, but that any peace would include Philip and that Rome would be forced to give up control of Corcyra, Apollonia, Epidamnus, Pharos, Dimale, Parthini, and Atintania and "to restore to Demetrius of Pharos all those of his friends now in the dominion of Rome."


          The treaty as set down by Polybius, makes no mention of an invasion of Italy by Philip, the debacle at Sazan perhaps having soured Philip on such a venture  something which in any case Hannibal may not have desired.


          On their way back to Macedon, Philip's emissaries along with emissaries from Hannibal were captured, by Publius Valerius Flaccus, commander of the Roman fleet patrolling the southern Apulian coast. A letter from Hannibal to Philip, and the terms of their agreement were discovered.


          Philip's alliance with Carthage caused immediate dismay in Rome, hard-pressed as they already were. An additional twenty-five warships were at once outfitted and sent to join Flaccus' fleet of twenty-five warships already at Tarentum, with orders to guard the Italian Adriatic coast, and to try to determine Philip's intent and if necessary cross over to Macedonia, keeping Philip confined there.


          


          War breaks out in Illyria


          In the late summer of 214 BC, Philip again attempted an Illyrian invasion by sea, with a fleet of 120 lembi. He captured Oricum which was lightly defended, and sailing up the Aous (modern Vjos) river he besieged Apollonia.


          Meanwhile the Romans had moved the fleet from Tarentum to Brundisium to continue the watch on the movements of Philip and a legion had been sent in support, all under the command of the Roman propraetor Marcus Valerius Laevinus. Upon receiving word from Oricum of events in Illyria, Laevinus crossed over with his fleet and army. Landing at Oricum, Laevinus was able to retake the town with little fighting.


          In the account given by Livy, Laevinus, hearing that Apollonia was under siege, sent 2000 men under the command of Quintus Naevius Crista, to the mouth of the river. Avoiding Philip's army, Crista was able to enter the city by night unobserved. The following night, catching Philip's forces by surprise, he attacked and routed their camp. Philip, escaping to his ships in the river, made his way over the mountains and back to Macedonia, having burned his fleet and left many thousands of his men that had died or been taken prisoner, along with all of his armies' possessions, behind. Laevinus and his fleet wintered at Oricum.


          Twice thwarted in attempts at invasion of Illyria by sea, and now constrained by Laevinus' fleet in the Adriatic, Philip spent the next two years 213212 BC making advances in Illyria by land. Keeping clear of the coast, he took the inland towns of Atintania, and Dimale, and subdued the Greek tribe of the Dassaretae and the Illyrian Parthini and at least the southern Ardiaei.


          He was finally able to gain access to the Adriatic by capturing Lissus and its seemingly impregnable citadel, after which the surrounding territories surrendered. Perhaps the capture of Lissus rekindled in Philip hopes of an Italian invasion. However the loss of his fleet, meant that Philip would be dependent on Carthage for passage to and from Italy, making the prospect of invasion considerably less appealing.


          


          Rome seeks allies in Greece


          Desiring to prevent Philip from aiding Carthage in Italy and elsewhere, Rome sought out land allies in Greece.


          Laevinus had begun exploring the possibility of an alliance with the Aetolian League, as early as 212 BC. The Aetolians, war weary, had made peace with Philip at Naupactus in 217 BC. However five years later the pendulum had swung in the other direction, the war faction was on the ascendency, and the Aetolians were once again ready to consider taking up arms against their traditional enemy of Macedon.


          In 211 BC an Aetolian assembly was convened for discussions with Rome. Laevinus pointed out the recent capture of Syracuse and Capua in the war against Carthage, as evidence of Rome's rising fortunes, and offered to ally with them against the Macedonians. A treaty was signed. The Aetolians would conduct operations on land, the Romans at sea. Rome would keep any slaves and other booty taken and Aetolia would receive control of any territory acquired. Another provision of the treaty allowed for the inclusion of certain allies of the League: Elis, Sparta, Messenia and Attalus I of Pergamon, as well as two Roman clients, the Illyrians Pleuratus and Scerdilaidas.


          


          Campaign in Greece


          Later that summer Laevinus seized the main town of Zacynthus, except for its citadel, and the Acarnanian town of Oeniadae and the island of Nasos which he handed over to the Aetolians. He then withdrew his fleet to Corcyra for the winter.


          Upon hearing of the Roman alliance with Aetolia, Philip's first action was to secure his northern borders. He conducted raids in Illyria at Oricum and Apollonia and seized the frontier town of Sintia in Dardania or perhaps Paionia. He marched rapidly south through Pelagonia, Lyncestis and Bottiaea and on to Tempe which he garrisoned with 4000 men. He turned north again into Thrace, attacking the Maedi and their chief city Iamphorynna before returning to Macedon.


          No sooner had Philip arrived there, when he received an urgent plea for help from his ally the Acarnanians. Scopas the Aetolian strategos (general), had mobilized the Aetolians army and was preparing to invade Acarnania. Desperate and overmatched, but determined to resist, the Arcanians sent their women, children and old men to seek refuge in Epirus, and the rest marched to the frontier, having sworn an oath to fight to the death, "invoking a terrible curse" upon any who were forsworn. Hearing of the Acarnanians' grim determination, the Aetolians hesitated. Then learning of Philip's approach they finally abandoned their invasion. After which Philip retired to Pella for the winter.


          In the spring of 210 BC, Laevinus again sailed from Corcyra with his fleet, and with the Aetolians, captured Phocian Anticyra. Rome enslaved the inhabitants and Aetolia took possession of the town.


          Although there was some fear of Rome and concern with her methods, the coalition arrayed against Philip continued to grow. As allowed for by the treaty, Pergamon, Elis and Messenia, followed by Sparta, all agreed to join the alliance against Macedon. The Roman fleet together with the Pergamon fleet controlled the sea, and Macedon and her allies were threatened on land by the rest of the coalition. The Roman strategy of encumbering Philip with a war among Greeks in Greece was succeeding, so much so that when Laevinus went to Rome to take up his consulship, he was able to report that the legion deployed against Philip could be safely withdrawn.


          However the Eleans, Messenians and Spartans remained passive throughout 210 BC, and Philip continued to make advances. He invested and took Echinus, using extensive siegeworks, having beaten back an attempt to relieve the town by the Aetolian strategos Dorimachus and the Roman fleet, now commanded by the proconsul Publius Sulpicius Galba. Moving west Philip probably also took Phalara the port city of Lamia, in the Maliac Gulf. Sulpicius and Dorimachus took Aegina, an island in the Saronic Gulf, which the Aetolians sold to Attalus, the Pergamene king, for thirty talents, and which he was to use as his base of operations against Macedon in the Aegean Sea.


          In the spring of 209 BC, Philip received requests for help from his ally the Achaean League in the Peloponnesus who were being attacked by Sparta and the Aetolians. He also heard that Attalus, had been elected one of the two supreme commanders of the Aetolian League, and rumors that he intended to crossover the Aegean from Asia Minor. Philip marched south into Greece. At Lamia he was met by an Aetolian force, supported by Roman and Pergamene auxiliaries, under the command of the Attalus' colleague as strategos, the Aetolian Phyrrhias. Philip won two battles at Lamia, inflicting heavy casualties on Phyrrhias' troops. The Aetolians and their allies were forced to retreat inside the city walls, where they remained, unwilling anymore to give battle.


          


          Attempt at peace fails


          From Lamia, Philip went to Phalara. There he met representatives from the neutral states of Egypt, Rhodes, Athens and Chios who were trying to end the warthey were trading states and the war was probably hurting trade. Livy says that they were concerned "not so much for the Aetolians, who were more warlike than the rest of the Greeks, as for the liberty of Greece, which would be seriously endangered if Philip and his kingdom took an active part in Greek politics." With them was Amynandor of Athamania, representing the Aetolians. A truce of thirty days and a peace conference at Achaea were arranged.


          Philip marched to Chalcis in Euboea, which he garrisoned to block Attalus' landing there, then continued on to Aegium for the conference. The conference was interrupted by a report that Attalus had arrived at Aegina, and the Roman fleet was at Naupactus. The Aetolian representatives, emboldened by these events, at once demanded that Philip return Pylos to the Messenians, Atintania to Rome and the Ardiaei to Scerdilaidas and Pleuratus. "Indignant", Philip quit the negotiations telling the assembly that they "might bear him witness that whilst he was seeking a basis for peace, the other side were determined to find a pretext for war".


          


          Hostilities resume


          From Naupactus, Sulpicius sailed east to Corinth and Sicyon, conducting raids there. Philip, with his cavalry caught the Romans ashore and was able to drive them back to their ships, with the Romans returning to Naupactus.


          Philip then joined Cycliadas the Achaean general, near Dyme for a joint attack on the city of Elis, the main Aetolian base of operations against Achaea. However, Sulpicius had sailed into Cyllene and reinforced Elis with 4000 Romans. Leading a charge, Philip was thrown from his horse. Fighting on foot Philip became the object of a fierce battle, finally escaping on another horse. The next day Philip captured the stronghold of Phyricus, taking 4000 prisoners and 20,000 animals. Hearing news of Illyrian incursions in the north Philip abandoned Aetolia and returned to Demetrias in Thessaly.


          Meanwhile Sulpicius sailed round into the Aegean and joined Attalus on Aegina for the winter. In 208 BC the combined fleet of thirty-five Pergamene and twenty-five Roman ships failed to take Lemnos, but occupied and plundered the countryside of the island of Peparethos (Skopelos), both Macedonian possessions.


          Attalus and Sulpicius then attended a meeting in Heraclea Trachinia of the Council of the Aetolians which included representatives from Egypt and Rhodes, who were continuing to try to arrange a peace. Learning of the conference and the presence of Attalus, Philip marched rapidly south in an attempt to break up the conference and catch the enemy leaders, but arrived too late.


          Surrounded by foes, Philip was forced to adopt a defensive policy. He distributed his commanders and forces and set up a system of beacon fires at various high places to communicate instantly any enemy movements.


          After leaving Heraclea, Attalus and Sulpicius sacked both Oreus, on the northern coast of Euboea and Opus, the chief city of eastern Locris. The spoils from Oreus had been reserved for Sulpicius, who returned there, while Attalus stayed to collect the spoils from Opus. However, with their forces divided, Philip, alerted by signal fire, attacked and took Opus. Attalus caught by surprise was barely able to escape to his ships.


          


          The war ends


          Although Philip considered Attalus' escape a bitter defeat, it proved to be the turning-point of the war. Attalus was forced to return to Pergamon, when he learned at Opus that, perhaps at the urging of Philip, Prusias I, king of Bithynia and related to Philip by marriage, was moving against Pergamon. Sulpicius returned to Aegina. Free from the pressure of the combined Roman and Pergamon fleets, Philip was able to resume the offensive against the Aetolians. He captured Thronium, followed by the towns Tithronium and Drymaea north of the Cephisus, controlling all of Epicnemidian Locris, and took back control of Oreus.


          The neutral trading powers were ever trying to arrange a peace. At Elateia, Philip had met with the same would be peacemakers from Egypt and Rhodes, who had been at the meeting in Heraclea, and again in the spring of 207 BC, but to no avail. Representatives of Egypt, Rhodes, Byzantium, Chios, Mytilene and perhaps Athens also met again with the Aetolians that spring. The war was going Philip's way, but the Aetolians, although now abandoned by both Pergamon and Rome, were not yet ready to make peace on Philip's terms. However, after another season's fighting, they finally were. In 206 BC, the Aetolians, without Rome's consent, sued for a separate peace on conditions imposed by Philip.


          The following spring the Romans sent the censor Publius Sempronius Tuditanus with 35 ships and 11,000 men to Dyrrachium in Illiria, where he incited the Parthini to revolt and laid siege to Dimale. However when Philip arrived Sempronius broke off the siege and withdrew inside the walls of Apollonia. Sempronius tried unsuccessfully to entice the Aetolians to break their peace with Philip. With no more allies in Greece, but having achieved their objective of preventing Philip from aiding Hannibal, the Romans were ready to make peace. A treaty was drawn up at Phoenice in 205 BC, the so-called " Peace of Phoenice", formally ended the First Macedonian War.
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        First-order logic


        
          

          First-order logic (FOL) is a formal deductive system used by mathematicians, philosophers, linguists, and computer scientists. It goes by many names, including: first-order predicate calculus (FOPC), the lower predicate calculus, the language of first-order logic or predicate logic. Unlike natural languages such as English, FOL uses a wholly unambiguous formal language interpreted by mathematical structures. FOL is a system of deduction extending propositional logic by allowing quantification over individuals of a given domain (universe) of discourse. For example, it can be stated in FOL "Every individual has the property P".


          While propositional logic deals with simple declarative propositions, first-order logic additionally covers predicates and quantification. Take for example the following sentences: "Socrates is a man", "Plato is a man". In propositional logic these will be two unrelated propositions, denoted for example by p and q. In first-order logic however, both sentences would be connected by the same property: Man(x), where Man(x) means that x is a man. When x=Socrates we get the first proposition, p, and when x=Plato we get the second proposition, q. Such a construction allows for a much more powerful logic when quantifiers are introduced, such as "for every x...", for example, "for every x, if Man(x), then...". Without quantifiers, every valid argument in FOL is valid in propositional logic, and vice versa.


          A first-order theory consists of a set of axioms (usually finite or recursively enumerable) and the statements deducible from them given the underlying deducibility relation. Usually what is meant by 'first-order theory' is some set of axioms together with those of a complete (and sound) axiomatization of first-order logic, closed under the rules of FOL. (Any such system FOL will give rise to the same abstract deducibility relation, so we needn't have a fixed axiomatic system in mind.) A first-order language has sufficient expressive power to formalize two important mathematical theories: ZFC set theory and Peano arithmetic. A first-order language cannot, however, categorically express the notion of countability even though it is expressible in the first-order theory ZFC under the intended interpretation of the symbolism of ZFC. Such ideas can be expressed categorically with second-order logic.


          


          Why is first-order logic needed?


          Propositional logic is not adequate for formalizing valid arguments that rely on the internal structure of the propositions involved. To see this, consider the valid syllogistic argument:


          
            	All men are mortal


            	Socrates is a man


            	Therefore, Socrates is mortal

          


          which upon translation into propositional logic yields:


          
            	A


            	B


            	[image: \therefore] C

          


          (taking [image: \therefore] to mean "therefore").


          According to propositional logic, this translation is invalid: Propositional logic validates arguments according to their structure, and nothing in the structure of this translated argument (C follows from A and B, for arbitrary A, B, C) suggests that it is valid. A translation that preserves the intuitive (and formal) validity of the argument must take into consideration the deeper structure of propositions, such as the essential notions of predication and quantification. Propositional logic deals only with truth-functional validity: any assignment of truth-values to the variables of the argument should make either the conclusion true or at least one of the premises false. Clearly we may (uniformly) assign truth values to the variables of the above argument such that A, B are both true but C is false. Hence the argument is truth-functionally invalid. On the other hand, it is impossible to (uniformly) assign truth values to the argument "A follows from (A and B)" such that (A and B) is true (hence A is true and B is true) and A false.


          In contrast, this argument can be easily translated into first-order logic:


          
            	[image: \forall x (\mathit{Man}(x) \rightarrow \mathit{Mortal}(x))]


            	[image: \,\mathit{Man}(\mathit{Socrates})]


            	[image: \therefore \mathit{Mortal}(\mathit{Socrates})]

          


          (Where "[image: \forall x]" means "for all x", "[image: \rightarrow]" means "implies", Man(Socrates) means "Socrates is a man", and Mortal(Socrates) means "Socrates is mortal".) In plain English, this states that


          
            	for all x, if x is a man then x is mortal


            	Socrates is a man


            	therefore Socrates is mortal

          


          FOL can also express the existence of something ([image: \exists]), as well as predicates ("functions" that are true or false) with more than one parameter. For example, "there is someone who can be fooled every time" can be expressed as:


          
            	[image: \exists x (\mathit{Person}(x) \and \forall y (\mathit{time}(y) \rightarrow \mathit{Canfool}(x,y)))]

          


          Where "[image: \exists x]" means "there exists (an) x", "[image: \and]" means "and", and Canfool(x,y) means "(person) x can be fooled (at time) y".


          


          Defining first-order logic


          A predicate calculus consists of


          
            	formation rules (i.e. recursive definitions for forming well-formed formulas).


            	transformation rules (i.e. inference rules for deriving theorems).


            	axioms or axiom schemata (possibly countably infinite).

          


          The axioms considered here are logical axioms which are part of classical FOL. It is important to note that FOL can be formalized in many equivalent ways; there is nothing canonical about the axioms and rules of inference given in this article. There are infinitely many equivalent formalizations all of which yield the same theorems and non-theorems, and all of which have equal right to the title 'FOL'.


          FOL is used as the basic "building block" for many mathematical theories. FOL provides several built-in rules, such as the axiom [image: \forall x P(x)\rightarrow \forall x P(x)] (if P(x) is true for every x then P(x) is true for every x). Additional non-logical axioms are added to produce specific first-order theories based on the axioms of classical FOL; these theories built on FOL are called classical first-order theories. One example of a classical first-order theory is Peano arithmetic, which adds to axiom [image: \forall x \exists y Q(x,y)] (i.e. for every x there exists y such that y=x+1, where Q(x,y) is interpreted as "y=x+1"). This additional axiom is a non-logical axiom; it is not part of FOL, but instead is an axiom of the theory (an axiom of arithmetic rather than of logic). Axioms of the latter kind are also called axioms of first-order theories. The axioms of first-order theories are not regarded as truths of logic per se, but rather as truths of the particular theory that usually has associated with it an intended interpretation of its non-logical symbols. (See an analogous idea at logical versus non-logical symbols.) Thus, the axiom about Q(x,y) is true only with the interpretation of the relation Q(x,y) as "y=x+1", and only in the theory of Peano arithmetic. Classical FOL does not have associated with it an intended interpretation of its non-logical vocabulary (except arguably a symbol denoting identity, depending on whether one regards such a symbol as logical). Classical set-theory is another example of a first-order theory (a theory built on FOL).


          


          Vocabulary


          Before setting up the formation rules, one has to describe the "vocabulary", which is composed of


          
            	A set of predicate variables (or relations) each with some valence (or arity, number of its arguments) 1, which are often denoted by uppercase letters P, Q, R,... .

              
                	For example, P(x) is a predicate variables of valence 1. It can stand for "x is a man", for example.


                	Q(x,y) is a predicate variables of valence 2. It can stand for "x is greater than y" in arithmetic or "x is the father of y", for example.


                	It is possible to allow relations of valence 0; these could be considered as propositional variables. For example, P, which can stand for any statement.


                	By using functions (see below), it is possible to dispense with all predicate variables with valence larger than one. For example, "x>y" (a predicate of valence 2, of the type Q(x,y)) can be replaced by a predicate of valence 1 about the ordered pair (x,y).

              

            


            	A set of constants, often denoted by lowercase letters at the beginning of the alphabet a, b, c,... .

              
                	Examples: a may stand for Socrates. In arithmetic, it may stand for 0. In set theory, such a constant may stand for the empty set.

              

            


            	A set of functions, each of some valence  1, which are often denoted by lowercase letters f, g, h,... .

              
                	Examples: f(x) may stand for "the father of x". In arithmetic, it may stand for "-x". In set theory, it may stand for "the power set of x". In arithmetic, f(x,y) may stand for "x+y". In set theory, it may stand for "the union of x and y".


                	A constant is really a function of valence 0. However it is traditional to use the term "function" only for functions of valence at least 1.


                	One can in principle dispense entirely with functions of arity > 2 and predicates of arity > 1 if there is a function symbol of arity 2 representing an ordered pair (or predicate symbols of arity 2 representing the projection relations of an ordered pair). The pair or projections need to satisfy the natural axioms.


                	One can in principle dispense entirely with functions and constants. For example, instead of using a constant 0 one may use a predicate 0(x) (interpreted as "x=0"), and replace every predicate such as P(0,y) with [image: \forall] x 0(x)[image: \rightarrow] P(x,y). A function such as f(x1,x2...) will similarly be replaced by a predicate F(x1,x2...,y) (interpreted as "y=f(x1,x2...)").

              

            


            	An infinite set of variables, often denoted by lowercase letters at the end of the alphabet x, y, z,... .


            	Symbols denoting logical operators (or connectives): [image: \neg] ( logical not), [image: \rightarrow] ( logical conditional).

              
                	[image: \neg]( [image: \rightarrow] [image: \neg]) is logically equivalent to  [image: \wedge]  ( logical and).  [image: \wedge]  can be seen as a shorthand for this. Alternatively, one may add the [image: \wedge] symbol as a logical operator to the vocabulary, and appropriate axioms.


                	[image: \neg] [image: \rightarrow]  is logically equivalent to  [image: \or]  ( logical or).  [image: \or]  can be seen as a shorthand for this. Alternatively, one may add the [image: \or] symbol as a logical operator to the vocabulary, and appropriate axioms.


                	Similarly, ([image: \rightarrow])[image: \wedge]([image: \rightarrow]) is logically equivalent to  [image: \leftrightarrow]  ( logical biconditional), and one may use the latter as a shorthand for this, or alternatively add this to the vocabulary and add appropriate axioms. Sometimes  [image: \leftrightarrow]  is written as  [image: \equiv] .

              

            


            	Symbols denoting quantifiers: [image: \forall] ( universal quantification, typically read as "for all").

              
                	[image: \neg(\forall] x[image: \neg ]) is logically equivalent to [image: \exists]x  ( existential quantification, typically read as "there exists"). The latter can either be used as a shorthand for this, or added to the vocabulary together with appropriate axioms.

              

            


            	Left and right parenthesis.

              
                	There are many different conventions about where to put parentheses; for example, one might write [image: \forall ]x or ([image: \forall]x). Sometimes one uses colons or full stops instead of parentheses to make formulas unambiguous. One interesting but rather unusual convention is " Polish notation", where one omits all parentheses, and writes [image: \rightarrow], [image: \wedge], and so on in front of their arguments rather than between them. Polish notation is compact and elegant, but rare because it is hard for humans to read it.

              

            


            	An identity or equality symbol = is sometimes but not always included in the vocabulary.

              
                	If equality is considered to be a part of first-order logic, then the equality symbol behaves syntactically as a binary predicate. This case is sometimes called first-order logic with equality.

              

            

          


          There are several further minor variations listed below:


          
            	The set of primitive symbols (operators and quantifiers) often varies. It is possible to include other operators as primitive, such as [image: \leftrightarrow] (iff), [image: \wedge] (and) and [image: \or] (or), the truth constants T for "true" and F for "false" (these are operators of valence 0), and/or the Sheffer stroke (P | Q, aka NAND). The minimum number of primitive symbols needed is one, but if we restrict ourselves to the operators listed above, we need three, as above.


            	Some books and papers use the notation  [image: \Rightarrow]  for  [image: \rightarrow] . This is especially common in proof theory where [image: \rightarrow] is easily confused with the sequent arrow. One also sees ~ for [image: \neg],  &  for  [image: \wedge] , and a wealth of notations for quantifiers; e.g., [image: \forall]x  may be written as (x). This latter notation is common in texts on recursion theory.


            	It is often easier in practice to use a simpler notation that supports infix operators and omits unnecessary parentheses. Thus if P is a relation of valence 2, we often write "a P b" instead of "P a b"; for example, we write 1 < 2 instead of <(1 2). Similarly if f is a function of valence 2, we sometimes write "a f b" instead of "f(a b)"; for example, we write 1 + 2 instead of +(1 2). By convention, infix operators tend to use non-alphabetic function names. It is also common to omit some parentheses if this does not lead to ambiguity (leading to defining a precedence).


            	Sometimes it is useful to say that "P(x) holds for exactly one x", which can be expressed as [image: \exists!]x P(x). This notation may be taken to abbreviate a formula such as [image: \exists]x (P(x) [image: \wedge\forall]y (P(y) [image: \rightarrow] (x = y))) .

          


          Computer programs that accept first-order logic representations will typically accept at least these quantifiers and operators (though they may use different symbols to represent them): [image: \forall] (forall), [image: \exists] (exists), [image: \neg] (not), [image: \wedge] (and), [image: \or] (or), [image: \rightarrow] (implies), and [image: \leftrightarrow] (if and only if). The exclusive-or operator "xor" is also common.


          The sets of constants, functions, and relations are usually considered to form a language, while the variables, logical operators, and quantifiers are usually considered to belong to the logic. For example, the language of group theory consists of one constant (the identity element), one function of valence 1 (the inverse) one function of valence 2 (the product), and one relation of valence 2 (equality), which would be omitted by authors who include equality in the underlying logic.


          


          Formation rules


          The formation rules define the terms and formulas of first order logic. When terms and formulas are represented as strings of symbols, these rules can be used to write a formal grammar for terms and formulas. The concept of free variable is used to define the sentences as a subset of the formulas.


          


          Terms


          The set of terms is recursively defined by the following rules:


          
            	Any constant is a term.


            	Any variable is a term.


            	Any expression f(t1,...,tn) of n  1 arguments (where each argument ti is a term and f is a function symbol of valence n) is a term.


            	Closure clause: Nothing else is a term. For example, predicates are not terms.

          


          


          Formulas


          The set of well-formed formulas (usually called wffs or just formulas) is recursively defined by the following rules:


          
            	Simple and complex predicates If P is a relation of valence n  1 and the ai are terms then P(a1,...,an) is well-formed. If equality is considered part of logic, then (a1 = a2) is well formed. All such formulas are said to be atomic.


            	Inductive Clause I: If  is a wff, then [image: \neg] is a wff.


            	Inductive Clause II: If  and  are wffs, then ( [image: \rightarrow] ) is a wff.


            	Inductive Clause III: If  is a wff and x is a variable, then [image: \forall]x  is a wff.


            	Closure Clause: Nothing else is a wff.

          


          For example, [image: \forall] x [image: \forall] y (P(f(x)) [image: \rightarrow\neg] (P(x)[image: \rightarrow] Q(f(y),x,z))) is a well-formed formula, if f is a function of valence 1, P a predicate of valence 1 and Q a predicate of valence 3. [image: \forall] x x[image: \rightarrow] is not a well-formed formula.


          In Computer science terminology, a formula implements a built-in "boolean" type, while a term implements all other types.


          


          Free and Bound Variables


          
            	Atomic formulas If  is an Atomic formula then x is free in  if and only if x occurs in .


            	Inductive Clause I: x is free in [image: \neg] if and only if x is free in .


            	Inductive Clause II: x is free in ( [image: \rightarrow] ) if and only if x is free in  and does not occur in , or x is free in  and does not occur in , or x is free in both  and .


            	Inductive Clause III: x is free in [image: \forall]y  if and only if x is free in  and x is a different symbol than y.


            	Closure Clause: x is bound in  if and only if x occurs in  and x is not free in .

          


          
            	For example, in [image: \forall] x [image: \forall] y (P(x)[image: \rightarrow] Q(x,f(x),z)), x and y are bound variables, z is a free variable, and w is neither because it does not occur in the formula.

          


          


          Example


          In mathematics the language of ordered abelian groups has one constant 0, one unary function , one binary function +, and one binary relation . So:


          
            	0, x, y are atomic terms


            	+(x, y), +(x, +(y, (z))) are terms, usually written as x + y, x + y  z


            	=(+(x, y), 0), (+(x, +(y, (z))), +(x, y)) are atomic formulas, usually written as x + y = 0, x + y - z  x + y,


            	([image: \forall]x [image: \forall]y ( +(x, y), z)) [image: \rightarrow] ([image: \forall]x =(+(x, y), 0)) is a formula, usually written as ([image: \forall]x [image: \forall]y x + y  z) [image: \rightarrow] ([image: \forall]x x + y = 0).

          


          


          Substitution


          If t is a term and (x) is a formula possibly containing x as a free variable, then (t) is defined to be the result of replacing all free instances of x by t, provided that no free variable of t becomes bound in this process. If some free variable of t becomes bound, then to substitute t for x it is first necessary to change the names of bound variables of  to something other than the free variables of t.


          To see why this condition is necessary, consider the formula (x) given by [image: \forall]y y  x ("x is maximal"). If t is a term without y as a free variable, then (t) just means t is maximal. However if t is y the formula (y) is [image: \forall]y y  y which does not say that y is maximal. The problem is that the free variable y of t (=y) became bound when we substituted y for x in (x). So to form (y) we must first change the bound variable y of  to something else, say z, so that (y) is then [image: \forall]z z  y. Forgetting this condition is a notorious cause of errors.


          


          Inference rules


          An inference rule is a function from sets of (well-formed) formulas, called premises, to sets of formulas called conclusions. In most well-known deductive systems, inference rules take a set of formulas to a single conclusion. (Notice this is true even in the case of most sequent calculi.)


          Inference rules are used to prove theorems, which are formulas provable in or members of a theory. If the premises of an inference rule are theorems, then its conclusion is a theorem as well. In other words, inference rules are used to generate "new" theorems from "old" ones--they are theoremhood preserving. Systems for generating theories are often called predicate calculi. These are described in a section below.


          An important inference rule, modus ponens, states that if  and  [image: \rightarrow]  are both theorems, then  is a theorem. This can be written as following;


          
            	if [image: T \vdash \varphi] and [image: T \vdash \varphi\rightarrow\psi], then [image: T \vdash \psi]

          


          where [image: T \vdash \varphi] indicates [image: \varphi] is provable in theory T. There are deductive systems (known as Hilbert-style deductive systems) in which modus ponens is the sole rule of inference; in such systems, the lack of other inference rules is offset with an abundance of logical axiom schemes.


          A second important inference rule is Universal Generalization. It can be stated as


          
            	if [image: T \vdash \varphi], then [image: T \vdash \forall x \, \varphi]

          


          Which reads: if  is a theorem, then "for every x, " is a theorem as well. The similar-looking schema [image: \varphi\rightarrow\forall x \, \varphi] is not sound, in general, although it does however have valid instances, such as when x does not occur free in  (see Generalization (logic)).


          


          Axioms


          Here follows a description of the axioms of first-order logic. As explained above, a given first-order theory has further, non-logical axioms. The following logical axioms characterize a predicate calculus for this article's example of first-order logic.


          For any theory, it is of interest to know whether the set of axioms can be generated by an algorithm, or if there is an algorithm which determines whether a well-formed formula is an axiom.


          If there is an algorithm to generate all axioms, then the set of axioms is said to be recursively enumerable.


          If there is an algorithm which determines after a finite number of steps whether a formula is an axiom or not, then the set of axioms is said to be recursive or decidable. In that case, one may also construct an algorithm to generate all axioms: this algorithm simply builds all possible formulas one by one (with growing length), and for each formula the algorithm determines whether it is an axiom.


          Axioms of first-order logic are always decidable. However, in a first-order theory non-logical axioms are not necessarily such.


          


          Quantifier axioms


          Quantifier axioms change according to how the vocabulary is defined, how the substitution procedure works, what are the formation rules and which inference rules are used. Here follows a specific example of these axioms


          
            	PRED-1: [image: (\forall x Z(x)) \rightarrow Z(t)]


            	PRED-2: [image: Z(t) \rightarrow (\exists x Z(x))]


            	PRED-3: [image: (\forall x (W \rightarrow Z(x))) \rightarrow (W \rightarrow \forall x Z(x))]


            	PRED-4: [image: (\forall x (Z(x) \rightarrow W)) \rightarrow (\exists x Z(x) \rightarrow W)]

          


          These are actually axiom schemata: the expression W stands for any wff in which x is not free, and the expression Z(x) stands for any wff with the additional convention that Z(t) stands for the result of substitution of the term t for x in Z(x). Thus this is a recursive set of axioms.


          Another axiom, [image: Z \rightarrow \forall x Z], for Z in which x does not occur, is sometimes added.


          


          Equality and its axioms


          There are several different conventions for using equality (or identity) in first-order logic. This section summarizes the main ones. The various conventions all give essentially the same results with about the same amount of work, and differ mainly in terminology.


          
            	The most common convention for equality is to include the equality symbol as a primitive logical symbol, and add the axioms for equality to the axioms for first-order logic. The equality axioms are

          


          
            	
              
                	x = x


                	x = y  f(...,x,...) = f(...,y,...) for any function f


                	x = y  (P(...,x,...)  P(...,y,...)) for any relation P (including the equality relation itself)

              

            


            	These are, too, axiom schemata: they define an algorithm which decides whether a given formula is an axiom. Thus this is a recursive set of axioms.

          


          
            	The next most common convention is to include the equality symbol as one of the relations of a theory, and add the equality axioms to the axioms of the theory. In practice this is almost indistinguishable from the previous convention, except in the unusual case of theories with no notion of equality. The axioms are the same, and the only difference is whether one calls some of them logical axioms or axioms of the theory.


            	In theories with no functions and a finite number of relations, it is possible to define equality in terms of the relations, by defining the two terms s and t to be equal if any relation is unchanged by changing s to t in any argument.

          


          
            	
              
                	For example, in set theory with one relation [image: \in], we may define s = t to be an abbreviation for [image: \forall]x (s [image: \in] x [image: \leftrightarrow] t [image: \in] x) [image: \wedge] [image: \forall]x (x [image: \in] s [image: \leftrightarrow] x [image: \in] t). This definition of equality then automatically satisfies the axioms for equality.


                	Alternatively, if one does use the equality symbol as a relation of the theory or of logic, then one would have to add axioms. In the previous example, one would have to add the axiom [image: \forall]s [image: \forall]t ([image: \forall]x (x [image: \in] s [image: \leftrightarrow] x [image: \in] t)) [image: \rightarrow] s = t.

              

            

          


          
            	In some theories it is possible to give ad hoc definitions of equality. For example, in a theory of partial orders with one relation  we could define s = t to be an abbreviation for s  t [image: \wedge] t  s.

          


          


          Predicate calculus


          The predicate calculus is a proper extension of the propositional calculus that defines which statements of first-order logic are provable. Many (but not all) mathematical theories can be formulated in the predicate calculus. If the propositional calculus is defined with a suitable set of axioms and the single rule of inference modus ponens (this can be done in many ways), then the predicate calculus can be defined by appending to the propositional calculus several axioms and the inference rule called "universal generalization". As axioms for the predicate calculus we take:


          
            	All tautologies of the propositional calculus, taken schematically so that the uniform replacement of a schematic letter by a formula is allowed.


            	The quantifier axioms, given above.


            	The above axioms for equality, if equality is regarded as a logical concept.

          


          A sentence is defined to be provable in first-order logic if it can be derived from the axioms of the predicate calculus, by repeatedly applying the inference rules "modus ponens" and "universal generalization". In other words:


          
            	An axiom of the predicate calculus is provable in first-order logic by definition.


            	If the premises of an inference rule are provable in first-order logic, then so is its conclusion.

          


          If we have a theory T (a set of statements, called axioms, in some language) then a sentence  is defined to be provable in the theory T if


          
            	[image:  a_1 \wedge a_2 \wedge \ldots \wedge a_n \rightarrow \varphi]

          


          is provable in first-order logic, for some finite set of axioms [image: a_1, a_2,\ldots,a_n] of the theory T. In other words, if one can prove in first-order logic that  follows from the axioms of T. This also means, that we replace the above procedure for finding provable sentences by the following one:


          
            	An axiom of T is provable in T.


            	An axiom of the predicate calculus is provable in T.


            	If the premises of an inference rule are provable in T, then so is its conclusion.

          


          One apparent problem with this definition of provability is that it seems rather ad hoc: we have taken some apparently random collection of axioms and rules of inference, and it is unclear that we have not accidentally missed out some vital axiom or rule. Gdel's completeness theorem assures us that this is not really a problem: any statement true in all models (semantically true) is provable in first-order logic (syntactically true). In particular, any reasonable definition of "provable" in first-order logic must be equivalent to the one above (though it is possible for the lengths of proofs to differ vastly for different definitions of provability).


          There are many different (but equivalent) ways to define provability. The above definition is typical for a "Hilbert style" calculus, which has many axioms but very few rules of inference. By contrast, a "Gentzen style" predicate calculus has few axioms but many rules of inference.


          


          Provable identities


          The following sentences can be called "identities" because the main connective in each is the biconditional. They are all provable in FOL, and are useful when manipulating the quantifiers:


          
            	[image: \lnot \forall x \, P(x) \Leftrightarrow \exists x \, \lnot P(x)]


            	[image: \lnot \exists x \, P(x) \Leftrightarrow \forall x \, \lnot P(x)]


            	[image: \forall x \, \forall y \, P(x,y) \Leftrightarrow \forall y \, \forall x \, P(x,y)]


            	[image: \exists x \, \exists y \, P(x,y) \Leftrightarrow \exists y \, \exists x \, P(x,y)]


            	[image: \forall x \, P(x) \land \forall x \, Q(x) \Leftrightarrow \forall x \, (P(x) \land Q(x)) ]


            	[image: \exists x \, P(x) \lor \exists x \, Q(x) \Leftrightarrow \exists x \, (P(x) \lor Q(x)) ]


            	[image: P \land \exists x \, Q(x) \Leftrightarrow \exists x \, (P \land Q(x)) ] (where x must not occur free in P)


            	[image: P \lor \forall x \, Q(x) \Leftrightarrow \forall x \, (P \lor Q(x)) ] (where x must not occur free in P)

          


          


          Provable inference rules


          The main connective in the following sentences, also provable in FOL, is the conditional. These sentences can be seen as the justification for inference rules in addition to modus ponens and universal generalization discussed above and assumed valid:


          
            	[image: \exists x \, \forall y \, P(x,y) \Rightarrow \forall y \, \exists x \, P(x,y)]


            	[image: \forall x \, P(x) \lor \forall x \, Q(x) \Rightarrow \forall x \, (P(x) \lor Q(x)) ]


            	[image: \exists x \, (P(x) \land Q(x)) \Rightarrow \exists x \, P(x) \land \exists x \, Q(x)]


            	[image: \exists x \, P(x) \land \forall x \, Q(x) \Rightarrow \exists x \, (P(x) \land Q(x)) ]


            	[image: \forall x \, P(x) \Rightarrow P(c)] (If c is a variable, then it must not be previously quantified in P(x))


            	[image: P(c) \Rightarrow \exists x \, P(x)] (there must be no free instance of x in P(c))

          


          


          Metalogical theorems of first-order logic


          Some important metalogical theorems are listed below in bulleted form. What they roughly mean is that a sentence is valid if and only if it is provable. Furthermore, one can construct an algorithm which works as follows: if a sentence is provable, the algorithm will tell us that in a finite but unknown amount of time. If a sentence is unprovable, the algorithm will run forever, and we will not know whether the sentence is unprovable or provable and the algorithm has just not yet told us that. Such an algorithm is called semidecidable or recursively enumerable.


          One may construct an algorithm which will determine in finite number of steps whether a sentence is provable (a decidable algorithm) only for simple classes of first-order logic.


          
            	The decision problem for validity is recursively enumerable; in other words, there is a Turing machine that when given any sentence as input, will halt if and only if the sentence is valid (true in all models).

              
                	As Gdel's completeness theorem shows, for any valid formula P, P is provable. Conversely, assuming consistency of the logic, any provable formula is valid.


                	The Turing machine can be one which generates all provable formulas in the following manner: for a finite or recursively enumerable set of axioms, such a machine can be one that generates an axiom, then generates a new provable formula by application of axioms and inference rules already generated, then generate another axiom, and so on. Given a sentence as input, the Turing machine simply go on and generates all provable formulas one by one, and will halt if it generates the sentence.

              

            


            	Unlike the propositional logic, first-order logic is undecidable, provided that the language has at least one predicate of valence at least 2 other than equality. This means that there is no decision procedure that correctly determines whether an arbitrary formula is valid. Because there is a Turing machine as described above, the undecidability is related to the unsolvability of the Halting problem: there is no algorithm which determines after a finite number of steps whether the Turing machine will ever halt for a given sentence as its input, hence whether the sentence is provable. This result was established independently by Church and Turing.


            	Monadic predicate logic (i.e., predicate logic with only predicates of one argument and no functions) is decidable.


            	The BernaysSchnfinkel class of first-order formulas is also decidable.

          


          


          Translating natural language to first-order logic


          Concepts expressed in natural language must be "translated" to first-order logic (FOL) before FOL can be used to address them, and there are a number of potential pitfalls in this translation. In FOL, [image: p \or q] means "p, or q, or both", that is, it is inclusive. In English, the word "or" is sometimes inclusive (e.g, "cream or sugar?"), but sometimes it is exclusive (e.g., "coffee or tea?" is usually intended to mean one or the other, not both). Similarly, the English word "some" may mean "at least one, possibly all", but other times it may mean "not all, possibly none". The English word "and" should sometimes be translated as "or" (e.g., "men and women may apply").


          


          Limitations of first-order logic


          All mathematical notations have their strengths and weaknesses; here are a few such issues with first-order logic.


          


          Difficulty representing if-then-else


          Oddly enough, FOL with equality (as typically defined) does not include or permit defining an if-then-else predicate or function if(c,a,b), where "c" is a condition expressed as a formula, while a and b are either both terms or both formulas, and its result would be "a" if c is true, and "b" if it is false. The problem is that in FOL, both predicates and functions can only accept terms ("non-booleans") as parameters, but the "obvious" representation of the condition is a formula ("boolean"). This is unfortunate, since many mathematical functions are conveniently expressed in terms of if-then-else, and if-then-else is fundamental for describing most computer programs.


          Mathematically, it is possible to redefine a complete set of new functions that match the formula operators, but this is quite clumsy. A predicate if(c,a,b) can be expressed in FOL if rewritten as [image: (c \wedge a) \or (\neg c \wedge b)], but this is clumsy if the condition c is complex. Many extend FOL to add a special-case predicate named "if(condition, a, b)" (where a and b are formulas) and/or function "ite(condition, a, b)" (where a and b are terms), both of which accept a formula as the condition, and are equal to "a" if condition is true and "b" if it is false. These extensions make FOL easier to use for some problems, and make some kinds of automatic theorem-proving easier. Others extend FOL further so that functions and predicates can accept both terms and formulas at any position.


          


          Typing (Sorts)


          FOL does not include types (sorts) into the notation itself, other than the difference between formulas ("booleans") and terms ("non-booleans"). Some argue that this lack of types is a great advantage , but many others find advantages in defining and using types (sorts), such as helping reject some erroneous or undesirable specifications. Those who wish to indicate types must provide such information using the notation available in FOL. Doing so can make such expressions more complex, and can also be easy to get wrong.


          Single-parameter predicates can be used to implement the notion of types where appropriate. For example, in: [image: \forall x \mathit{Man}(x) \rightarrow \mathit{Mortal}(x)], the predicate Man(x) could be considered a kind of "type assertion" (that is, that x must be a man). Predicates can also be used with the "exists" quantifier to identify types, but this should usually be done with the "and" operator instead, e.g.: [image: \exists x \mathit{Man}(x) \wedge \mathit{Mortal}(x)] ("there exists something that is both a man and is mortal"). It is easy to write [image: \exists x \mathit{Man}(x) \rightarrow \mathit{Mortal}(x)], but this would be equivalent to [image: (\exists x \neg \mathit{Man}(x)) \or \exists x \mathit{Mortal}(x)] ("there is something that is not a man, and/or there exists something that is mortal"), which is usually not what was intended. Similarly, assertions can be made that one type is a subtype of another type, e.g.: [image: \forall x \mathit{Man}(x) \rightarrow \mathit{Mammal}(x)] ("for all x, if x is a man, then x is a mammal").


          


          Difficulty in characterizing finiteness or countability


          It follows from the LwenheimSkolem theorem that it is not possible to characterize finiteness or countability in first-order logic. For example, in first-order logic one cannot assert the least-upper-bound property for sets of real numbers, which states that every bounded, nonempty set of real numbers has a supremum; A second-order logic is needed for that.


          


          Graph reachability cannot be expressed


          Many situations can be modeled as a graph of nodes and directed connections (edges). For example, validating many systems requires showing that a "bad" state cannot be reached from a "good" state, and these interconnections of states can often be modelled as a graph. However, it can be proved that connectedness cannot be fully expressed in predicate logic. In other words, there is no predicate-logic formula  and R as its only predicate symbol (of arity 2) such that  holds in a interpretation I if and only if the extension of R in I describes a connected graph: that is, connected graphs cannot be axiomatized.


          Note that given a binary relation R encoding a graph, one can describe R in terms of a conjunction of first order formulas, and write a formula R which is satisfiable if and only if R is connected.


          


          Comparison with other logics


          
            	Typed first-order logic allows variables and terms to have various types (or sorts). If there are only a finite number of types, this does not really differ much from first-order logic, because one can describe the types with a finite number of unary predicates and a few axioms. Sometimes there is a special type  of truth values, in which case formulas are just terms of type .


            	First-order logic with domain conditions adds domain conditions (DCs) to classical first-order logic, enabling the handling of partial functions; these conditions can be proven "on the side" in a manner similar to PVS's type correctness conditions. It also adds if-then-else to keep definitions and proofs manageable (they became too complex without them).


            	The SMT-LIB Standard defines a language used by many research groups for satisfiability modulo theories; the full logic is based on FOL with equality, but adds sorts (types), if-then-else for terms and formulas (ite() and if.. then.. else..), a let construct for terms and formulas (let and flet), and a distinct construct declaring a set of listed values as distinct. Its connectives are not, implies, and, or, xor, and iff.


            	Weak second-order logic allows quantification over finite subsets.


            	Monadic second-order logic allows quantification over subsets, or in other words over unary predicates.


            	Second-order logic allows quantification over subsets and relations, or in other words over all predicates. For example, the axiom of extensionality can be stated in second-order logic as x = y def [image: \forall]P (P(x)  P(y)). The strong semantics of second-order logic give such sentences a much stronger meaning than first-order semantics.


            	Higher-order logics allows quantification over higher types than second-order logic permits. These higher types include relations between relations, functions from relations to relations between relations, etc.


            	Intuitionistic first-order logic uses intuitionistic rather than classical propositional calculus; for example,  need not be equivalent to . Similarly, first-order fuzzy logics are first-order extensions of propositional fuzzy logics rather than classical logic.


            	Modal logic has extra modal operators with meanings which can be characterised informally as, for example "it is necessary that " and "it is possible that ".


            	In monadic predicate calculus predicates are restricted to having only one argument.


            	Infinitary logic allows infinitely long sentences. For example, one may allow a conjunction or disjunction of infinitely many formulas, or quantification over infinitely many variables. Infinitely long sentences arise in areas of mathematics including topology and model theory.


            	First-order logic with extra quantifiers has new quantifiers Qx,..., with meanings such as "there are many x such that ...". Also see branching quantifiers and the plural quantifiers of George Boolos and others.


            	Predicate Logic with Definitions (PLD, or D-logic) modifies FOL by formally adding syntactic definitions as a type of value (in addition to formulas and terms); these definitions can be used inside terms and formulas.


            	Independence-friendly logic is characterized by branching quantifiers, which allow one to express independence between quantified variables.

          


          Most of these logics are in some sense extensions of FOL: they include all the quantifiers and logical operators of FOL with the same meanings. Lindstrm showed that FOL has no extensions (other than itself) that satisfy both the compactness theorem and the downward LwenheimSkolem theorem. A precise statement of Lindstrm's theorem requires a few technical conditions that the logic is assumed to satisfy; for example, changing the symbols of a language should make no essential difference to which sentences are true.


          


          Algebraizations


          Three ways of eliminating quantified variables from FOL, and that do not involve replacing quantifiers with other variable binding term operators, are known:


          
            	Cylindric algebra, by Alfred Tarski and his coworkers;


            	Polyadic algebra, by Paul Halmos;


            	Predicate functor logic, mainly due to Willard Quine.

          


          These algebras:


          
            	Are all proper extensions of the two-element Boolean algebra, and thus are lattices;


            	Do for FOL what Lindenbaum-Tarski algebra does for sentential logic;


            	Allow results from abstract algebra, universal algebra, and order theory to be brought to bear on FOL.

          


          Tarski and Givant (1987) show that the fragment of FOL that has no atomic sentence lying in the scope of more than three quantifiers, has the same expressive power as relation algebra. This fragment is of great interest because it suffices for Peano arithmetic and most axiomatic set theory, including the canonical ZFC. They also prove that FOL with a primitive ordered pair is equivalent to a relation algebra with two ordered pair projection functions.


          


          Automation


          Theorem proving for first-order logic is one of the most mature subfields of automated theorem proving. The logic is expressive enough to allow the specification of arbitrary problems, often in a reasonably natural and intuitive way. On the other hand, it is still semidecidable, and a number of sound and complete calculi have been developed, enabling fully automated systems. In 1965 J. Alan Robinson achieved an important breakthrough with his resolution approach; to prove a theorem it tries to refute the negated theorem, in a goal-directed way, resulting in a much more efficient method to automatically prove theorems in FOL. More expressive logics, such as higher-order and modal logics, allow the convenient expression of a wider range of problems than first-order logic, but theorem proving for these logics is less well developed.


          A modern and particularly disruptive new technology is that of SMT solvers, which add arithmetic and propositional support to the powerful classes of SAT solvers.


          



          
            Retrieved from " http://en.wikipedia.org/wiki/First-order_logic"
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          The "First Transcontinental Railroad" is the name of a railroad line across the United States linking Omaha, Nebraska with Sacramento, California in the 1860s, linking the railway network of the Eastern United States with California on the Pacific coast. Ceremonially completed on May 10, 1869, at the famous " golden spike" event at Promontory Summit, Utah, it created a nation-wide mechanized transportation network that revolutionized the population and economy of the American West. This network caused the wagon trains of previous decades to become obsolete, exchanging it for a modern transportation system.


          Authorized by the Pacific Railway Act of 1862 and heavily backed by the federal government, it was the culmination of a decades-long movement to build such a line and was one of the crowning achievements of the presidency of Abraham Lincoln, completed four years after his death. The building of the railway required enormous feats of engineering and labor in the crossing of plains and high mountains by the Union Pacific Railroad and Central Pacific Railroad, the two privately chartered federally backed enterprises that built the line westward and eastward respectively.


          The building of the railroad was motivated in part to bind the Union together during the strife of the American Civil War. It substantially accelerated the populating of the West by white homesteaders, while contributing to the decline of the Native Americans in these regions. In 1879, the Supreme Court of the United States formally established, in its decision regarding Union Pacific Railroad vs. United States (99 U.S. 402), the official "date of completion" of the Transcontinental Railroad as November 6, 1869.


          The Central Pacific and the Southern Pacific Railroad combined operations in 1870 and formally merged in 1885. Union Pacific originally bought the Southern Pacific in 1901 but in 1913 was forced to divest it; the company once again acquired the Southern Pacific in 1996. Much of the original right-of-way is still in use today and owned by the Union Pacific.


          The railroad was considered the greatest American technological feat of the 19th century. It served as a vital link for trade, commerce and travel that joined the eastern and western halves of late 19th century United States. The transcontinental railroad quickly ended the romantic yet far slower and more hazardous stagecoach lines that had preceded it. The subsequent march of "Manifest Destiny" and proliferation of the so-called "Iron Horse" across Native American land greatly accelerated the demise of Great Plains Indian culture.


          


          Route


          The route followed the main trails used for the opening of the West pioneered by the Oregon, Mormon, California Trails and the Pony Express. Going from Council Bluffs, Iowa, it followed the Platte River through Nebraska, left the traditional route to cross the Rocky Mountains at the Great Divide Basin in Wyoming and then cut down through northern Utah and Nevada in the Great Basin before crossing the Sierras to Sacramento.
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          The route did not pass through the two biggest cities in the Great American Desert -- Denver, Colorado and Salt Lake City, Utah. Feeder lines were built to service the two cities.


          When it started, it was not directly connected to the Eastern U.S. rail network. Instead, trains had to be ferried across the Missouri River. In 1872, the Union Pacific Missouri River Bridge opened and directly connected the East and West.


          The Central Pacific laid 690 miles (1,110 km) of track, starting in Sacramento, California, and continuing through California ( Newcastle and Truckee), Nevada ( Reno, Wadsworth, Winnemucca, Battle Mountain, Elko, Humboldt-Wells), and connecting with the Union Pacific line at Promontory Summit in the Utah Territory. Later, the route was extended to the Alameda Terminal in Alameda, California, and shortly thereafter, to the Oakland Long Wharf at Oakland Point in Oakland, California.


          The Union Pacific laid 1,087 miles (1,749 km) of track, starting in Council Bluffs, and continuing across the Missouri River and through Nebraska ( Elkhorn, now Omaha, Grand Island, North Platte, Ogallala, Sidney, Nebraska), the Colorado Territory ( Julesburg), the Wyoming Territory ( Cheyenne, Laramie, Green River, Evanston), the Utah Territory ( Ogden, Brigham City, Corinne), and connecting with the Central Pacific at Promontory Summit.



          Modern-day Interstate 80 closely follows the path of the railroad, with one exception. Between Echo, Utah and Wells, Nevada, Interstate 80 passes through the larger Salt Lake City and passes along the south shore of the Great Salt Lake. The Railroad instead followed the Weber River to Ogden (a route now used for Interstate 84) and around the north side of the Great Salt Lake. While routing the railroad along the Weber River, workers planted the thousand-mile tree, where a marker still stands, to commemorate the milestone.


          


          History
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          California Developments


          


          Asa Whitney


          Talk of a transcontinental railroad to be the centerpiece of the United States manifest destiny started in 1830, shortly after railroads began large scale operation in the United States and English-speaking settlers began settling in Mexican controlled California. Much of the early debates was not so much over whether it would be built, but what route it should follow: a "central" route, avoiding the worst of the Rocky Mountains via the Platte River in Nebraska and the South Pass in Wyoming, or a southern route, avoiding the Rockies by going through Texas to Los Angeles. (A "northern" route which Lewis and Clark followed along the Missouri River would have gone through northern Montana to Oregon and was considered impractical because of snow.)


          The most prominent champion of the central route railroad at this time was Asa Whitney (a distant cousin to cotton gin inventor Eli Whitney). Whitney envisioned a route from Chicago and the Great Lakes to northern California, paid for by the sale of land to settlers along the route.


          In June 1845 Whitney led a team along the route to assess its capabilities. Whitney travelled widely to solicit support from businessmen and politicians, printed maps and pamphlets, and submitted several proposals to Congress, all at his own expense. Legislation to begin construction of the Pacific Railroad (called the Memorial of Asa Whitney) was first introduced to Congress by Representative Zadock Pratt.


          Congress did not act on Whitney's proposal. California came under formal United States control in 1848 with the Treaty of Guadalupe Hidalgo at the conclusion of the Mexican-American War. Settlement of California skyrocketed with California Gold Rush of 1849.


          Whitney was to see the central route completed although he was not formally involved.


          


          The southern route and the Gadsden Purchase


          Concerns lingered that snow would make the central route to California impractical. A survey indicated that the best path for a southern route ran through the northernmost part of Mexico. Therefore in 1853 the United States made the Gadsden Purchase, acquiring the southern portions of what is now New Mexico and Arizona, so the southern route would be entirely within the U.S. However, Congress did not then agree to support construction on the southern route (or any route), as the decision became embroiled in the sectional dispute that turned into the American Civil War.


          


          Theodore Judah


          
            [image: Theodore Judah, architect of the Transcontinental Railroad and first chief engineer of the Central Pacific.]

            
              Theodore Judah, architect of the Transcontinental Railroad and first chief engineer of the Central Pacific.
            

          


          The next big champion of the central route was Theodore Judah.


          Judah was chief engineer for the newly formed Sacramento Valley Railroad in 1852. Although the railroad was to go bankrupt he was convinced that a properly financed railroad could pass from Sacramento through the Sierra Nevada mountains to reach the Great Basin and hook up with rail lines coming from the East.


          In 1856 he wrote a 13,000-word proposal in support of a Pacific railroad and distributed it to Cabinet secretaries, congressmen, and other influential people.


          In September 1859, Judah was chosen to be the accredited lobbyist for the Pacific Railroad Convention. The convention approved his plan to survey, finance, and engineer the road. Judah returned to Washington in December 1859, where he was given an office in the United States Capitol, an audience with President James Buchanan, and he represented the Convention before Congress.


          In February 1860 Iowa Representative Samuel Curtis introduced a bill to build the railroad. It passed the House but died when it could not be reconciled with the Senate version.


          Judah returned to California in 1860. He continued to search for a more practical pass through the Sierras suitable for a railroad. In the summer of 1860, a local miner, Daniel Strong, had surveyed a route over the Sierras for a wagon road, a route he realized would also suit a railroad. He described his discovery in a letter to Judah, and together they formed an association to solicit subscriptions from local merchants and businessmen to support their paper railroad.


          From January or February 1861 until July, the party of ten led by Judah and Strong surveyed the route for the railroad over the Sierra Nevada, through Clipper Gap, Emigrant Gap, Donner Pass, and south to Truckee.


          Judah was to die before major construction began after contracting Yellow Fever while returning over the Isthmus of Panama from New York where he was attempting to get financing to buy out The Big Four.


          


          The Big Four and Central Pacific Railroad
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          Collis Huntington, a hardware merchant, heard Theodore Judah lecture at the St. Charles Hotel in Sacramento in November 1860, and he invited Judah to his office to hear his proposal in detail. Huntington was to change the Judah's strategy of finding several investors and instead sought to raise the money from three partners who initially invested $1,500 each and form a board of directors: Mark Hopkins, his business partner; James Bailey, a jeweller; Leland Stanford, a grocer and the future governor of California; and Charles Crocker, a dry-goods merchant. The investors became known as the The Big Four and their railroad was called the Central Pacific Railroad.


          


          Pacific Railroad Act


          The Pony Express from 1860 to 1861 was to prove that the central route was viable during the winter. With the American Civil War raging and a secessionist movement in California gaining steam, the need for the railroad became more urgent.


          In 1861 Curtis again introduced a bill establish the railroad, but it did not pass. The House of Representatives on May 6, 1862, and the Senate on June 20 finally approved it. Lincoln signed it into law on July 1. The act established the two main lines -- the Central Pacific from the west and the Union Pacific from the east. Other rail lines could build feeder lines.


          Each was required to build only 50 miles (80 km) in the first year; after that, only 50 miles (80 km) more were required each year. Besides land grants along the right-of-way, each railroad was subsidized $16,000 per mile ($9,940/km) built over an easy grade, $32,000 per mile ($19,880/km) in the high plains, and $48,000 per mile ($29,830/km) in the mountains. The race was on to see which railroad company could build the longest section of track.


          


          Eastern Developments


          


          Eastern Terminus
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          Once it was decided that the railroad would follow the central route rather than the southern route, there was little question that the western terminus would be Sacramento. However, there was considerable intrigue over the eastern terminus.


          The three prime candidates for the eastern terminus on 250miles (400km) of Missouri River between Kansas City and Omaha were:


          
            	Council Bluffs/Omaha proposed by Thomas Durant via an extension of his proposed Mississippi and Missouri Railroad via the new Union Pacific Railroad.


            	St. Joseph, Missouri via the Hannibal and St. Joseph Railroad (H&SJ).


            	Kansas City, Kansas/ Leavenworth, Kansas via the Leavenworth, Pawnee and Western Railroad (LP&W) (later called the Kansas Pacific) controlled initially by Thomas Ewing, Jr. and later by John C. Fremont.

          


          The principal advantages of Council Bluffs/Omaha was that it was well north of the Civil War fighting taking place in Missouri, was the shortest route to South Pass break in the Rockies in Wyoming, and would follow a fertile river that would encourage settlement. Missouri's advantages included that it had the only railroad to actually reach the Missouri River on its western border (H&SJ), was more centrally located for lines coming up from Texas and could offer a route servicing Denver, Colorado, the biggest city in the Great American Desert. In 1862 the closest rail lines to Omaha/Council Bluffs were 150miles (240km) away and would take five years to reach Omaha.


          Thomas Durant who was building the cross-Iowa railroad (the M&M) was literally banking that the Omaha route would be chosen and began buying up land in Nebraska.


          In 1857, Durant hired private citizen Abraham Lincoln to represent the M&M in litigation brought by steamboat operators to dismantle Government Bridge, the first bridge across the Mississippi River. In August 1859 Lincoln at the behest of M&M attorney Norman Judd travelled to Council Bluffs to inspect M&M facilities and that were to be used to secure a $3,000 loan Lincoln was to hold. On the visit Lincoln rode the SJ&H railroad and visited railroad locations in Missouri and Kansas before going to Council Bluffs. During the visit Lincoln was to spend 2 hours with M&M engineer Grenville M. Dodge at the Pacific House Hotel discussing the merits of starting the railroad in Council Bluffs and was to visit Cemetery Hill there to look over the proposed route.


          Lincoln's ties to Council Bluffs were furthered strengthened by the fact that he had won the 1860 Republican nomination on the third ballot when the Iowa delegation switched its vote to him. In contrast, Lincoln was to get only 10 percent of the Missouri vote in the 1860 Presidential Election.


          While the Pacific Railroad Act was to award the eastern contract to the newly formed Union Pacific, it was left up to then President Lincoln to formally choose the location for the railroad to start and Lincoln in 1862 was to follow the advice of his former client.


          The H&SJ and LP&W were not totally shut out of the contract though. The H&SJ was to be allowed to build a feeder line from Atchison, Kansas while the LP&W could build a feeder line out of Kansas City, Kansas. The feeder lines were supposed to meet the Union Pacific main line somewhere around the 100th meridian in central Nebraska and the feeder lines were to get the same land grant incentives as the Union Pacific.


          


          Thomas Durant and the Union Pacific
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          In contrast to the relatively straight forward arrangements for the Central Pacific, the Union Pacific which was to ultimately build nearly 2/3 of the track was to be mired in controversy and scandals while its controlling partner Thomas C. Durant got rich as he took advantage of lax or non-existent government oversight during the Civil War.


          The enabling legislation for the Union Pacific required that no partner was to own more than 10 percent of the stock. However, the Union Pacific had problems selling its stock. Durant enticed investors with a scheme where he would put up the money for the stock if they would just put their names on it. Then Durant wound up taking the stock from the investors and was to end up controlling about half the stock of the railroad.


          The initial construction of railroad went over land that Durant owned around Omaha. Being paid by the mile, the railroad built oxbows of extraneous track never venturing further than 40miles (64km) from Omaha in the railroad's first 2 1/2 years.


          Durant manipulated market prices on his stocks by spreading rumours about which railroads were to be connected to the Union Pacific. First he ran up the stock of his M&M Railroad while secretly buying stock in the depressed Cedar Rapids and Missouri Railroad (CR&M), then running up CR&M stock with new plans to connect the Union Pacific to it at which point he began buying back the M&M stock at depressed prices. The gambit is estimated to have raised $5 million for his cohorts and him.


          Durant was to keep a low public profile in his mechanizations as he was only a vice president. He was to install a series of respected men such as John Adams Dix as president of the railroad.


          On July 4, 1865, the Union Pacific had not gone further than 40miles (64km) from Omaha -- even as the Central Pacific had been working away for 2 1/2 years. With the end of the Civil War and increased government supervision in the offing, Durant hired his former M&M engineer Grenville M. Dodge to build the railroad and the Union Pacific began a mad dash.


          


          Construction


          
            [image: The Jupiter, which carried Leland Stanford (one of the "Big Four" owners of the Central Pacific) and other railway officials to the Golden Spike Ceremony.]

            
              The Jupiter, which carried Leland Stanford (one of the "Big Four" owners of the Central Pacific) and other railway officials to the Golden Spike Ceremony.
            

          


          Because of the nature of the way money was given to the companies building the railroad, they were sometimes known to sabotage each other's railroads to claim that land as their own. When they first came close to meeting, they changed paths to be nearly parallel, so that each company could claim subsidies from the government over the same plot of land. Fed up with the fighting, Congress eventually declared where and when the railways should meet. Survey teams closely followed by work crews from each railroad passed each other, eager to lay as much track as possible. The leading Central Pacific road crew set a record by laying 10 miles (16km) of track in a single day, commemorating the event with a signpost beside the track for passing trains to see.


          


          Laborers


          The majority of the Union Pacific track was built by Irish laborers, and veterans of both the Union and Confederate armies. Brigham Young, President of the Church of Jesus Christ of Latter-Day Saints, wished to see the railroad support immigration and the population centers in Ogden and Salt Lake City, Utah. As the track approached Utah Territory, he sought a labor contract with the Union Pacific. Under this completed contract, workgangs made up almost entirely of Mormons built much of the track in the Utah territory. (Allen and Leonard, pp. 328-329)
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          The Central Pacific track was constructed primarily by Chinese immigrants. Even though at first they were thought to be too weak or fragile to do this type of work, after the first day in which Chinese were on the line, the decision was made to hire as many as could be found in California (where most were gold miners or in service industries such as laundries and kitchens). Many more were imported from China. Most of the men received between one and three dollars per day, but the workers from China received much less. Eventually, they went on strike and gained a small increase in salary.


          In addition to track laying (which employed approximately 25% of the labor force), the operation also required the efforts of hundreds of blacksmiths, carpenters, engineers, masons, surveyors, teamsters, telegraphers, and even cooks, to name just a few of the trades involved in construction of the railroad.


          


          Central Pacific


          Six months later, on January 8, 1863 Governor Leland Stanford ceremoniously broke ground in Sacramento, California, to begin construction of the Central Pacific Railroad. The Central Pacific made great progress along the Sacramento Valley. However construction was slowed, first by the foothills of the Sierra Nevada, then by the mountains themselves and most importantly by winter snowstorms. Consequently, the Central Pacific expanded its efforts to hire immigrant laborers (many of whom were Chinese). The immigrants seemed to be more willing to tolerate the horrible conditions, and progress continued. The increasing necessity for tunnelling then began to slow progress of the line yet again. To combat this, Central Pacific began to use the newly invented and very unstable nitro-glycerine explosiveswhich accelerated both the rate of construction and the mortality of the laborers. Appalled by the losses, the Central Pacific began to use less volatile explosives and developed a method of placing the explosives in which the Chinese blasters worked from large suspended baskets which were then rapidly pulled to safety after the fuses were lit. Construction began again in earnest.


          


          Union Pacific
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          The major investor in the Union Pacific was Thomas Clark Durant, who had made his stake money by smuggling Confederate cotton with the aid of Grenville M. Dodge. Durant chose routes that would favour places where he held land, and he announced connections to other lines at times that suited his share dealings. Durant paid an associate to submit the construction bid who then handed it over to another company controlled by Durant, Crdit Mobilier. Durant then manipulated the finances and government subsidies, making himself another fortune. Durant hired Dodge as chief engineer and Jack Casement as construction boss.


          In the east, the progress started in Omaha, Nebraska, by the Union Pacific Railroad proceeded very quickly because of the open terrain of the Great Plains. However, they soon became subject to slowdowns as they entered Indian-held lands. The Native Americans living there saw the addition of the railroad as a violation of their treaties with the United States. War parties began to raid the moving labor camps that followed the progress of the line. Union Pacific responded by increasing security and by hiring marksmen to kill American Bisonwhich were both a physical threat to trains and the primary food source for many of the Plains Indians. The Native Americans then began killing laborers when they realized that the so-called "Iron Horse" threatened their existence. Security measures were further strengthened, and progress on the railroad continued.


          


          Golden Spike
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          Six years after the groundbreaking, laborers of the Central Pacific Railroad from the west and the Union Pacific Railroad from the east met at Promontory Summit, Utah. It was here on May 10, 1869 that Stanford drove the Golden Spike or The Last Spike, which is now located at Cantor Arts Centre at Stanford University, that symbolized the completion of the transcontinental railroad. In perhaps the world's first live mass-media event, the hammers and spike were wired to the telegraph line so that each hammer stroke would be heard as a click at telegraph stations nationwidethe hammer strokes were missed, so the clicks were sent by the telegraph operator. As soon as the ceremonial spike had been replaced by an ordinary iron spike, a message was transmitted to both the East Coast and West Coast that simply read, "DONE." The country erupted in celebration upon receipt of this message. Complete travel from coast to coast was reduced from six or more months to just one week.


          


          Aftermath


          


          Railroad developments


          When the golden spike was driven, the rail network in reality was not connected to the Atlantic or Pacific. It merely connected Omaha and Sacramento. In November 1869 the Central Pacific finally connected Sacramento to San Francisco Bay at Oakland, California.


          The Union Pacific would not connect Omaha to Council Bluffs until completing the Union Pacific Missouri River Bridge in 1872.


          With the completion of the Civil War, the competing railroads coming from Missouri took advantage of their initial strategic advantage for a building boom. The H&SJ finished the Hannibal Bridge which was the first bridge to cross the Missouri River in July 1869 in Kansas City. This in turn connected to Kansas Pacific trains going from Kansas City to Denver which had built the Denver Pacific Railway connecting to the Union Pacific. In August 1870 the Kansas Pacific laid the last spike connecting to the Denver Pacific line at Strasburg, Colorado and the first true Atlantic to Pacific United States railroad was completed.


          Kansas City's head start in connecting to a true transcontinental railroad was to contribute to it rather than Omaha being the dominant rail centre west of Chicago.


          The Kansas Pacific became part of the Union Pacific in 1880.


          On June 4, 1876, an express train called the Transcontinental Express arrived in San Francisco via the First Transcontinental Railroad only 83 hours and 39 minutes after it left from New York City. Only ten years before the same journey would have taken months over land or weeks on ship.


          The Central Pacific was absorbed by the Southern Pacific in 1885. The Union Pacific initially took over the Southern Pacific in 1901 but was forced by the U.S. Supreme Court to divest it because of monopoly concerns. The Union Pacific completed the take-over of the Southern Pacific in 1996.


          Having been bypassed with the completion of the Lucin Cutoff in 1904, the Promontory Summit rails were pulled up in 1942 to be recycled for the World War II effort. This process began with a ceremonial "undriving" at the Golden Spike location. In 1957, Congress authorized the Golden Spike National Historic Site. On May 10 2006, on the anniversary of the driving of the spike, Utah announced that its state quarter design would be a representation of the driving of the spike.


          


          Credit Mobilier
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          Despite the transcontinental success and millions in government subsidies, the Union Pacific faced bankruptcy less than three years after the golden spike as details surfaced about overcharges Credit Mobilier had billed Union Pacific for the formal building of the railroad. The scandal hit epic proportions in the United States presidential election, 1872 which saw the re-election of Ulysses S. Grant and became the biggest scandal of the Gilded Age. It would not be resolved until the congressman who was supposed to have reined in its excesses but instead wound up profiting from it was dead.


          Durant had initially come up with the scheme to have Credit Mobilier subcontract to do the actual track work. Durant gained control of the company after buying out employee Herbert Hoxie for $10,000. Under Durant's guidance the company was charging Union Pacific often twice or more the customary cost for track work (thus in effect paying himself to build the railroad). The process was to mire down Union Pacific work.


          Lincoln asked Massachusetts Congressman Oakes Ames, who was on the railroad committee, to clean things up and get the railroad moving. Ames got his brother Oliver Ames, Jr. named president of the Union Pacific and Ames himself became president of Credit Mobiler.


          Ames in turn gave stock options to other politicians while at the same time continuing the lucrative overcharges. The scandal was to implicate Vice President Schuyler Colfax (who was cleared) and future President James Garfield among others.


          The scandal broke in 1872 when the New York Sun published correspondence between Henry S. McComb and Ames detailing the scheme. In the ensuing Congressional investigation, it was recommended that Ames be expelled from Congress but this was reduced to a censure and Ames died within three months.


          Durant was to leave the Union Pacific and a new rail baron Jay Gould was to become the dominant stockholder.


          


          Visible remains


          Visible remains of the historic line are still easily locatedhundreds of miles are still in service today, especially through the Sierra Nevada Mountains and canyons in Utah and Wyoming. While the original rail has long since been replaced because of age and wear, and the roadbed upgraded and repaired, the lines generally run on top of the original, handmade grade. Vista points on Interstate 80 through California's Truckee Canyon provide a panoramic view of many miles of the original Central Pacific line and of the snow sheds which make winter train travel safe and practical.


          In areas where the original line has been bypassed and abandoned, primarily in Utah, the road grade is still obvious, as are numerous cuts and fills, especially the Big Fill a few miles east of Promontory. The sweeping curve which connected to the east end of the Big Fill now passes a Thiokol rocket research and development facility.


          


          Current passenger service


          Amtrak runs a daily service from Emeryville, California ( San Francisco Bay Area) to Chicago, the California Zephyr. The Zephyr consistently uses the original First Transcontinental Railroad track from Sacramento to Winnemucca, Nevada. The Zephyr usually uses the original track on the westbound runs from Winnemucca to Wells, Nevada. The eastbound runs between these towns usually use tracks built by the Western Pacific Railroad. This is because the Union Pacific Railroad now owns both tracks, and it routes trains on either track.


          


          Popular culture


          


          The feat is depicted in various movies including the 1939 film Union Pacific directed by Cecil B. DeMille which portrayed the fictional Central Pacific investor Asa Barrows obstructing attempts by the Union Pacific from reaching Ogden, Utah. The investigator, played by Joel McCrea, saves the railroad and gets the engineer's girl, played by Barbara Stanwyck.


          John Ford's 1924 silent movie The Iron Horse captures the fervent nationalism that drove public support for the project. Although not exactly historical, he did go to great pains to make it a realistic looking reenactment, including in its cast some of the Chinese laborers who actually worked on the Central Pacific section of the railroad.


          The 1962 film How the West Was Won has a whole segment devoted to the construction; one of the movie's most famous scenes, filmed in Cinerama, is of a buffalo stampede over the railroad.


          Kristiana Gregory wrote a book which is part of the Dear America series called The Great Railroad Race in which the diary's writer, Libby West chronicles the end of the building of the railroad and the excitement which engulfed the country beforehand and afterwards.


          The building of the railway is portrayed by the BBC documentary series Seven Wonders of the Industrial World (2004) in Episode 6 The Line, with a runtime of 49 minutes.


          The series American Experience also documents the railway in episode Transcontinental Railroad with a runtime of 60 minutes.


          The main character in The Claim (2000) is a surveyor for the Central Pacific Railroad, and the film is partially about the efforts of a frontier town mayor to have the railroad routed through his town.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/First_Transcontinental_Railroad"
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        Fish


        
          

          Fish are aquatic vertebrates that are typically ectothermic (previously cold-blooded), covered with scales, and equipped with two sets of paired fins and several unpaired fins. Fish are abundant in the sea and in fresh water, with species being known from mountain streams (e.g., char and gudgeon) as well as in the deepest depths of the ocean (e.g., gulpers and anglerfish). They are of tremendous importance as food for people around the world, either collected from the wild (see fishing) or farmed in much the same way as cattle or chickens (see aquaculture). Fish are also exploited for recreation, through angling and fishkeeping, and are commonly exhibited in public aquaria. Fish have an important role in many cultures through the ages, ranging as widely as deities and religious symbols to subjects of books and popular movies.
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          Definition


          The term "fish" is most precisely used to describe any non- tetrapod chordate, (i.e., an animal with a backbone), that has gills throughout life and has limbs, if any, in the shape of fins. Unlike groupings such as birds or mammals, fish are not a single clade but a paraphyletic collection of taxa, including hagfishes, lampreys, sharks and rays, ray-finned fishes, coelacanths, and lungfishes.


          A typical fish is ectothermic; has a streamlined body that allows it to swim rapidly; extracts oxygen from the water using gills or an accessory breathing organ to enable it to breath atmospheric oxygen; has two sets of paired fins, usually one or two (rarely three) dorsal fins, an anal fin, and a tail fin; has jaws; has skin that is usually covered with scales; and lays eggs that are fertilized internally or externally.
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          To each of these there are exceptions. Tuna, Swordfish, and some species of sharks show some warm-blooded adaptations, and are able to raise their body temperature significantly above that of the ambient water surrounding them. Streamlining and swimming performance varies from highly streamlined and rapid swimmers which are able to reach 10-20 body-lengths per second (such as tuna, salmon, and jacks) through to slow but more maneuverable species such as eels and rays that reach no more than 0.5 body-lengths per second. Many groups of freshwater fish extract oxygen from the air as well as from the water using a variety of different structures. Lungfish have paired lungs similar to those of tetrapods, gouramis have a structure called the labyrinth organ that performs a similar function, while many catfish, such as Corydoras extract oxygen via the intestine or stomach. Body shape and the arrangement of the fins is highly variable, covering such seemingly un-fishlike forms as seahorses, pufferfish, anglerfish, and gulpers. Similarly, the surface of the skin may be naked (as in moray eels), or covered with scales of a variety of different types usually defined as placoid (typical of sharks and rays), cosmoid (fossil lungfishes and coelacanths), ganoid (various fossil fishes but also living gars and bichirs, cycloid, and ctenoid (these last two are found on most bony fish. There are even fishes that spend most of their time out of water. Mudskippers feed and interact with one another on mudflats and are only underwater when hiding in their burrows. The catfish Phreatobius cisternarum lives in underground, phreatic habitats, and a relative lives in waterlogged leaf litter.


          Fish range in size from the 16m (51ft) whale shark to the 8mm (just over  of an inch) long stout infantfish.


          Many types of aquatic animals commonly referred to as "fish" are not fish in the sense given above; examples include shellfish, cuttlefish, starfish, crayfish and jellyfish. In earlier times, even biologists did not make a distinction - sixteenth century natural historians classified also seals, whales, amphibians, crocodiles, even hippopotamuses, as well as a host of aquatic invertebrates, as fish. In some contexts, especially in aquaculture, the true fish are referred to finfish (or fin fish) to distinguish them from these other animals.


          


          Classification


          Fish are a paraphyletic group: that is, any clade containing all fish also contains the tetrapods, which are not fish. For this reason, groups such as the "Class Pisces" seen in older reference works are no longer used in formal classifications.


          
            Fish are classified into the following major groups:


            
              	Subclass Pteraspidomorphi (early jawless fish)


              	Class Thelodonti


              	Class Anaspida


              	(unranked) Cephalaspidomorphi (early jawless fish)

                
                  	(unranked) Hyperoartia

                    
                      	Petromyzontidae ( lampreys)

                    

                  


                  	Class Galeaspida


                  	Class Pituriaspida


                  	Class Osteostraci

                

              


              	Infraphylum Gnathostomata (jawed vertebrates)

                
                  	Class Placodermi (armoured fishes, extinct)


                  	Class Chondrichthyes (cartilaginous fish)


                  	Class Acanthodii (spiny sharks, extinct)


                  	Superclass Osteichthyes (bony fish)

                    
                      	Class Actinopterygii (ray-finned fish)


                      	Class Sarcopterygii (lobe-finned fish)

                        
                          	Subclass Coelacanthimorpha ( coelacanths)


                          	Subclass Dipnoi ( lungfish)

                        

                      

                    

                  

                

              

            

          


          Some palaeontologists consider that Conodonta are chordates, and so regard them as primitive fish. For a fuller treatment of classification, see the vertebrate article.


          The various fish groups taken together account for more than half of the known vertebrates. There are almost 28,000 known extant species of fish, of which almost 27,000 are bony fish, with the remainder being about 970 sharks, rays, and chimeras and about 108 hagfishes and lampreys. A third of all of these species are contained within the nine largest families; from largest to smallest, these families are Cyprinidae, Gobiidae, Cichlidae, Characidae, Loricariidae, Balitoridae, Serranidae, Labridae, and Scorpaenidae. On the other hand, about 64 families are monotypic, containing only one species. It is predicted that the eventual number of total extant species will be at least 32,500.


          


          Anatomy
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          Digestive system


          The advent of jaws allowed fish to eat a much wider variety of food, including plants and other organisms. In fish, food is ingested through the mouth and then broken down in the esophagus. When it enters the stomach, the food is further broken down and, in many fish, further processed in fingerlike pouches called pyloric caeca. The pyloric caeca secrete digestive enzymes and absorb nutrients from the digested food. Organs such as the liver and pancreas add enzymes and various digestive chemicals as the food moves through the digestive tract. The intestine completes the process of digestion and nutrient absorption.


          


          Respiratory system


          Most fish exchange gases by using gills that are located on either side of the pharynx. Gills are made up of threadlike structures called filaments. Each filament contains a network of capillaries that allow a large surface area for the exchange of oxygen and carbon dioxide. Fish exchange gases by pulling oxygen-rich water through their mouths and pumping it over their gill filaments. The blood in the capillaries flows in the opposite direction to the water, causing counter current exchange. They then push the oxygen-poor water out through openings in the sides of the pharynx. Some fishes, like sharks and lampreys, possess multiple gill openings. However, most fishes have a single gill opening on each side of the body. This opening is hidden beneath a protective bony cover called an operculum.


          Juvenile bichirs have external gills, a very primitive feature that they hold in common with larval amphibians.
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          Many fish can breathe air. The mechanisms for doing so are varied. The skin of anguillid eels may be used to absorb oxygen. The buccal cavity of the electric eel may be used to breathe air. Catfishes of the families Loricariidae, Callichthyidae, and Scoloplacidae are able to absorb air through their digestive tracts. Lungfish and bichirs have paired lungs similar to those of tetrapods and must rise to the surface of the water to gulp fresh air in through the mouth and pass spent air out through the gills. Gar and bowfin have a vascularised swim bladder that is used in the same way. Loaches, trahiras, and many catfish breathe by passing air through the gut. Mudskippers breathe by absorbing oxygen across the skin (similar to what frogs do). A number of fishes have evolved so-called accessory breathing organs that are used to extract oxygen from the air. Labyrinth fish (such as gouramis and bettas) have a labyrinth organ above the gills that performs this function. A few other fish have structures more or less resembling labyrinth organs in form and function, most notably snakeheads, pikeheads, and the Clariidae family of catfish.


          Being able to breathe air is primarily of use to fish that inhabit shallow, seasonally variable waters where the oxygen concentration in the water may decline at certain times of the year. At such times, fishes dependent solely on the oxygen in the water, such as perch and cichlids, will quickly suffocate, but air-breathing fish can survive for much longer, in some cases in water that is little more than wet mud. At the most extreme, some of these air-breathing fish are able to survive in damp burrows for weeks after the water has otherwise completely dried up, entering a state of aestivation until the water returns.
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          Fish can be divided into obligate air breathers and facultative air breathers. Obligate air breathers, such as the African lungfish, must breathe air periodically or they will suffocate. Facultative air breathers, such as the catfish Hypostomus plecostomus, will only breathe air if they need to and will otherwise rely solely on their gills for oxygen if conditions are favourable. Most air breathing fish are not obligate air breathers, as there is an energetic cost in rising to the surface and a fitness cost of being exposed to surface predators.


          


          Circulatory system


          Fish have a closed circulatory system with a heart that pumps the blood in a single loop throughout the body. The blood goes from the heart to gills, from the gills to the rest of the body, and then back to the heart. In most fish, the heart consists of four parts: the sinus venosus, the atrium, the ventricle, and the bulbus arteriosus. Despite consisting of four parts, the fish heart is still a two-chambered heart. The sinus venosus is a thin-walled sac that collects blood from the fish's veins before allowing it to flow to the atrium, which is a large muscular chamber. The atrium serves as a one-way compartment for blood to flow into the ventricle. The ventricle is a thick-walled, muscular chamber and it does the actual pumping for the heart. It pumps blood to a large tube called the bulbus arteriosus. At the front end, the bulbus arteriosus connects to a large blood vessel called the aorta, through which blood flows to the fish's gills.


          


          Excretory system


          As with many aquatic animals, most fish release their nitrogenous wastes as ammonia. Some of the wastes diffuse through the gills into the surrounding water. Others are removed by the kidneys, excretory organs that filter wastes from the blood. Kidneys help fishes control the amount of ammonia in their bodies. Saltwater fish tend to lose water because of osmosis. In saltwater fish, the kidneys concentrate wastes and return as much water as possible back to the body. The reverse happens in freshwater fish, they tend to gain water continuously. The kidneys of freshwater fish are specially adapted to pump out large amounts of dilute urine. Some fish have specially adapted kidneys that change their function, allowing them to move from freshwater to saltwater.


          


          Sensory and nervous system
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          Central nervous system


          Fish typically have quite small brains relative to body size when compared with other vertebrates, typically one-fifteenth the mass of the brain from a similarly sized bird or mammal. However, some fish have relatively large brains, most notably mormyrids and sharks, which have brains of about as massive relative to body weight as birds and marsupials.


          The brain is divided into several regions. At the front are the olfactory lobes, a pair of structure the receive and process signals from the nostrils via the two olfactory nerves. The olfactory lobes are very large in fishes that hunt primarily by smell, such as hagfish, sharks, and catfish. Behind the olfactory lobes is the two-lobed telencephalon, the equivalent structure to the cerebrum in higher vertebrates. In fishes the telencephalon is concerned mostly with olfaction. Together these structures form the forebrain.


          Connecting the forebrain to the midbrain is the diencephalon (in the adjacent diagram, this structure is below the optic lobes and consequently not visible). The diencephalon performs a number of functions associated with hormones and homeostasis. The pineal body lies just above the diencephalon. This structure performs many different functions including detecting light, maintaining circadian rhythms, and controlling colour changes.


          The midbrain or mesencephalon contains the two optic lobes. These are very large in species that hunt by sight, such as rainbow trout and cichlids.


          The hindbrain or metencephalon is particularly involved in swimming and balance. The cerebellum is a single-lobed structure that is usually very large, typically the biggest part of the brain. Hagfish and lampreys have relatively small cerebellums, but at the other extreme the cerebellums of mormyrids are massively developed and apparently involved in their electrical sense.


          The brain stem or myelencephalon is the most posterior part of the brain. As well as controlling the functions of some of the muscles and body organs, in bony fish at least the brain stem is also concerned with respiration and osmoregulation.


          


          Sense organs


          Most fish possess highly developed sense organs. Nearly all daylight fish have well-developed eyes that have colour vision that is at least as good as a human's. Many fish also have specialized cells known as chemoreceptors that are responsible for extraordinary senses of taste and smell. Although they have ears in their heads, many fish may not hear sounds very well. However, most fishes have sensitive receptors that form the lateral line system. The lateral line system allows for many fish to detect gentle currents and vibrations, as well as to sense the motion of other nearby fish and prey. Some fishes such as catfishes and sharks, have organs that detect low levels electric current. Other fish, like the electric eel, can produce their own electricity.


          


          Pain reception in fish


          In 2003, Scottish scientists at the University of Edinburgh performing research on rainbow trout concluded that fish exhibit behaviors often associated with pain. Professor James D. Rose of the University of Wyoming critiqued the study, claiming it was flawed. Rose had published his own study a year earlier arguing that fish cannot feel pain as they lack the appropriate neocortex in the brain.


          


          Muscular system


          Most fish move by contracting paired sets of muscles on either side of the backbone alternately. These contractions form S-shaped curves that move down the body of the fish. As each curve reaches the back fin, backward force is created. This backward force, in conjunction with the fins, moves the fish forward. The fish's fins are used like an airplane's stabilizers. Fins also increase the surface area of the tail, allowing for an extra boost in speed. The streamlined body of the fish decreases the amount of friction as they move through water. Since body tissue is more dense than water, fish must compensate for the difference or they will sink. Many bony fishes have an internal organ called a swim bladder that adjust their buoyancy through manipulation of gases.


          


          Reproductive system


          


          Organs
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          Fish reproductive organs include testes and ovaries. In most fish species, gonads are paired organs of similar size, which can be partially or totally fused. There may also be a range of secondary reproductive organs that help in increasing a fish's fitness.


          In terms of spermatogonia distribution, the structure of teleosts testes has two types: in the most common, spermatogonia occur all along the seminiferous tubules, while in Atherinomorph fishes they are confined to the distal portion of these structures. Fishes can present cystic or semi-cystic spermatogenesis in relation to the phase of release of germ cells in cysts to the seminiferous tubules lumen.


          Fish ovaries may be of three types: gymnovarian, secondary gymnovarian or cystovarian. In the first type, the oocytes are released directly into the coelomic cavity and then enter the ostium, then through the oviduct and are eliminated. Secondary gymnovarian ovaries shed ova into the coelom and then they go directly into the oviduct. In the third type, the oocytes are conveyed to the exterior through the oviduct. Gymnovaries are the primitive condition found in lungfishes, sturgeons, and bowfins. Cystovaries are the condition that characterizes most of the teleosts, where the ovary lumen has continuity with the oviduct. Secondary gymnovaries are found in salmonids and a few other teleosts.


          Oogonia development in teleosts fish varies according to the group, and the determination of oogenesis dynamics allows the understanding of maturation and fertilization processes. Changes in the nucleus, ooplasm, and the surrounding layers characterize the oocyte maturation process.


          Postovulatory follicles are structures formed after oocyte release; they do not have endocrine function, present a wide irregular lumen, and are rapidly reabosrbed in a process involving the apoptosis of follicular cells. A degenerative process called follicular atresia reabsorbs vitellogenic oocytes not spawned. This process can also occur, but less frequently, in oocytes in other development stages.


          Some fish are hermaphrodites, having testes and ovaries either at different phases in their life cycle or, like hamlets, can be simultaneously male and female.


          


          Reproductive method


          Over 97% of all known fishes are oviparous, that is, the eggs develop outside the mother's body. Examples of oviparous fishes include salmon, goldfish, cichlids, tuna, and eels. In the majority of these species, fertilisation takes place outside the mother's body, with the male and female fish shedding their gametes into the surrounding water. However, a few oviparous fishes practise internal fertilisation, with the male using some sort of intromittent organ to deliver sperm into the genital opening of the female, most notably the oviparous sharks, such as the horn shark, and oviparous rays, such as skates. In these cases, the male is equipped with a pair of modified pelvic fins known as claspers.


          The newly-hatched young of oviparous fish are called larvae. They are usually poorly formed, carry a large yolk sac (from which they gain their nutrition) and are very different in appearance to juvenile and adult specimens of their species. The larval period in oviparous fish is relatively short however (usually only several weeks), and larvae rapidly grow and change appearance and structure (a process termed metamorphosis) to resemble juveniles of their species. During this transition larvae use up their yolk sac and must switch from yolk sac nutrition to feeding on zooplankton prey, a process which is dependent on zooplankton prey densities and causes many mortalities in larvae.


          Ovoviviparous fish are ones in which the eggs develop inside the mother's body after internal fertilization but receive little or no nutrition from the mother, depending instead on the yolk. Each embryo develops in its own egg. Familiar examples of ovoviviparous fishes include guppies, angel sharks, and coelacanths.


          Some species of fish are viviparous. In such species the mother retains the eggs, as in ovoviviparous fishes, but the embryos receive nutrition from the mother in a variety of different ways. Typically, viviparous fishes have a structure analogous to the placenta seen in mammals connecting the mother's blood supply with the that of the embryo. Examples of viviparous fishes of this type include the surf-perches, splitfins, and lemon shark. The embryos of some viviparous fishes exhibit a behaviour known as oophagy where the developing embryos eat eggs produced by the mother. This has been observed primarily among sharks, such as the shortfin mako and porbeagle, but is known for a few bony fish as well, such as the halfbeak Nomorhamphus ebrardtii. Intrauterine cannibalism is an even more unusual mode of vivipary, where the largest embryos in the uterus will eat their weaker and smaller siblings. This behaviour is also most commonly found among sharks, such as the grey nurse shark, but has also been reported for Nomorhamphus ebrardtii.


          Aquarists commonly refer to ovoviviparous and viviparous fishes as livebearers.


          


          Immune system


          Types of immune organs vary between different types of fish. In the jawless fish (lampreys and hagfishes), true lymphoid organs are absent. Instead, these fish rely on regions of lymphoid tissue within other organs to produce their immune cells. For example, erythrocytes, macrophages and plasma cells are produced in the anterior kidney (or pronephros) and some areas of the gut (where granulocytes mature) resemble primitive bone marrow in hagfish. Cartilaginous fish (sharks and rays) have a more advanced immune system than the jawless fish. They have three specialized organs that are unique to chondrichthyes; the epigonal organs (lymphoid tissue similar to bone marrow of mammals) that surround the gonads, the Leydigs organ within the walls of their esophagus, and a spiral valve in their intestine. All these organs house typical immune cells (granulocytes, lymphocytes and plasma cells). They also possess an identifiable thymus and a well-developed spleen (their most important immune organ) where various lymphocytes, plasma cells and macrophages develop and are stored. Chondrostean fish (sturgeons, paddlefish and birchirs) possess a major site for the production of granulocytes within a mass that is associated with the meninges (membranes surrounding the central nervous system) and their heart is frequently covered with tissue that contains lymphocytes, reticular cells and a small number of macrophages. The chondrostean kidney is an important hemopoietic organ; where erythrocytes, granulocytes, lymphocytes and macrophages develop. Like chondrostean fish, the major immune tissues of bony fish (or teleostei) include the kidney (especially the anterior kidney), where many different immune cells are housed. In addition, teleost fish possess a thymus, spleen and scattered immune areas within mucosal tissues (e.g. in the skin, gills, gut and gonads). Much like the mammalian immune system, teleost erythrocytes, neutrophils and granulocytes are believed to reside in the spleen whereas lymphocytes are the major cell type found in the thymus. Recently, a lymphatic system similar to that described in mammals was described in one species of teleost fish, the zebrafish. Although not confirmed as yet, this system presumably will be where naive (unstimulated) T cells will accumulate while waiting to encounter an antigen.


          


          Evolution


          The early fossil record on fish is not very clear. It appears it was not a sufficiently successful animal early in its evolution to leave many fossils. However, this would eventually change over time as it became a dominant form of sea life and eventually branched to create land vertebrates.


          The proliferation was apparently due to the formation of the hinged jaw because jawless fish left very few descendants. Lampreys may be a rough representative of pre-jawed fish. The first jaws are found in Placodermi fossils. It is unclear if the advantage of a hinged jaw is greater biting force, respiratory-related, or a combination.


          Some speculate that fish may have evolved from a creature similar to a coral-like Sea squirt, whose larvae resemble primitive fish in some key ways. The first ancestors of fish may have kept the larval form into adulthood (as some sea squirts do today), although maybe the reverse of this is case. Candidates for early fish include Agnatha such as Haikouichthys, Myllokunmingia, Pikaia, and Conodonts.


          


          Homeothermy
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          Although most fish are exclusively aquatic and ectothermic, there are exceptions to both cases.


          Fish from a number of different groups have evolved the capacity to live out of the water for extended periods of time. Of these amphibious fish, some such as the mudskipper can live and move about on land for up to several days.


          Also, certain species of fish maintain elevated body temperatures to varying degrees. Endothermic teleosts (bony fishes) are all in the suborder Scombroidei and include the billfishes, tunas, and one species of "primitive" mackerel (Gasterochisma melampus). All sharks in the family Lamnidae  shortfin mako, long fin mako, white, porbeagle, and salmon shark  are known to have the capacity for endothermy, and evidence suggests the trait exists in family Alopiidae (thresher sharks). The degree of endothermy varies from the billfish, which warm only their eyes and brain, to bluefin tuna and porbeagle sharks who maintain body temperatures elevated in excess of 20 C above ambient water temperatures. See also gigantothermy. Endothermy, though metabolically costly, is thought to provide advantages such as increased contractile force of muscles, higher rates of central nervous system processing, and higher rates of digestion.


          


          Diseases


          Like other animals, fish can suffer from a wide variety of diseases and parasites. To prevent disease they have a variety of non-specific defences and specific defences. Non-specific defences include the skin and scales, as well as the mucus layer secreted by the epidermis that traps microorganisms and inhibits their growth. Should pathogens breach these defences, fish can develop an inflammatory response that increases the flow of blood to the infected region and delivers the white blood cells that will attempt to destroy the pathogens. Specific defences are specialised responses to particular pathogens recognised by the fish's body, in other words, an immune response. In recent years, vaccines have become widely used in aquaculture and also with ornamental fish, for example the vaccines for furunculosis in farmed salmon and koi herpes virus in koi.


          Some fish will also take advantage of cleaner fish for removal of external parasites. The best known of these are the Bluestreak cleaner wrasses of the genus Labroides found on coral reefs in the Indian Ocean and Pacific Ocean. These small fish maintain so-called "cleaning stations" where other fish, known as hosts, will congregate and perform specific movements to attract the attention of the cleaner fish. Cleaning behaviours have been observed in a number of other fish groups, including an interesting case between two cichlids of the same genus, Etroplus maculatus, the cleaner fish, and the much larger Etroplus suratensis, the host.


          


          Importance to humans


          


          Economic importance


          


          Recreation


          


          Conservation
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          As of 2006, the IUCN Red List describes 1,173 species of fish as being threatened with extinction. Included on this list are species such as Atlantic cod, Devil's Hole pupfish, coelacanths, and great white sharks. Because fish live underwater they are much more difficult to study than terrestrial animals and plants, and information about fish populations is often lacking. However, freshwater fish seem particularly threatened because they often live in relatively small areas. For example, the Devil's Hole pupfish occupies only a single 3m by 6m pool.


          


          Overfishing


          In the case of edible fishes such as cod and tuna a major threat is overfishing. Where overfishing persists, it eventually causes the collapse of the fish population (known as a "stock") because the population cannot breed fast enough to replace the individuals removed by fishing. One well-studied example of the collapse of a fishery is the Pacific sardine Sadinops sagax caerulues fishery off the coast of California. From a peak in 1937 of 790,000 tonnes the amount of fish landed steadily declined to a mere 24,000 tonnes in 1968, at which point the fishery stopped as no longer economically viable. Such commercial extinction does not mean that the fish itself goes extinct, merely that it can no longer sustain a profitable fishery. The main tension between fisheries science and the fishing industry is the need to balance conservation with preserving the livelihoods of fishermen. In places such as Scotland, Newfoundland, and Alaska the fishing industry is a major employer, so governments have a vested interest in finding a balance between conserving fish stocks while maintaining an economic level of commercial fishing. On the other hand, scientists and conservations push for increasingly stringent protection for fish stocks, warning that many stocks could be wiped out within fifty years.


          


          Habitat destruction


          A key stress on both freshwater and marine ecosystems is habitat degradation including water pollution, the building of dams, removal of water for use by humans, and the introduction of exotic species. An example of a fish that has become endangered because of habitat change is the pallid sturgeon, a North American freshwater fish that living in rivers that have all been changed by human activity in a variety of different ways.


          


          Exotic species


          Introduction of exotic species has occurred in a variety of places and for many different reasons. One of the best studied (and most severe) examples was the introduction of Nile perch into Lake Victoria. Since the 1960s the Nile perch gradually exterminated the 500 species of cichlid fishes found only in this lake and nowhere else. Some species survive now only in captive breeding programmes, but others are probably extinct. Carp, snakeheads, tilapia, European perch, brown trout, rainbow trout, and sea lampreys are other examples of fish that have caused problems by being introduced into alien environments.


          


          Aquarium collecting


          


          Culture
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          In the Book of Jonah a "great fish" swallowed Jonah the Prophet. Legends of half-human, half-fish mermaids have featured in stories like those of Hans Christian Andersen and movies like Splash.


          Among the deities said to take the form of a fish are Ika-Roa of the Polynesians, Dagon of various ancient Semitic peoples, and Matsya of the Dravidas of India. The astrological symbol Pisces is based on a constellation of the same name, but there is also a second fish constellation in the night sky, Piscis Austrinus.


          Fish have been used figuratively in many different ways, for example the ichthys used by early Christians to identify themselves, through to the fish as a symbol of fertility among Bengalis. Fish have also featured prominently in art and literature, as in movies such as Finding Nemo and books such as The Old Man and the Sea. Large fish, particularly sharks, have frequently been the subject of horror movies and thrillers, most notably the novel Jaws, which spawned a series of films of the same name that in turn inspired similar films or parodies such as Shark Tale, Snakehead Terror, and Piranha.


          The golden fish (Sanskrit: Matsya), represents in the semiotic of Ashtamangala,(buddhist symbolism) the state of fearless suspension in samsara, thus perceived as the harmless ocean, referred to as 'buddha-eyes' or ' rigpa-sight] '. The fishes symbolises the auspiciousness of all living beings in a state of fearlessness without danger of drowning in the Samsaric Ocean of Suffering, and migrating from teaching to teaching freely and spontaneously just as fish swim.


          In the following quotation, the two golden fishes are linked with the Ganges and Yamuna, and nadi, prana and carp:


          The two fishes originally represented the two main sacred rivers of India - the Ganges and Yamuna. These rivers are associated with the lunar and solar channels which originate in the nostrils and carry the alternating rhythms of breath & prana. They have religious significance in Hindu, Jain and Buddhist traditions but also in Christianity who is first signified by the sign of the fish, and especially referring to feeding the multitude in the desert. In the dhamma of Buddha the fish symbolize happiness as they have complete freedom of movement in the water. They represent fertility and abundance. Often drawn in the form of carp which are regarded in the Orient as sacred on account of their elegant beauty, size and life-span.


          


          Terminology


          


          Fish or fishes


          Though often used interchangeably, these words actually mean different things. Fish is used either as singular noun or to describe a group of specimens from a single species. Fishes describes a group containing more than one species. Hence, as plurals, these words could be used thus:


          
            	My aquarium contains three different fishes: guppies, platies, and swordtails.


            	The North Atlantic stock of Gadus morhua is estimated to contain several million fish.

          


          


          Shoal or school
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          A random assemblage of fishes merely using some localised resource such as food or nesting sites is known simply as an aggregation. When fish come together in an interactive, social grouping, then they may be forming either a shoal or a school depending on the degree of organisation. A shoal is a loosely organised group where each fish swims and forages independently but is attracted to other members of the group and adjusts its behaviour, such as swimming speed, so that it remains close to the other members of the group. Schools of fish are much more tightly organised, synchronising their swimming so that all fish move at the same speed and in the same direction. Shoaling and schooling behaviour is believed to provide a variety of advantages.


          Examples:


          
            	Cichlids congregating at lekking sites form an aggregation.


            	Many minnows and characins form shoals.


            	Anchovies, herrings, and silversides are classic examples of schooling fishes.

          


          While school and shoal have different meanings within biology, they are often treated as synonyms by non-specialists, with speakers of British English using "shoal" to describe any grouping of fish, while speakers of American English often using "school" just as loosely.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fish"
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          Fishing is the activity of catching fish. Fishing techniques include netting, trapping, angling and hand gathering.


          The term fishing may be applied to catching other aquatic animals such as different types of shellfish, squid, octopus, turtles, frogs, and some edible marine invertebrates. Fishing is not usually applied to catching aquatic mammals such as whales, where the term " whaling" is more appropriate, or to commercial fish farming.


          In addition to providing food through harvesting fish, modern fishing is both a recreational and professional sport.


          According to FAO statistics, the total number of fishermen and fish-farmers is estimated to be 38 million. Fisheries provide direct and indirect employment to an estimated 200 million people. In 2005, the worldwide per capita consumption of fish captured from wild fisheries was 14.4 kilograms, with an additional 7.4 kilograms harvested from fish farms.


          


          History
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          Fishing is an ancient practice that dates back at least to the Paleolithic period which began about 40,000 years ago. Archaeological features such as shell middens, discarded fish bones and cave paintings show that sea foods were important for survival and consumed in significant quantities. During this period, most people lived a hunter-gatherer lifestyle and were, of necessity, constantly on the move. However, where there are early examples of permanent settlements (though not necessarily permanently occupied) such as those at Lepenski Vir, they are almost always associated with fishing as a major source of food.
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          The ancient river Nile was full of fish; fresh and dried fish were a staple food for much of the population. The Egyptians invented implements and methods for fishing and these are illustrated in tomb scenes, drawings, and papyrus documents. Some representations hint at fishing being pursued as a pastime. In India, the Pandyas, a classical Dravidian Tamil kingdom, were known for the pearl fishery as early as the 1st century BC. Their seaport Tuticorin was known for deep sea pearl fishing. The paravas, a Tamil caste centred in Tuticorin, developed a rich community because of their pearl trade, navigation knowledge and fisheries. Fishing scenes are rarely represented in ancient Greek culture, a reflection of the low social status of fishing. However, Oppian of Corycus, a Greek author wrote a major treatise on sea fishing, the Halieulica or Halieutika, composed between 177 and 180. This is the earliest such work to have survived to the modern day. Pictorial evidence of Roman fishing comes from mosaics. The Greco-Roman sea god Neptune is depicted as wielding a fishing trident. The Moche people of ancient Peru depicted fisherman in their ceramics.


          One of the worlds longest trading histories is the trade of dry cod from the Lofoten area of Norway to the southern parts of Europe, Italy, Spain and Portugal. The trade in cod started during the Viking period or before, has been going on for more than 1000 years and is still important.


          


          Traditional fishing


          Traditional fishing is a term used to describe small scale commercial or subsistence fishing practices, using traditional techniques such as rod and tackle, arrows and harpoons, throw nets and drag nets, etc.


          


          Recreational fishing
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          Recreational and sport fishing describe fishing for pleasure or competition. Recreational fishing has conventions, rules, licensing restrictions and laws that limit the way in which fish may be caught; typically, these prohibit the use of nets and the catching of fish with hooks not in the mouth. The most common form of recreational fishing is done with a rod, reel, line, hooks and any one of a wide range of baits. The practice of catching or attempting to catch fish with a hook is known as angling. In angling, it is sometimes expected or required that fish be returned to the water ( catch and release). Recreational or sport fishermen may log their catches or participate in fishing competitions.


          Big-game fishing describes fishing from boats to catch large open-water species such as tuna, sharks and marlin. Sport fishing (sometimes game fishing) describes recreational fishing where the primary reward is the challenge of finding and catching the fish rather than the culinary or financial value of the fish's flesh. Fish sought after include marlin, tuna, tarpon, sailfish, shark and mackerel.


          


          Techniques
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          There are many techniques for fishing. Fishermen may use hooks and fishing line. Fishing nets, fish traps, and trap nets may be used to capture fish. Lobster and crab pots use a similar method. Hand fishing consists of fishing with the hands or through the use of minimal equipment. In spear fishing, the fish is killed using an ordinary spear or a specialized variant thereof. Closely related to spear fishing is bow fishing. Trained animals can assist in fishing; one notable example is Asian cormorant fishing.


          Kite fishing allows the fisherman to cast far into the water, even without a boat. Dredging is sometimes used to collect scallops or oysters from the seabed. Poisonous plants can be used to stun fish so that they become easy to collect by hand; cyanide is also sometimes used for fishing. Other fishing techniques include electrofishing and dynamite fishing. Some techniques are bottom trawling, seining, driftnetting, handlining, longlining, gillnetting, dragging, tiling, and diving.


          


          Tackle
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          Almost any equipment or gear used when fishing can be called fishing tackle. Some examples of tackle are lures and bait, lines, rods and reels, nets and trawls, downriggers and outriggers, gaffs and harpoons, clevises, floats, and traps.


          Gear that is attached to the end of a fishing line, such as hooks, leaders, swivels, sinkers and snaps, is called terminal tackle.


          


          The fishing industry


          Fishing industries are industries concerned with taking, culturing, processing, preserving, storing, transporting, marketing or selling fish or fish products. They include subsistence fishing, commercial supports for recreational fishing, and the various harvesting, processing, and marketing sectors.


          


          Commercial fishing
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          Commercial fishing catches fish for eating. Those who practice it must often pursue fish far into the ocean under adverse conditions. Commercial fishermen harvest almost all aquatic species, from tuna, cod and salmon to shrimp, krill, lobster, clams, squid and crab, in various fisheries for these species. Commercial fishing methods have become very efficient using large nets and sea-going processing factories. Individual fishing quotas) and international treaties seek to control the species and quantities caught.


          A commercial fishing enterprise may vary from one man with a small boat with hand-casting nets or a few pot traps, to a huge fleet of trawlers processing tons of fish every day.
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          Commercial fishing gear includes nets (e.g. purse seine), seine nets (e.g. beach seine), trawls (e.g. bottom trawl), dredges, hooks and lines (e.g. long line and handline), lift nets, gillnets, entangling nets and traps.


          According to the Food and Agriculture Organization of the United Nations, total world capture fisheries production in 2000 was 86 million tons (FAO 2002). The top producing countries were, in order, the People's Republic of China (excluding Hong Kong and Taiwan), Peru, Japan, the United States, Chile, Indonesia, Russia, India, Thailand, Norway and Iceland. Those countries accounted for more than half of the world's production; China alone accounted for a third of the world's production. Of that production, over 90% was marine and less than 10% was inland.


          A small number of species support the majority of the worlds fisheries. Some of these species are herring, cod, anchovy, tuna, flounder, mullet, squid, shrimp, salmon, crab, lobster, oyster and scallops. All except these last four provided a worldwide catch of well over a million tonnes in 1999, with herring and sardines together providing a catch of over 22 million metric tons in 1999. Many other species as well are fished in smaller numbers.


          


          Fish farms


          


          Fish products
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          Today, fisheries are estimated to provide 16% of the world population's protein, and that figure is considerably elevated in some developing nations and in regions that depend heavily on the sea. The flesh of many fish are primarily valued as a source of food; there are many edible species of fish. Other marine life taken as food includes shellfish, crustaceans, sea cucumber, and jellyfish. Roe are also harvested.


          Fish may also be collected live for research observation or for the aquarium trade.


          Fish and other marine life have uses apart from food. Pearls and mother-of-pearl are valued for their lustre. Traditional methods of pearl hunting are now virtually extinct. Sharkskin and rayskin which are covered with, in effect, tiny teeth (dermal denticles) were used for sandpaper. These skins are also used to make leather. Sharkskin leather is used in the manufacture of the hilts of traditional Japanese swords. Sea horse, star fish, sea urchin and sea cucumber are used in traditional Chinese medicine. Tyrian purple is a pigment made from marine snails Murex brandaris and Murex trunculus.


          Sepia is a pigment made from the inky secretions of cuttlefish. Fish glue is made by boiling the skin, bones and swim bladders of fish. Fish glue has been valued for its use in products from illuminated manuscripts to the Mongolian war bow. Isinglass is a substance obtained from the swim bladders of fish (especially sturgeon), it is used for the clarification of wine and beer. Fish emulsion is a fertilizer emulsion that is produced from the fluid remains of fish processed for fish oil and fish meal.


          


          Fish marketing


          


          Sustainability
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          Environmental issues include the availability of fish to be caught, such as overfishing, sustainable fisheries, and fisheries management; and issues surrounding the impact of fishing on the environment, such as by-catch. Scientific studies have questioned the sustainability of current fishing practices. Fisheries management, which draws on fisheries science, aims to provide for sustainable exploitation of fisheries.


          


          Cultural impact
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          For communities, fisheries provide not only a source of food and work but also a community and cultural identity.


          The expression "fishing expedition" (usually used to describe a line of questioning), describes a case where the questioner implies that he knows more than he actually does in order to trick the target into divulging more information than he wishes to reveal. Other examples of fishing terms that carry a negative connotation are: "fishing for compliments", "to be fooled hook, line and sinker" (to be fooled beyond merely "taking the bait"), and the internet scam of Phishing in which a third party will duplicate a website where the user would put sensitive information (such as bank codes).
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              	Five
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              	Launched

              	30 March 1997
            


            
              	Owned by

              	RTL Group
            


            
              	Picture format

              	576i ( SDTV 16:9, 4:3)
            


            
              	Audience share

              	4.6%

              (December 2007, )
            


            
              	Country
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              	Formerly called

              	Channel 5 (1997-2002)
            


            
              	Sister channel(s)

              	Five Life,

              Five US
            


            
              	Website

              	www.five.tv
            


            
              	Availability
            


            
              	Terrestrial
            


            
              	Analogue

              	Normally tuned to 5 (Not in Whitehaven and Copeland)
            


            
              	Freeview

              	Channel 5
            


            
              	Satellite
            


            
              	Sky Digital

              	Channel 105
            


            
              	Cable
            


            
              	Virgin Media

              	Channel 105
            


            
              	Tiscali TV

              	Channel 5
            

          


          Five was launched in 1997 and is the fifth and final national terrestrial analogue television channel to launch in the United Kingdom. Originally called Channel 5, the station rebranded itself as Five in 2002.


          


          Company


          


          


          


          Channel 5 Broadcasting Limited ( as of 2006, still the legal name of the company, though it now trades exclusively as five) was licensed by the UK Government in 1995 after a bidding process that lasted from 1993 and throughout 1994. The initial round of bidders, which included a network of city-TV stations planned by Thames Television, was rejected outright and the Independent Television Commission contemplated not awarding the licence at all.


          The difficulty with the project lay in use of television broadcast frequencies that had been allocated to RF outputs from domestic video recorders. To achieve national coverage, large numbers of domestic video recorders (which output at a nearby frequency) had to be retuned or fitted with a filter, at the bidding company's expense.


          The project was revived in mid 1994 when the Independent Television Commission re-advertised the franchise. Tom McGrath, then-president of Time Warner International Broadcasting, put together a revised frequency plan with NTL and consulting engineer Ellis Griffiths, involving less re-tuning and greater signal coverage. Lord (Clive) Hollick, then CEO of Meridian Broadcasting (later United News & Media, and now UBM) took up the project as lead investor as UK law prohibited Time Warner from owning more than 25%. Pearson Television, who by now owned original licence bidders Thames Television, also came on board. Ironically, when McGrath left to become President of Paramount, Time Warner dropped out of the project and was replaced by CLT. Pearson Television and CLT later merged, becoming RTL Group who, as of 2006, control the network, after buying UBM's share. After Holleck became involved, he and McGrath brought on board Greg Dyke (later chairman of the BBC) to be the interim CEO during the application and launch phase of the project.


          


          History


          [bookmark: .22Give_me_5.21.22_the_Pre-launch_hype]


          "Give me 5!" the Pre-launch hype


          Wolf Olins and Saatchi & Saatchi were the main companies behind the pre-launch advertising campaign: "Give Me 5". The channel would be both modern and mainstream. The "5" logo (a numeric "5" within a circle) and "candy strip" (a bar of colours) was used, and an attempt was made to establish a collection of "C5 faces"; hence through the spring of 1997, billboards of Jack Docherty were displayed, along with other unknown characters.


          However the main issue around the pre-launch hype was the retuning of thousands of video recorders so that viewers could actually view the channel. The British frequency plan was designed for four channels; Channel 5 could be squeezed into the allocated frequencies that became vacant, however in order to be distributed broadly like its opposition, a clumsy re-wiring process had to take place. It gave a somewhat farcical impression to its future viewers. It also created confusion as to where the channel could be viewed, simply because in some regions of the country it was not (and in some places still is not) possible for the channel to be broadcast; this is due to the fact the channel could cause interference with French networks.


          A series of pre-launch screens were displayed on the frequencies Channel 5 would begin broadcasting on in the months before launch as well, these included:


          
            	A local "give me 5" screen that was broadcast in Croydon on January 26 1997. It gave various transmitter information and numbers to call for viewers with difficulty.

          


          
            	On 25 February 1997 a fresh "wavy flag" design was broadcast, displaying similar information as the previous screen. It would remain for six and a half minutes, before the three and a half minute long trailer was distributed. This screen was altered accordingly to the area where it was shown.

          


          
            	The "give me 5" trailer (shown between 25 February and 22 March 1997) featured a collection of previews, it told the viewers what to expect from the UK's newest channel:

              
                	"Give me action" England's World Cup Qualify against Poland.


                	"Give me News" Kirsty Young changes the face of news reporting.


                	"Give me kids stuff" a preview of Channel 5's children's entertainment output.

              

            

          


          
            	On 26 March an animated version of the channel 5 logo was broadcast.

          


          In the last week before launch, the Spice Girls featured in a three second promotional advert saying: "Channel 5, Easter Sunday, 6pm!"


          After an exhaustive re-tuning system, 65% of the population could view the channel by launch night.


          


          The Launch


          The Spice Girls launched the channel with a re-written version of the 60s hit "5-4-3-2-1" song on Sunday 30 March 1997 at 6:00 pm. Presenters Tim Vine and Julia Bradbury introduced the nation to the UK's fifth free terrestrial network with half an hour of previews, given the title as "Give me 5!".


          The rest of the Channel 5 launch night schedule, along with the official viewing figures were as follows:


          
            	18.30: Family Affairs - The first episode of Channel 5's very own soap (1.72 million viewers).


            	19.00: Two Little Boys - A one-off documentary, written and presented by David Aaronovitch, following the childhoods and early careers of then Prime Minister of the United Kingdom John Major and Leader of the Opposition Tony Blair (0.68 million viewers).


            	20.00: Hospital - a one-off comedy (1.12 million).


            	21.00: "Beyond Fear" - a one-off drama (1.70 million).


            	22.30: The Jack Docherty Show - 5's very own five nights a week chat show (1.16 million).


            	23.10: The Comedy Store Special - Stand-up comedy from Dylan Moran and interviews with comedians (0.73 million).


            	23.40: Turnstyle - Sports preview show (0.49 million)


            	00.10: Live and Dangerous - Channel 5's all night sports strand (0.08 million)


            	04.40: Prisoner Cell Block H - Australian Prison Drama (1.04 million)


            	05.30: Give me 5! - Another chance to see the Spice Girls launch the channel (0.03 million)

          


          2.49 million tuned in to see Britain's fifth free network launch - a figure higher than the launch of Channel 4 15 years earlier.


          


          The Re-launch


          On Monday 16 September 2002, Channel 5 re-branded to Five, in a multi million pound re-launch. It was an attempt to shake off the reputation as a tacky smut wielding machine that the channel picked up, due to its cumulating risqu output of the past. The project was directed by Trevor Beattie. The Director of marketing was David Pullin, who said:


          
            
              	

              	
                This campaign set out to achieve three key objectives: to clarify the channel's creative strategy; to refresh the channel's on-screen identity; and to address the gap between the common perceptions of Five and the new reality of our programming - stimulating viewers' reappraisal of Five's programmes and brand.

                Channel 5 was a name; 'Five' is a brand. 'Five' as a brand reflects the evolution the channel is undergoing in programming and in becoming a more confident and distinctive viewer proposition.

              

              	
            

          


          Three consultancies were selected to assist the marketing scheme that was devised by Pullen and his team; WalkerBannisterBuss, design agency Spin and advertising company TBWA\London; who all worked within five's marketing department.


          


          Rumoured merger


          On 27 February 2004 it was reported that Five and Channel 4 were discussing a possible merger; this was widely seen as a potential upset for Channel 4's pride. Some comics joked that the merged company should call itself Chanel 9 after the spoof foreign network on The Fast Show. Channel 4 and Five announced that merger plans were being called off in November of that year.


          On 20 July 2005, RTL Group paid 247.6 million for United Business Media's 35.4% stake in the channel. The acquisition was approved on 26 August 2005.


          


          Multi-channel strategy


          British television has undergone a lot of change since Five's launch with the huge growth in Digital television. (See Digital television in the United Kingdom).


          On 18 November 2005, it was announced that Five had bought a stake in DTT's pay-TV operator, Top Up TV. It was said that the investment may lead to the development of new free and pay services on DTT, and other platforms.


          Following this, Five launched two new digital TV channels in autumn 2006 on Freeview, Sky and Virgin Media:


          
            	Five Life, launched on 15 October 2006, providing pre-school shows under the milkshake! banner as well as drama, films, soaps, popular factual and lifestyle shows aimed at women.


            	Five US, launched on 16 October 2006, offering drama, films, sport, comedy and youth programming from across the Atlantic.

          


          Spin-offs from the broadcaster's existing hits also air on the new outlets. Five HD was trialled on DTT in the London area, and would be a full time channel in the future. Presumably, initial launch would be on cable & satellite.


          The channels use Digital Terrestrial space that was previously occupied by Top Up TV's channels, but viewers will not require a Top Up TV subscription, or pay extra to receive the new channels. The channels will be funded by a "substantial additional investment" from the broadcaster's parent company RTL.


          


          Broadcasting and reception


          The British frequency plan had only allowed for four channels to be transmitted over the whole of the UK using analogue terrestrial transmitters. The ITC had identified that UHF channels 35 and 37 could provide coverage of around 70% of the UK population. However, these channels were used by many domestic video recorders for RF connection to television sets. Before the channel could launch on Easter Sunday 1997 the broadcaster had to provide over-the-phone instructions or visit any home that complained to retune the video recorder or fit a filter to completely block the Channel 5 signal.


          However, for many transmitters channels 35 and 37 were 'out of group', which meant that the roof-top receiving aerials were specifically designed to filter out Channel 5's broadcasts. Many people either could not receive the channel at all, or required a new aerial. The broadcaster has added to the transmitters to improve the analogue terrestrial coverage since that time. The channel was also provided on the analogue Astra/BSkyB service, which enabled people outside of the terrestrial reception areas to receive it via a satellite dish.


          Unlike the other four analogue British television channels, the channel cannot be received via analogue terrestrial broadcasts in many areas, including some parts of the south coast of England, where the signal would otherwise interfere with signals from television stations in France, many areas of North East England, especially around the major Tyne & Wear conurbation, many areas in Scotland, most of Wales and parts of Cumbria. The channel is available on all digital platforms (Sky Digital satellite, and Freeview digital terrestrial, and also most cable operators).


          The channel was the first in the UK to use a permanent digital on-screen graphic, which was unpopular with the viewing public and removed altogether on 16 September 2002. The five logo has been put back on screen as of 11 October 2007.


          Unlike the other UK terrestrial channels, Five is not available on cable, MMDS or digital satellite in the Republic of Ireland, the first such service not to be available in that country, although its terrestrial signal can be received in areas bordering Northern Ireland, or coastal areas close to Wales.


          


          Five's annual audience shares (1997-2006)
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          Below is the official audience shares in percent for Five since 1997. Generally, Channel 4's audience share lingers around the 10% margin, and BBC One and ITV's share lingers around 20%-30%.


          Audience shares were at their lowest in the channel's first year, but almost doubled in the second year, and continued to increase until reaching a peak of 6.6% in 2004 (the eighth year). Two years later, however, the audience share had slumped to less than 5%.


          1997: 2.3%

          1998: 4.3%

          1999: 5.4%

          2000: 5.7%

          2001: 5.8%

          2002: 6.3%

          2003: 6.5%

          2004: 6.6%

          2005: 6.4%

          2006: 4.9%

          2007:


          


          Programming


          


          General


          In the early days, the station had audience figures so low they were almost impossible to quantify; thanks in part to the weak daytime programming and cheap U.S imports that took up much of the channel's schedule. Early evenings were dominated by home and cookery shows, before the main evening news at half eight presented by Kirsty Young; the informal presentation style was something the programme was praised for. The schedule of the channel was designed to lead into a film at 9:00 pm, though the quality would vary, with TV movies often shown in place of cinema releases. Ratings for the channel's soap opera Family Affairs were much below those attained by the soaps broadcast by the other terrestrial channels, and the weak prime time performance was offset by risque late-night programming such as Red Shoe Diaries, Sex and Shopping and Real Sex. The channel did gain high ratings for the screenings of football matches, and this caused the then Programming Director Dawn Airey to stress that the channel was about "more than just films, football and fucking!", though this quote is still often misquoted as a description of the channel's programming strategy rather than as a denial of that strategy. In an attempt to shake off this negative image, the channel re-branded as "five" in a multi-million advertising campaign.


          Family Affairs was dropped on 30 December 2005, its low ratings freed up to 10 million for other programmes. Since 2002, the broadcaster has pursued an aggressive acquisition strategy, and now screens several of the highest-rating American dramas, including Grey's Anatomy, all three CSI franchises, House, three of the Law & Order franchises, Shark and Prison Break. The channel also poached talk-show host Trisha Goddard from ITV to shore up its daytime schedule, and also bought the rights to Australian soap opera Home and Away.


          As a public service broadcaster, Five is required to show educational programmes, including some moderately successful documentaries, such as the Hidden Lives series. Documentaries on art, mainly presented by Tim Marlow, have also been well received. In 2005 Five acquired another public service figleaf - the rights to the annual Royal Institution Christmas Lectures.


          


          Entertainment


          Five screened the cult prison drama Prisoner Cell Block H, running all 692 episodes between April 1997 and February 2001 and also revived another Australian soap, Sons and Daughters, running all 972 episodes between 1998 and 2005. In addition, the channel showed two popular American soap operas Sunset Beach and The Bold and the Beautiful every weekday morning with an omnibus edition of Sunset Beach every Saturday from 1998 to 2001. After the end of Sunset Beach in 1999, the remaining episodes were screened until early 2000. The channel replaced it with another soap opera popular in America Days of our Lives, though after poor ratings it was removed from weekday morning schedules in 2002. Soon after this, The Bold and the Beautiful also lost its place in the weekday morning schedules and as of 2007 the morning schedule does not contain a soap opera.


          Another popular programmes was the New Zealand teenage futuristic drama series The Tribe which was screened in its entire run of five seasons from 1999 to 2003. After the end of each season, episodes were generally rerun on weekday mornings in the summer holidays. After the end of the fifth season, there were plans for a sixth season which have not materialized. Five also screened the a couple of the other programmes from the production company Cloud 9, the co-produced Atlantis High in 2001 and The Tribe spin-off The New Tomorrow in 2005; so far both has lasted only one season.


          Five obtained the rights for the Australian soap opera Home and Away in 2001, and the music show CD:UK both in a bidding war with ITV, though it failed in a bid to buy terrestrial rights for The Simpsons, formerly screened on BBC2, which was purchased by Channel 4. Five later dropped plans to revive CD:UK.


          The format rights for a UK version of The Mole were acquired; the BBC had wanted them, and this series was well received; it attracted a moderate audience for the channel. The website UKGameshows.com announced that The Mole beat The Crystal Maze to win its first reader poll to find the best UK gameshow of all time. Five also screened the popular game show Fort Boyard from 1998 to 2002. In 2003, Five acquired the rights to the cult show Robot Wars, previously shown on BBC2, though the show ended soon after this, and repeats of the previous series' went out on Sky One in late 2006.


          In Make Me A Supermodel, a reality show, contestants try to win a contract with the Select Modelling Agency. The format has had two series, and the second series was also featured on Five Life. Another reality TV programme is Trust Me, I'm A..., which features celebrities in different occupations. This cycle has had two incarnations to date: Trust Me, I'm A Holiday Rep and Trust Me, I'm A Beauty Therapist.


          On May 18, 2007, Five acquired the rights to Australian soap opera Neighbours, previously screened on BBC One, after outbidding ITV. This was the second time the two UK networks have fought over an Australian soap. Back in 2001, Five won the rights over ITV to air Home and Away (another popular Australian soap) when ITV's contract with Home and Away ended.


          On the same day the it announced the winning of the rights to show Neighbours, the channel announced it would launch a new game show called Payday. A brand new primetime weekday quiz that gives eight players the chance of winning one of their fellow contestants' annual salaries. Excited about the new prime-time quiz show, the show itself did not meet expectations and received hardly any press attention which equalled in a lack of people watching the show. Ironically, from 16 July 2007, a format in a similar vein called Win My Wage, presented by Nick Hancock, has recently started screening on Channel 4 in the Deal or No Deal slot while it took a summer break. Although viewing figures are reportedly slightly lower than the usual average for that time of day, the format seems to have had more early success in its teatime slot than its peaktime counterpart on Five.


          


          Daytime


          In the early days, Five's morning schedules were clogged with American imports such as the soaps The Bold and the Beautiful and Days of our Lives. These gathered only small audiences, and the rest of the early morning output was not any more successful in the ratings. Shows like Espresso and Exclusive failed to achieve any success, shared too by the American talk show Leeza.


          In 2003 however, there were signs of the channel attempting to move upmarket; its morning output was aggressively developed to steal viewers away from its competitors. Terry Wogan and Gaby Roslin arrived to host the morning talk show The Terry and Gaby Show. The show only lasted a year, failing to attract viewers.


          Then 2004, Five's daytime scheduling was re-crafted once more. After the popular children's block programming show Milkshake!, the channel switches to The Wright Stuff, a debate format with celebrity guests on a panel debating in front of a small audience. This is followed by British talk show host Trisha Goddard hosting her new show on Five, (after she left ITV in 2003). At 11.30 Five News begins, normally presented by John Suchet, Helen Fospero or Kirsty Young though Young has now left the channel, making her last broadcast in August 2007. She will be replaced by Natasha Kaplinsky who will start in January 2008, having joined the channel from the BBC. Five News is followed by a repeat of the previous night's episode of Home and Away at 12.00. Until recently, at 12.30 the station would screen its popular quiz show BrainTeaser which was presented by Alex Lovell. After four years though, Brainteaser has been withdrawn for the time being, following the revelation that production staff were faking winners on the programme's premium rate call-in competition. In the afternoon the channel screens two made for TV movies, mostly American, known as Five's Afternoon Movie section. From 2008, the station will become the British home for Australian soap Neighbours, the BBC having lost screening rights as discussed above. ITV lost out on acquiring rights for the show, which is made by FremantleMedia Australia (which is also owned by RTL, the owners of Five).


          


          Lifestyle


          Lifestyle programmes form a major part of Five's schedule. This includes property shows, such as House Doctor, presented by Ann Maurice, Build A New Life In The Country and How Not To Decorate, presented by Colin McAllister and Justin Ryan. Other lifestyle shows include Diet Doctors, Colin & Justin's Wedding Belles, and The Hotel Inspector.


          


          Children and teenagers


          Five's pre-school programming block Milkshake! is shown from 6:00 to 9:00 am each day. The block has a number of presenters, including Eddie Matthews and Naomi Wilkinson, and features a range of pre-school programming, including " Fifi & the Flowertots". " Peppa Pig" and " Hi-5". Until recently, the channel also had a block called Shake! at weekends, which was aimed at an older audience. However, Five recently removed the Shake! block from its schedules.


          Five has purchased a Toonami branded block from Turner to start later in the year.


          


          Drama and comedy


          Among Five's most popular programmes are its acquired dramas, including CSI, and also CSI: Miami, CSI: NY, Charmed, Criminal Minds, House, Law & Order, L&O: SVU, L&O CI, NCIS, Grey's Anatomy, Prison Break, Big Love and The Shield. The second and final season of Friends spin-off Joey will air in 2007. Two and a Half Men, Everybody Hates Chris, Becker and Out of Practice also air on the channel.


          In 2006 the channel showed a commissioned drama, Tripping Over (a co-production with Network Ten), which has been given the green light for a second series in 2007. Five also screened Perfect Day, a commissioned British drama, in 2005. The success of this one-off drama led to the commissioning of a prequel and a sequel, Perfect Day: The Millennium and Perfect Day: The Funeral, which were shown in 2006. British sitcoms Suburban Shootout and Respectable, and sketch show Swinging have also appeared.


          In 2007, Five started an advertising campaigns for its most popular dramas, including the second seasons of Prison Break and Grey's Anatomy. Five also managed to acquire latest acquisitions Dirt, Calafornication and 30 Rock for not only its regular channel but for Five US as well Numb3rs CSI, CSI: Miami, CSI: NY, House, Law & Order, Law & Order: Special Victims Unit and Law & Order: Criminal Intent.


          


          News


          


          Sport


          Late-night sports programming has been a feature of the channel since its original launch, especially focusing on live or short-delay coverage of major North American sports. Most notably, the channel has covered Major League Baseball games, both regular season and playoffs since its first week on air. With the conclusion of Family Affairs, Five's MLB baseball coverage is the longest continuously run programme on the channel. Jonathan Gould is the host, with former Great Britain national team player Josh Chetwynd as the in-studio analyst.


          Until 2004, it also covered the regular season and Stanley Cup playoffs of the National Hockey League; following the lost 2004-05 season, the primary broadcast rights passed to NASN. However, since 2006-07, Five has relaunched its coverage with a weekly NHL game on short-delay along with highlights of other action from around the league.


          Five has also acquired American football and basketball coverage in the wake of Channel 4 dropping them. In 2007, five renewed its NFL coverage with a 2-year deal to screen Monday Night Football and NBC Sunday Night Football live (the latter coverage begins once the MLB Playoffs and World Series end). Nat Coombs hosts and Mike Carlson, a former college-football player, is the studio analyst, with game commentary taken from the American broadcasters. Sky Sports simulcasts these games with its own production, while the BBC hold rights to other NFL action, including the playoffs. Five recently acquired the rights to show playoff highlights with the exception of the Super Bowl. The NBA hosts are Mark Webster and Andre Alleyne, the latter of whom took over as analyst from former British NBA star John Amaechi. It generally follows the model of Five's NHL coverage, a single midweek game either live or on short-delay, plus a review of the previous week's action. The coverage of both sports has included forays into the NCAA scene - notably the Rose Bowl and the NCAA Basketball Tournament, even the Final Four. Currently, NASN broadcasts some college sports.


          Five also shows a mix of European and international club football, notably weekly matches or highlights from the Netherlands Eredivisie, Portugal's SuperLiga, Primera Divisin Argentina and Copa Libertadores from South America. They acquired the exclusive live rights to the Italian Serie A, beginning in the 2007/8 season. Five usually show live early-round matches from the UEFA Intertoto Cup and UEFA Cup when British teams are involved; the package is not centralized and thus coverage depends on which teams Five can secure the rights to. ITV Sport hold exclusive rights from the quarterfinals onwards, regardless of which teams get that far.


          In 2007, the channel resumed coverage of Major League Soccer (MLS) with a match between Toronto FC and Los Angeles Galaxy on 4 August 2007; the match was expected to be (but was not) David Beckham's competitive debut as a Galaxy player. In the past, the channel has shown other MLS matches on tape delay or as highlights, generally in the same manner as its coverage of European domestic leagues outside of Serie A. MLS coverage also currently includes David Beckham's Soccer USA, a show presented by Tim Lovejoy on Wednesdays at 7:15pm during the season to show highlights of the week's matches, funny moments and also interviews with David Beckham on his latest match. Other guests make appearances from time-to-time.


          In 2005 Five began highlights coverage of all of England's test and one-day cricket home matches. This has followed a period of much publicised success for the English cricket team and when the exclusive live rights to home England matches were controversially awarded to Sky Sports, Five was a surprise choice to pick up the highlights in the light of Channel 4's respected coverage and the BBC's previous interest (the BBC did acquire exclusive radio rights). Prior to Channel 4, the BBC had long held the rights and Five were newcomers to cricket, but the coverage has taken up where Channel 4 left off in its coverage and secured past cricketers such as Simon Hughes and Geoffrey Boycott to offer expert analysis on the day's play. Cricket on Five (which shows daily highlights of England's matches) airs at 7:15 pm and has become extremely popular with cricket fans.


          The channel has also covered motorsports, most notably Moto GP from 2000 to 2002 showing every race live before rights were snapped up by the BBC. Currently, Five hold rights to show weekly highlights from the NASCAR Sprint Cup Series.


          For a brief time, Five showed professional wrestling in the form of the WCW Worldwide show between Summer 1999 and March 2001, when the company was purchased by World Wrestling Entertainment, and ceased to produce any more shows.


          Golf coverage consists of weekly highlights from the PGA Tour, excluding majors.


          


          Participation TV


          Quiz Call is broadcast simultaneously on Five, Five Life and Five US on the following days:


          
            	00:00 to 04:30 every Thursday


            	00:00 to 05:30 every Friday and Saturday

          


          The phone-in quiz show invites viewers to play along for a chance to win cash prizes in return for solving on-screen puzzles. Entrants must be aged eighteen or over to participate and each call and SMS text is charged whether an entrant successfully gets through to the show or not.


          


          Past and present branding


          The Logo:


          
            	The original "Five" logo was a numeric "5" within a circle, sometimes accompanied by "candy stripes" of five colours (an idea based around the colour bars used by vision engineers to monitor picture output). It was the channel's corporate logo from the launch of 1997, up until the re-brand of 2002; of which the logo was removed. Between the years of 1997-2002, five was the only channel to have stapled to all of its programmes a DOG (Digital on-screen graphic) in the left hand corner; it was the logo. For the channel's five years as "Channel 5" the logo was a permanent fixture, however it was immediately hated by its viewers.

          


          On April 14 1997, teletext's logo poll specifically for five, took place. Teletext reported that 70% of viewers were in favour of the logo to be removed from the screen. Channel 5 however, refused to remove it; though did state since launch, the DOG had been toned down. Channel 5 explained their reasons for keeping the DOG on screen, in an interview on the 30 March 1997, they explained that:


          
            
              	

              	
                [Channel 5's] candy stripes are intended to join the Nike tick, the Levi's tab and the three Adidas stripes as signifiers of belonging...

                Brand identity is the new holy grail of marketing... Product recognition is the winning move in the new consumer system. Channel 5 is being sold like a car or a running shoe. Not surprisingly it will be the first of our terrestrial channels to wear its own label on the outside... "Consumers are very brand-conscious these days..." "...and we are definitely describing ourselves as a very modern channel. It would be curious to launch an old-fashioned channel without an image in the era of Next, Levi's and Nike.

              

              	
            

          


          Despite being hated in its early days, Five's DOG returned on October 11, 2007, in the form of its latest logo.


          Break bumpers:


          
            	"Channel 5" had two break bumpers; the original was a shorter version of the channel's "candy stripe", it was later replaced with a longer and thinner version.

          


          
            	"Five" has had the same break bumper since the re-brand of 2002. A brief flash of the channel's logo in a variety of different colours. Unlike other channels its break bumber appears in between each and every advert.

          


          Recent Idents:


          
            	On 23 January 2006, Five launched new idents based on human emotions. Instead of displaying the channel's logo, each ident displays a word that is suggestive of what is being shown (using Five's current branding style), such as 'love', 'hope', 'rush' and 'live'. Prior to the re-launch Five released a preview of the "love" ident. The ident features sperm with the word "love" forming from an egg. However as of January 2007, some of the idents have been re-edited with the emotion names replaced with the word "Five" yet again.

          


          
            	Five aired new Christmas idents, supporting the Christmas homeless appeal in the UK. Starting on the 11 December, the idents feature a forest, a post box, a narrowboat and a train, culminating with a final cityscape all decorated with Christmas lights. As well as the word 'five' the word 'give' also appears in these unique idents.

          


          
            	Five celebrated its tenth birthday in 2007, from 26 March to 30 March. Special idents were shown with the slogan Five is Ten to celebrate ten years since the channel's launch in 1997.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Five_%28channel%29"
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        Five Pillars of Islam


        
          

          Five Pillars of Islam (Arabic: أركان الإسلام) is the term given to the five duties incumbent on every Muslim. These duties are:


          1) Shahadah (profession of faith)

          2) Salat (ritual prayer five times each day)

          3) Sawm (fasting during Ramadan)

          4) Zakat (charity given to the needy)

          5) Hajj (pilgrimage to Mecca).



          These practices are essential to Sunni Islam. Shi'a Muslims subscribe to eight ritual practices which substantially overlap with the Pillars.


          The concept of five pillars is taken from the Hadith collections, notably those of Sahih Al-Bukhari and Sahih Muslim. The Qur'an does not speak of five pillars, although one can find in it scattered references to their associated practices.


          


          The five pillars


          


          Shahadah


          The Shahadah (Arabic: شهادة transliteration: ahādah) is the basic creed or tenet of Islam (Submission): "'ahadu 'al-lā ilāha illā-llāhu" (see how is the Shahada in Quran Chapter 3, verse 18), or "I testify that there is no god except God". As the most important pillar, this testament is the foundation of Islam. Ideally, it is the first words children are taught as soon as they are able to understand it. Muslims (which is the arabic word for submitters) must repeat the shahadah in their five daily prayers called Salat (Contact Prayers).


          
            Allah bears witness that there is no god but He, and (so do) the angels and those possessed of knowledge, maintaining His creation with justice; there is no god but He, the Mighty, the Wise.

          


          Belief in One and Only God, constitutes the very foundation of Islam. There is no deity except God. He is indivisible and absolutely transcendent. God is the Almighty, the Creator and the Sustainer of the universe, Who is similar to nothing and nothing is comparable to Him. The basic message of Islam is that God and His creation are distinctly different entities. Neither is God His creation or a part of it, nor is His creation Him or a part of Him. This might seem obvious, but, man's worship of creation instead of the Creator is to a large degree based on ignorance of this concept. The worship of a so-called earthly representation or any other entity than God is clearly idol worship in the light of Quran's teachings (and the previous scriptures'), shirk (polytheism) is the only unforgivable sin in the Hereafter, while all the other sins may be forgiven.


          Say: He is God, the One and Only; God, the Eternal, Absolute;He begets not, nor is He begotten; And there is none like unto Him. (Surah 112) God is He, than Whom there is no other god;- Who knows(all things) both secret and open; He, Most Gracious, Most Merciful. God is He, than Whom there is no other god;- the Sovereign, the Holy One, the Source of Peace (and Perfection), the Guardian of Faith, the Preserver of Safety, the Exalted in Might, the Irresistible, the Supreme the holy and everlating: Glory to God! (High is He) above the partners they attribute to Him.He is God, the Creator, the Evolver, the Bestower of Forms (or Colors).


          


          Salat


          The second pillar of Islam is Salat, the requirement to pray five times a day at fixed times. The time of day to pray are at dawn, noon, mid-afternoon, sunset, and night fall. Each salat is performed facing towards the Kaaba (the black stone of a pre-Islamic ritual) in Makkah. Salat is intended to focus the mind on Allah; it is seen as a personal communication with god, expressing gratitude and worship. According to the Qur'an, the benefit of prayer "restrains [one] from shameful and evil deeds".


          Salat is compulsory but some flexibility in the specifics is allowed depending on the circumstances. For example, in the case of sickness or a lack of space, a worshipper can offer salat while sitting, or even lying down, and the prayer can be shortened when travelling. The salat must be performed in the Arabic language to the best of each worshipper's ability. If s/he cannot speak Arabic, then his/her native language can be used. The lines of prayer are to be recited by heart (although beginners may use written aids), and the worshipper's body and clothing, as well as the place of prayer, must be cleansed.
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              Muslims performing salat (prayer)
            

          


          All prayers should be conducted within the prescribed time period ( waqt) and with the appropriate number of units ( raka'ah). While the prayers may be made at any point within the waqt, it is considered best to begin them as soon as possible after the call to prayer is heard.


          


          Zakat


          Zakat is the practice of charitable giving by Muslims based on accumulated wealth, and is obligatory for all who are able to do so. It is considered to be a personal responsibility for Muslims to ease economic hardship for others and eliminate inequality. Zakat consists of spending a fixed portion of one's wealth for the benefit of the needy, including, debtors and travelers. A muslim may also donate more as an act of voluntary charity, in order to achieve additional divine reward.


          Zakat covers money made in business, savings, income, and so on. In current usage zakat is treated as a 2.5% levy on most valuables and savings held for a full year, as long as the total value is more than a basic minimum known as three or 87.48g of gold). As of , nisab is approximately 1,750 or an equivalent amount in any other currency. Many Shi'ites are expected to pay an additional amount in the form of a tax, which they consider to be a separate ritual practice.


          


          Sawm
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              Many Muslims traditionally break their fasts in Ramadan with dates (like those offered by this date seller in Kuwait City), as was the recorded practice ( Sunnah) of Muhammad.
            

          


          Three types of fasting ( Sawm) are recognized by the Qur'an: Ritual fasting,[ 2:183-187] fasting as compensation or repentance,[ 2:196] and ascetic fasting.[ 33:35]


          Ritual fasting is an obligatory act during the month of Ramadan as is abstinence from sin. The fast is meant to allow Muslims to seek nearness to Allah, to express their gratitude to and dependence on him, to atone for their past sins, and to remind them of the needy. During Ramadan, Muslims are also expected to put more effort into following the teachings of Islam by refraining from violence, anger, envy, greed, lust, harsh language, gossip and to try to get along with each other better than normal. In addition, all obscene and irreligious sights and sounds are to be avoided.


          Fasting during Ramadan is not obligatory for several groups for whom it would be excessively problematic. These include pre-pubescent children, those with a medical condition such as diabetes, elderly people, and pregnant or breastfeeding women. Observing fasts is not permitted for menstruating women. Other individuals for whom it is considered acceptable not to fast are those in combat and travellers. Missing fasts usually must be made up soon afterwards, although the exact requirements vary according to circumstance.


          

          Many Muslims break their fast with a date because it is claimed, Muhammed broke his fast with a date.


          


          Hajj
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              The hajj to the Kaaba, in Makkah, is an important practice in Islam.
            

          


          The Hajj is a pilgrimage that occurs during the Islamic month of Dhu al-Hijjah in the city of Makkah and derives from an ancient Arab practice. Every able-bodied Muslim is obliged to make the pilgrimage to Makkah at least once in their lifetime if they can afford it. When the pilgrim is around ten kilometers from Makkah, he must dress in Ihram clothing, which consists of two white sheets. The main rituals of the Hajj include walking seven times around the Kaaba, touching the Black Stone, traveling seven times between Mount Safa and Mount Marwah, and symbolically stoning the Devil in Mina.


          The pilgrim, or the haji, is honoured in their community. For some, this is an incentive to perform the Hajj. Islamic teachers say that the Hajj should be an expression of devotion to Allah, not a means to gain social standing. The believer should be self-aware and examine their intentions in performing the pilgrimage. This should lead to constant striving for self-improvement.


          


          Shia viewpoint


          According to Shia doctrine, what is referred to as pillars by Sunni Islam are called the practices or secondary principles (Firoo e Din). The additional pillars according to Shia Islam are the following and are considered essential to the religion of Islam. The first is "Khums" which is a tax like Zakat and is for the descendants of Fatima (SA) and Ali (AS), next is jihad, which is also important to the Sunni, but not considered a pillar. The third is Amr-Bil-Ma'rūf, the "Enjoining to Do Good", which calls for every Muslim to live a virtuous life and to encourage others to do the same. The fourth is Nahi-Anil-Munkar, the "Exhortation to Desist from Evil", which tells Muslims to refrain from vice and from evil actions and to encourage others to do the same.
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        Flag of Australia
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              The Australian Flag at full mast.
            

          


          The flag of Australia was chosen in 1901 from entries in a worldwide design competition held following Federation. It was approved by Australian and British authorities over the next few years, although the exact specifications of the flag were changed several times both intentionally and as a result of confusion. The current specifications were published in 1934, and in 1954 the flag became legally recognised as the "Australian National Flag".


          The flag is a defaced Blue Ensign: a blue field with the Union Flag in the canton (upper hoist quarter), and a large white seven-pointed star known as the Commonwealth Star in the lower hoist quarter. The fly contains a representation of the Southern Cross constellation, made up of five white stars  one small five-pointed star and four, larger, seven-pointed stars.


          The flag of Australia is legally defined in the Flags Act 1953. In addition there are other official flags representing Australia, its people and core functions of government.


          


          Devices


          The Australian flag uses three prominent symbols, the Union Flag (also known as the Union Jack), the Commonwealth Star and the Southern Cross (or Crux).


          The Union Flag is thought locally to symbolise Australia's history as six British colonies and the principles upon which the Australian Federation is based, although a more historic view sees its inclusion in the design as demonstrating loyalty to the British Empire.


          The Commonwealth Star originally had only six points, representing the six federating colonies. However, this changed in 1908 when a seventh point was added to symbolise the Territory of Papua and any future territories. The Commonwealth Star does not have any relation to Beta Centauri, despite that star's coincidental location in the sky and its brightness.


          The Southern Cross is one of the most distinctive constellations visible in the Southern Hemisphere and has been used to represent Australia and New Zealand since the early days of British settlement. Ivor Evans, one of the flag's designers, intended the Southern Cross to refer also to the four moral virtues ascribed to the four main stars by Dante: justice, prudence, temperance and fortitude. The number of points on the stars of the Southern Cross on today's Australian flag differs from the original competition-winning design, on which they ranged between five and nine points each, representing their relative brightness in the night sky. In order to simplify manufacture, the British Admiralty standardised the four larger outer stars at seven points each, leaving the smaller middle star with five points.


          A complete specification for the current design was published in the Commonwealth Gazette in 1934.


          


          Construction
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          Under the Flags Act, the Australian National Flag must meet the following specifications:


          
            	the Union Jack occupying the upper quarter next the staff;


            	a large white star (representing the 6 States of Australia and the Territories) in the centre of the lower quarter next the pye and pointing direct to the centre of St George's Cross in the Union Jack;


            	5 white stars (representing the Southern Cross) in the half of the flag further from the staff.

          


          The location of the stars is as follows:


          
            	Commonwealth Star  7 pointed star, centred in lower hoist.


            	Alpha Crucis  7 pointed star, straight below centre fly 1/6 up from bottom edge.


            	Beta Crucis  7 pointed star, 1/4 of the way left and 1/16 up from the centre fly.


            	Gamma Crucis  7 pointed star, straight above centre fly 1/6 down from top edge.


            	Delta Crucis  7 pointed star, 2/9 of the way right and 31/240 up from the centre fly.


            	Epsilon Crucis  5 pointed star, 1/10 of the way right and 1/24 down from the centre fly.

          


          The outer diameter of the Commonwealth Star is 3/10 of the flag's width, while that of the stars in the Southern Cross is 1/7 of the flag's width, except for Epsilon, for which the fraction is 1/12. Each star's inner diameter is 4/9 of the outer diameter. The flag's width is the measurement of the hoist edge of the flag (the distance from top to bottom).


          


          Colours


          The colours of the flag, although not specified by the Flags Act, have been given Pantone specifications by the Awards and Culture Branch of the Department of the Prime Minister and Cabinet. The Australian Government's Style Manual for Authors, Editors and Printers also gives CMYK and RGB specifications for depicting the flag in print and on screen respectively.


          The Flags Act ascribes no meaning to the colours.


          
            
              	Scheme

              	Blue

              	Red

              	White
            


            
              	Pantone

              	280 C

              	185 C

              	Safe
            


            
              	RGB

              ( Hex)

              	0-0-139

              (#00008B)

              	255-0-0

              (#FF0000)

              	255-255-255

              (#FFFFFF)
            


            
              	CMYK

              	100%-80%-0%-0%

              	0%-100%-100%-0%

              	0%-0%-0%-0%
            

          


          [bookmark: 1901_Federal_Flag_Design_Composition]


          1901 Federal Flag Design Composition


          Before 1901, Australia was a collection of six British colonies. The Union Flag, as the flag of the British Empire, was often used to represent them collectively, and each colony also had its own flag based on the Union Flag. Two attempts were made throughout the nineteenth century to design a national flag. The first such attempt was the National Colonial Flag created in 18231824 (when New South Wales was still the only British colony in Australia), by Captain John Nicholson and Captain John Bingle. The flag never achieved public support. The most popular "national" flag of the period was the 1831 Federation Flag, also designed by Nicholson. The Federation Flag proved immensely popular, and was widely used on the east coast of Australia for over 70 years, particularly by the federation movement. These flags, and many others such as the Eureka Flag (which came into use at the Eureka Stockade in 1854), featured stars representing the Southern Cross. The oldest known flag to show the stars arranged as they are seen in the sky is the Anti-Transportation League Flag, which is similar in design to the present National Flag.
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              The edition of the Review of Reviews front cover signed by Egbert Nuttall, after the winning designers of the 1901 Federal Flag design competition were announced.
            

          


          As Federation approached, thoughts turned to an official federal flag. In 1900, the Melbourne Herald conducted a design competition in which entries were required to include the Union Flag and Southern Cross, resulting in a British Ensign style flag. The competition conducted by the Review of Reviews for Australasia later that year thought such a restriction seemed unwise, despite observing that a design without these emblems "might have a small chance of success". After Federation on 1 January 1901, the new Commonwealth Government held an official competition for a new federal flag in April. The competition attracted over 32,000 entries (including many originally sent to the Review of Reviews), equivalent to around 1% of the Australian population at that time. The designs were judged on seven criteria: loyalty to the Empire, Federation, history, heraldry, distinctiveness, utility and cost of manufacture. The majority of designs incorporated the Union Flag and the Southern Cross, but native animals were also popular. Five almost identical entries were chosen as the winning design, and their designers shared the 200 pounds prize money. They were Ivor Evans, a fourteen-year-old schoolboy from Melbourne; Leslie John Hawkins, a teenager apprenticed to an optician from Sydney; Egbert John Nuttall, an architect from Melbourne; Annie Dorrington, an artist from Perth; and William Stevens, a ships officer from Auckland, New Zealand. The five winners received 40 pounds each.


          The flag's initial reception was mixed. The then republican magazine The Bulletin labelled it:


          
            a staled rchauff of the British flag, with no artistic virtue, no national significance... Minds move slowly: and Australia is still Britain's little boy. What more natural than that he should accept his father's cut-down garments,  lacking the power to protest, and only dimly realising his will. That bastard flag is a true symbol of the bastard state of Australian opinion.
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                    	As approved by King Edward VII
                  

                

              
            

          


          As the design was basically the Victorian flag with a star added, many critics in both the Federal Government and the New South Wales government objected to the chosen flag for being "too Victorian". They wanted the Australian Federation Flag, and Prime Minister Barton, who had been promoting the Federation Flag, submitted this flag along with that chosen by the judges to the Admiralty for final approval. The Admiralty chose the Red for private vessels and Blue Ensigns for government ships. The Commonwealth government regarded both the Blue and Red Ensigns as colonial maritime flags.


          On 3 September 1901, the new Australian flag flew for the first time atop the Royal Exhibition Building in Melbourne.


          
            [image: The Royal Exhibition Building, Melbourne. Site of the first flying of the Australian flag.]

            
              The Royal Exhibition Building, Melbourne. Site of the first flying of the Australian flag.
            

          


          A simplified version of the competition-winning design was officially approved as the Flag of Australia by King Edward VII in 1902.


          It replaced the Union Flag at the Olympic Games at St Louis in 1904. In the same year, due to lobbying by Senator Richard Crouch, it had the same status as the Union Flag in the UK, when the House of Representatives proclaimed that the Blue Ensign "should be flown upon all forts, vessels, saluting places and public buildings of the Commonwealth upon all occasions when flags are used". The government agreed to fly the Blue Ensign on special flag days, but not if it meant additional expense, which undermined the motion. The Blue Ensign could only be flown on a state government building if a state flag was not available.


          


          Blue or Red Ensign?


          The Red Ensign was the only flag private citizens could fly on land. By traditional British understanding, the Blue Ensign would be reserved for Commonwealth Government use, with State and local governments, private organisations and individuals all using the Red Ensign.


          In 1908 the Blue Ensign replaced the Union Flag at all military establishments. From 1911 it was the saluting flag of the Australian army at all reviews and ceremonial parades, although when Australia's new Parliament House was opened in 1927, only Red Ensigns and Union Flags were flown.


          There was some confusion over military use of the ensigns with the result that prior to 1941 almost 10% of military ensigns were Blue rather than the more common Red Ensigns.


          Technically, private non-commercial vessels were liable to a substantial fine if they did not fly the British Red Ensign. However, an Admiralty Warrant was issued on 5 December 1938, authorising these vessels to fly the Australian Red Ensign.


          The Shipping Registration Act 1981 reaffirmed that the Australian Red Ensign was the proper "colours" for commercial ships over 24 metres in tonnage length.


          


          Union Flag


          As part of the British Empire Australia originally flew the Union Flag. It was the defacto flag of the British Empire, originally established as a Royal flag.


          The Royal Australian Navy was promulgated on 5 October 1911 and were directed to fly the British White Ensign on the stern and the Flag of Australia on the Jackstaff. Despite the government wanting to use the Blue Ensign on Australian warships, officers continued to fly the Union Flag, and it was not until 1913, following public protest in Fremantle after its use for the review of the HMAS Melbourne, that the government "reminded" them of the 1911 legislation. The British White Ensign was finally replaced by a distinctively Australian White Ensign on 1 March 1967.


          In the 1920s there was debate over whether the Blue Ensign was reserved for Commonwealth buildings only, culminating in a 1924 agreement that the Union Flag should take precedence as the National Flag. As the Union Flag was recognised as the National flag, it was considered disloyal to fly either ensign without the Union flag alongside, and it was the Union Flag that covered the coffins of Australia's war dead.


          The Blue Ensign formally replaced the Union Flag on 14 April 1954. The Union Flag was still regarded as the National flag by many Australians well into the 1970s, which inspired Arthur Smout's campaign from 1968 to 1982 to encourage Australians to give the Australian flag precedence.


          By the mid-80s the Commonwealth Government no longer reminded Australians they had the right to fly the Union Flag alongside the National Flag or provided illustrations of how to correctly display them together.


          


          Australian National Flag


          
            [image: The Flags Act 1953 specified the Blue Ensign as the Australian National Flag and the Red Ensign as the merchant shipping flag.]

            
              The Flags Act 1953 specified the Blue Ensign as the Australian National Flag and the Red Ensign as the merchant shipping flag.
            

          


          In 1940 the Victorian government passed legislation allowing schools to purchase Blue Ensigns, which in turn allowed its use by private citizens. Prime Minister Robert Menzies then encouraged private citizens to use the Blue Ensign, issuing a statement the following year allowing Australians to use either ensign.


          Prime Minister Ben Chifley issued a similar statement in 1947.


          On 4 December 1950, the Prime Minister Robert Menzies proclaimed the Blue ensign as the National flag and in 1951 King George VI approved the Government's recommendation.


          South Australia chose to continue with the Union Flag as National flag until 1956, when schools were given the option of using either the Union or Australian flags.


          This status was formalised on 14 February 1954, when Elizabeth II gave Royal Assent to the Flags Act 1953. This was the first Australian legislation to receive the monarch's Assent in person, and was timed to coincide with the Queen's visit to the country. The Act confers statutory powers on the Governor-General to appoint 'flags and ensigns of Australia' and authorise warrants and make rules as to use of flags. Section 8 ensures that the 'right or privilege' of a person to fly the Union Flag is not affected by the Act.


          In 1998, the Flags Act was amended by stipulating rules for changing the national flag's design; to replace the flag entirely, a referendum must be held  assuming the act is not amended by parliament through the normal processes.


          


          Protocol


          Guidelines for flying the flag are laid out in the 1953 Flags Act and in a pamphlet entitled "The Australian National Flag", which is published by the Australian Government on an infrequent basis. The guidelines say that the Australian National Flag, the Australian Aboriginal flag and the Torres Strait Islander flag are allowed to be flown on every day of the year. The National Flag must always be flown in a position superior to that of any other flag or ensign when flown in Australia or on Australian territory, and it should always be flown aloft and free. The flag must be flown in all government buildings and displayed in polling stations when there is a national election or referendum. Private pleasure craft can fly either the Red Ensign of the Australian National Flag. The British Blue Ensign can be flown on an Australian owned ship instead of the Australian Flag if the owner has a warrant valid under British law.
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              The flagpole on Parliament House is 81 metres tall and the flag measures 12.8m by 6.4m, about the size of half a tennis court.
            

          


          The Department of the Prime Minister and Cabinet also advises that the flag should only be flown during daylight hours, unless it is illuminated. Two flags should not be flown from the same flagpole. When the flag is flown at half-mast, it should be recognisably at half-mast, for example, a third of the way down from the top of the pole. The Australian Flag should never be flown half mast at night. Flags are flown at half-mast on government buildings:


          
            	On the death of the Sovereign  from the time of announcement of the death up to and including the funeral. On the day the accession of the new Sovereign is proclaimed, it is customary to raise the flag to the top of the mast from 11 am.


            	On the death of a member of a royal family.


            	On the death of the Governor-General or a former Governor-General.


            	On the death of a distinguished Australian citizen. Flags in any locality may be flown at half-mast on the death of a notable local citizen or on the day, or part of the day, of their funeral.


            	On the death of the head of state of another country with which Australia has diplomatic relations  the flag would be flown on the day of the funeral.


            	On ANZAC day the flag is flown at half-mast until noon.


            	On Remembrance Day flags are flown at peak until 10:30 am, at half-mast from 10:30 am to 11:03 am, then at peak for the remainder of the day.

          


          The Department provides a subscription-based email service called the Commonwealth Flag Network, which gives information on national occasions to fly the flag at half-mast as well as national days of commemoration and celebration of the flag.


          The Australian National Flag may be used for commercial or advertising purposes without formal permission as long as the flag is used in a dignified manner and reproduced completely and accurately; it should not be defaced by overprinting with words or illustrations, it should not be covered by other objects in displays, and all symbolic parts of the flag should be identifiable.


          There have been several attempts to make desecration of the Australian flag a crime. In 1953, during the second reading debate on the Flags Act, the leader of the Opposition, Arthur Calwell, unsuccessfully called for provisions to be added to the bill to criminalise desecration. Michael Cobb introduced private members bills in 1989, 1990, 1991 and 1992 to ban desecration, but on each occasion the bill lapsed. In 2002, the leader of the National Party, John Anderson, proposed to introduce laws banning desecration of the Australian flag, a call that attracted support from some parliamentarians both in his own party and the senior Coalition partner, the Liberal Party. However, the Prime Minister, John Howard, rejected the calls stating that "...in the end I guess it's part of the sort of free speech code that we have in this country." In 2003, the Australian Flags (Desecration of the Flag) Bill was tabled in Parliament by Trish Draper without support from Howard and subsequently lapsed.


          


          Flag Day


          In 1996, the Governor-General, Sir William Deane, issued a proclamation establishing an annual Australian National Flag Day, to be held on 3 September. Flag Day celebrations had been occurring in Sydney since 1985. They were initiated by the vexillographer John Christian Vaughan to commemorate the first occasion when the Flag was flown in 1901. On Flag Day, ceremonies are held in some major centres, and the Governor-General and some politicians attend or release statements to the media.


          Australian National Flag Day is not a public holiday.


          


          Centenary Flag


          On the centenary of the first flying of the flag, 3 September 2001, the Australian National Flag Association presented the Prime Minister with a flag intended to replace the missing original flag. This flag was not a replica of the original flag, on which the Commonwealth Star had only six points, but was a current Australian National Flag with a seven pointed Commonwealth Star. The flag has a special headband, including a cardinal red stripe and the inscription


          
            The Centenary Flag. Presented to the Hon John Howard MP, Prime Minister of Australia on behalf of the people of Australia by the Australian National Flag Association on 3 September 2001 at the Royal Exhibition Building, Melbourne to commemorate the first flying of the Australian National Flag on 3 September 1901 attended by the Rt Hon Sir Edmund Barton MHR, Prime Minister of Australia.

          


          A warrant authorising the use of the Centenary Flag under section 6 of the Flags Act was issued by the Governor-General and the flag is now used as the official flag of state on important occasions.


          


          Other Australian flags


          Under Section 5 of the Flags Act 1953, the Governor-General may proclaim flags other than the National Flag and the Red Ensign as flags or ensigns of Australia. Five flags have been appointed in this manner. The first two were the Royal Australian Navy Ensign and the Royal Australian Air Force Ensign, the flags used by the Royal Australian Navy and the Royal Australian Air Force. The Australian Army uses the Blue Ensign. The Air Force and the Navy flew the appropriate British ensigns (the White Ensign and the Royal Air Force Ensign) until the adoption of similar ensigns based on the Australian National Flag in 1948 and 1967 respectively. The current Navy and Air Force Ensigns were officially appointed in 1967 and 1982 respectively.


          In 1995, the Aboriginal Flag and the Torres Strait Islander Flag were also appointed flags of Australia. While mainly seen as a gesture of reconciliation, this recognition caused a small amount of controversy at the time, with then opposition leader John Howard describing it as divisive. Some indigenous people, such as the flag's designer Harold Thomas, felt that the government was appropriating their flag, saying it "doesn't need any more recognition".


          The Australian Defence Force Ensign was proclaimed in 2000. This flag is used to represent the Defence Force when more than one branch of the military is involved, such as at the Australian Defence Force Academy, and by the Minister for Defence.


          The Legislative Instruments Act 2003 required the proclamations of these flags to be lodged in a Federal Register. Due to an administrative oversight they were not, and the proclamations were automatically repealed. The Governor-General issued new proclamations dated 25 January 2008, with effect from 1 January 2008 (or 1 October 2006 in the case of the Defence Force Ensign).
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          In addition to the seven flags declared under the Flags Act, there are two additional Commonwealth flags, the Australian Civil Aviation Ensign and Australian Customs Flag, eight Vice-Regal flags and nine State and Territory flags that are recognised as official flags through other means.


          


          The flag debate
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              A poster calling for a redesign of the Australian Flag, released by Ausflag in 2000 to coincide with the 2000 Summer Olympics.
            

          


          In connection with the issue of republicanism in Australia there have been low-key but persistent debates over whether or not the Australian flag should be changed in order to remove the Union Flag from the canton. This debate has come to a head at a number of occasions, such as in the period immediately preceding the Australian Bicentenary in 1988, and also during the Prime Ministership of Paul Keating, who publicly supported a change in the flag and was famously quoted as saying:


          
            I do not believe that the symbols and the expression of the full sovereignty of Australian nationhood can ever be complete while we have a flag with the flag of another country on the corner of it.

          


          There are two lobby groups involved in the flag debate: Ausflag, who support changing the flag, and the Australian National Flag Association (ANFA), who want to keep the current flag. The primary arguments for keeping the flag cite historic precedence, while the arguments for changing the flag are based around the idea that the current flag does not accurately depict Australia's status as an independent and multicultural nation.


          Ausflag periodically campaigns for flag change in association with national events, like the 2000 Summer Olympics, and holds flag design competitions, while ANFA's activities include promotion of the current design through events like National Flag Day.


          Opinion polls show a significant majority of Australians favour no change. A 2004 NEWSPOLL that asked: "Are you personally in favour or against changing the Australian flag so as to remove the Union Jack emblem?" was supported by 32% of respondents and opposed by 57%, with 11% uncommitted.


          
            Retrieved from " http://en.wikipedia.org/wiki/Flag_of_Australia"
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          The National Flag of India was adopted in its present form during an ad hoc meeting of the Constituent Assembly held on the 22 July 1947, twenty-four days before India's independence from the British on 15 August 1947. It has served as the national flag of the Dominion of India between 15 August 1947 and 26 January 1950 and that of the Republic of India thereafter. In India, the term "tricolour" [Tirangā  तिरंगा (in Hindi)] almost always refers to the Indian national flag.


          The national flag, adopted in 1947, is based on the flag of the Indian National Congress, which was established in 1885 to press for independence. The flag's saffron color symbolizes courage and sacrifice, white stands for peace and truth, and green is for faith and chivalry, and blue represents the colour of the sky and the ocean. The central motif is a Chakra, or Buddhist spinning wheel. The 24 spokes of the wheel correspond with the 24 hours of the day, implying that there is life in movement and death in stagnation. The flag is a horizontal tricolour of "deep saffron" at the top, white in the middle, and green at the bottom. In the centre, there is a navy blue wheel with twenty-four spokes, known as the Ashoka Chakra, taken from the Lion Capital of Asoka erected atop Ashoka pillar at Sarnath. The diameter of this Chakra is three-fourths of the height of the white strip. The ratio of the width of the flag to its length is 2:3. The flag is also the Indian Army's war flag, hoisted daily on military installations.


          It should be pointed out that the actual colour used in the top band in all depictions of the flagincluding this pageis deep saffron. The official flag specifications require that the flag be made only of " khadi," a special type of hand-spun yarn. The display and use of the flag are strictly enforced by the Indian Flag Code. A heraldic description of the flag would be Party per fess Saffron and Vert on a fess Argent a "Chakra" Azure.


          
            [image: The original sandstone-sculpted Lion Capital of Ashoka preserved at Sarnath Museum which was originally erected around 250 BCE atop an Ashoka Pillar at Sarnath. The angle from which this picture has been taken, minus the inverted bell-shaped lotus flower, has been adopted as the National Emblem of India showing the Horse on the left and the Bull on the right of the Ashoka Chakra in the circular base on which the four Indian lions are standing back to back. On the far side there is an Elephant and a Lion instead. The wheel "Ashoka Chakra" from its base has been placed onto the centre of the National Flag of India.]
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          Design


          The following are the approximate colours of the Indian flag in different colour models. It is sorted into the HTML RGB web colours (hexadecimal notation); the CMYK equivalent; dye colours and the Pantone equivalent number.


          
            
              
                	Scheme

                	HTML

                	CMYK

                	Textile colour

                	Pantone
              


              
                	Saffron

                	#FF9933

                	0-50-90-0

                	Saffron

                	1495c
              


              
                	White

                	#FFFFFF

                	0-0-0-0

                	Cool Grey

                	1c
              


              
                	Green

                	#138808

                	100-0-70-30

                	India green

                	362c
              


              
                	Navy blue

                	#000080

                	100-98-26-48

                	Navy blue

                	2755c
              

            

          


          The Official (CYMK) value of the top band is (0,50,90,0)closest to the colour pumpkinwith CYMK = (0,54,90,0); the CYMK value of true deep saffron being (4, 23, 81, 5)) and (0, 24, 85, 15)) respectively.The flag was designed by Pingali Venkayya.


          


          Symbolism
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              The Ashoka Chakra, "the wheel of Righteousness ( Dharma)"
            

          


          A few days before India became independent on August 1947, the specially constituted Constituent Assembly decided that the flag of India must be acceptable to all parties and communities. A flag with three colours, Saffron, White and Green with the Ashoka Chakra was selected. Sarvepalli Radhakrishnan, who later became India's first Vice President, clarified the adopted flag and described its significance as follows:


          
            
              	

              	Insert the text of the quote here, without quotation marks.

              	
            

          


          A widely held unofficial interpretation is that the saffron stands for purity and spirituality, white for peace and truth, green for fertility and prosperity and the wheel for justice/righteousness


          


          History
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              The flag of Azad Hind, raised first for the Free India Legion in Nazi Germany.
            

          


          At the beginning of the 20th century, as the Indian independence movement seeking freedom from British colonial rule gained ground, the need was felt for a national flag that would serve as a powerful symbol of these aspirations. In 1904, Sister Nivedita, an Irish disciple of Swami Vivekananda, came up with the first flag of India, later referred to as Sister Nivedita's Flag. It was a red square-shaped flag with a yellow inset; it depicted a " Vajra Chinha" (thunderbolt) with a white lotus alongside it in the centre. The words "বন্দে মাতরম" ( Bnde Matorom meaning "Mother[land], I bow to thee!") were inscribed on the flag in Bengali. The red colour signified the freedom struggle, yellow signified victory, and the white lotus signified purity.


          The first tricolour was unfurled on 1906- 08-07, during a protest rally against the Partition of Bengal, by Schindra Prasad Bose in Parsi Bagan Square in Calcutta. This flag came to be known as the Calcutta Flag. The flag had three horizontal bands of equal width with the top being orange, the centre yellow and the bottom green in colour. It had eight half-opened lotus flowers on the top stripe, and a picture of the sun and a crescent moon on the bottom stripe. The words Vande Mataram were inscribed in the centre in the Devanagari script.


          On 1907- 08-22, Bhikaiji Cama unfurled another tricolour flag in Stuttgart, Germany. This flag had green at the top, saffron in the centre and red at the bottom, the green standing for Islam and the saffron for both Hinduism and Buddhism. The flag had eight lotuses in a line on the green band representing the eight provinces of British India. The words Vande Mataram, in the Devanagari script, were inscribed on the central band. On the lowest band, towards the hoist of the flag was a crescent, and towards the fly a sun. The flag was jointly designed by Bhikaiji Cama, Veer Savarkar and Shyamji Krishna Varma. After the outbreak of World War I, this flag became known as the Berlin Committee Flag after it was adopted by the Indian Revolutionaries at the Berlin Committee. This flag was actively used in Mesopotamia during the First World War. The Ghadar Party flag was also used in the United States as a symbol for India for a short period of time.


          The Home Rule Movement formed by Bal Gangadhar Tilak and Annie Besant in 1917 adopted a new flag, one which featured five red and four green horizontal stripes. On the upper left quadrant was the Union Flag which signified the Dominion status that the movement sought to achieve. A crescent and a star, both in white, are set in top fly. Seven white stars are arranged as in the Saptarishi constellation (the constellation Ursa Major), which is sacred to Hindus. This flag could not become popular among the masses.


          A year earlier in 1916, Pingali Venkayya, from Machilipatnam in present-day Andhra Pradesh tried to devise a common national flag. His endeavours were noticed by Umar Sobani and SB Bomanji, who together formed the Indian National Flag Mission. When Venkayya sought Mahatma Gandhi's approval for the flag, the Mahatma suggested the incorporation of the "Charkha" or spinning wheel on the flag, symbolising "the embodiment of India and the redemption of all its ills". The humble spinning-wheel had become a hallowed symbol of the economic regeneration of India under the Mahatma's championship. Pingali Venkayya came up with a flag with the charkha on a red and green background. However, Mahatma Gandhi found that the flag did not represent all the religions of India.


          To address Mahatma Gandhi's concerns, another new flag was indeed designed. This tricolour featured white on top, green in the centre and red at the bottom, symbolising the minority religions, Muslims and Hindus respectively, with a "Charkha" drawn across all three bands. Parallels were drawn with the fact that it closely resembled the Flag of Ireland, symbol of the other major freedom struggle against the British Empire. This flag was first unfurled at the congress party meeting in Ahmedabad. Although this flag was not adopted as the official flag of the Indian National Congress party, it was nevertheless widely used during the freedom movement.


          However, there were many who were not satisfied with the communal interpretation of the flag. The All India Sanskrit Congress that convened in Calcutta in 1924 suggested the inclusion of saffron or ochre and the "gadha" (mace) of Vishnu as the symbol of the Hindus. Later that year, it was suggested that geru (an earthy-red colour) "typified the spirit of renunciation and symbolised an ideal common to the Hindu yogis and sanyasis as well as the Muslim fakirs and darveshes." The Sikhs also stepped up the demand to either include a yellow colour that would represent them, or abandon religious symbolism altogether.


          In light of these developments, the Congress Working Committee appointed a seven member Flag Committee on 1931- 04-02 to sort out these issues. A resolution was passed noting that "objection has been taken to the three colours in the flag on the ground that they are conceived on the communal basis." The unlikely result of these confabulations was a flag featuring just one colour, ochre, and a "Charkha" at upper hoist. Though recommended by the flag committee, the INC did not adopt this flag, as it seemed to project a communalistic ideology.


          Later, the final resolution on a flag was passed when the Congress committee met at Karachi in 1931. The tricolour flag then adopted was designed by Pingali Venkayya. It featured three horizontal strips of saffron, white and green, with a "Charkha" in the centre. The colours were interpreted thus: saffron for courage; white for truth and peace; green for faith and prosperity. The "Charkha" symbolised the economic regeneration of India and the industriousness of its people.


          At the same time a variant of the flag was being used by the Indian National Army that included the words "Azad Hind" with a springing tiger in lieu of the "Charkha" signifying Subhash Chandra Bose's armed struggle as opposed to Mahatma Gandhi's non-violence. This tricolour was hoisted for the first time on Indian soil in Manipur by Subhash Chandra Bose.


          A few days before India gained its freedom in August 1947, the Constituent Assembly was formed to discuss the flag of the India. They set up an ad hoc committee headed by Rajendra Prasad and consisting of Abul Kalam Azad, Sarojini Naidu, C. Rajagopalachari, KM Munshi and B.R. Ambedkar as its members. The Flag Committee was constituted on 1947- 06-23 and it began deliberations on the issue. After three weeks they came to a decision on 14 July 1947, being that the flag of the Indian National Congress should be adopted as the National Flag of India with suitable modifications, to make it acceptable to all parties and communities. It was further resolved that the flag should not have any communal undertones. The " Dharma Chakra" which appears on the abacus of Sarnath was adopted in the place of the " Charkha". The flag was unfurled for the first time as that of an independent country on 15 August 1947.


          


          Manufacturing process


          
            
              Flag sizes
            

            
              	Size

              	mm
            


            
              	1

              	63004200
            


            
              	2

              	36002400
            


            
              	3

              	27001800
            


            
              	4

              	18001200
            


            
              	5

              	1350900
            


            
              	6

              	900600
            


            
              	7

              	450300
            


            
              	8

              	225150
            


            
              	9

              	150100
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              Indian flag and the State Emblem atop Vidhana Soudha in Bengaluru (Bangalore).
            

          


          After India became a republic in 1950, the Bureau of Indian Standards (BIS) brought out the specifications for the flag for the first time in 1951. These were revised in 1964 to conform to the metric system which was adopted in India. The specifications were further amended on 17 August 1968. The specifications cover all the essential requirements of the manufacture of the Indian flag including sizes, dye colour, chromatic values, brightness, thread count and hemp cordage. These guidelines are extremely stringent and any defect in the manufacture of flags is considered to be a serious offence liable to a fine or a jail term or both.


          Khadi or hand-spun cloth is the only material allowed to be used for the flag. Raw materials for khadi are restricted to cotton, silk and wool. There are two kinds of khadi used, the first is the khadi-bunting which makes up the body of the flag and the second is the khadi-duck, which is a beige-coloured cloth that holds the flag to the pole. The khadi-duck is an unconventional type of weave that meshes three threads into a weave as compared to two weaves used in conventional weaving. This type of weaving is extremely rare, and there are fewer than a dozen weavers in India professing this skill. The guidelines also state that there should be exactly 150 threads per square centimetre, four threads per stitch, and one square foot should weigh exactly 205 grams.


          The woven khadi is obtained from two handloom units in Dharwad and Bagalkot districts of northern Karnataka. Currently, Karnataka Khadi Gramodyoga Samyukta Sangha based in Hubli is the only licensed flag production and supply unit in India. Permission for setting up flag manufacturing units in India is allotted by the Khadi Development and Village Industries Commission (KVIC), though the BIS has the power to cancel the licences of units that flout guidelines.


          Once woven, the material is sent to the BIS laboratories for testing. After stringent quality testing; the flag if approved, is returned to the factory. It is then bleached and dyed into the respective colours. In the centre the Ashoka Chakra is screen printed, stencilled or suitably embroidered. Care also has to be taken that the chakra is matched and completely visible on both sides. The BIS then checks for the colours and only then can the flag be sold.


          Each year around forty million flags are sold in India. The largest flag in India (6.34.2m) is flown by the government of Maharashtra atop the Mantralaya building, the state administrative headquarters.


          


          Proper flag protocol


          Prior to 2002, the general public of India could not fly their national flag publicly except on designated national holidays. Only government offices and higher functionaries of the government could do so. An industrialist by name Naveen Jindal filed a Public interest petition in the Delhi High Court, seeking the striking down of this restriction. Jindal apparently flew the flag atop his office building, but as this was against the National flag code, the flag was confiscated and he was informed that he was liable to be prosecuted. Jindal argued that hoisting the National flag with due decorum and honour was his right as a citizen, and a way of expressing his love for India. The case moved to the Supreme Court of India, which asked the Government of India to set up a committee to consider the matter. The Union Cabinet amended the Indian flag code with effect from 26 January 2002, allowing the general public to hoist the flag on all days of the year, provided they safeguarded the dignity, honour and respect of the flag.


          In the case of Union of India v. Yashwant Sharma it was held that though the Flag Code is not a statute, restrictions under the Code need to be followed to preserve the dignity of the National Flag. The right to fly the National Flag is not an absolute right but a qualified right and should be read having regard to Article 51A of the Constitution.


          


          Respect for the flag


          Indian law says that the flag must at all times be treated with "dignity, loyalty and respect". The "Flag Code of India  2002", which superseded "The Emblems and Names (Prevention of Improper Use) Act, 1950", governs the display and usage of the flag. Official regulation states that the flag must never touch the ground or water, be used as a tablecloth or draped in front of a platform, cover a statue, plaque, cornerstone etc. Until 2005, the flag could not be used in clothing, uniform or costume. On 5 July 2005, the Government of India amended the code, allowing use of the flag as clothing and uniform. It however cannot be used as clothing below the waist or as undergarments. It is also prohibited to embroider the national flag and other symbols onto pillowcases or neckerchiefs.


          The flag may not be intentionally placed upside down, dipped in anything, or hold any objects other than flower petals before unfurling. No sort of lettering may be inscribed on the flag.


          


          Handling of the flag


          
            [image: Correct display of the flag.]
          


          There are a number of traditional rules of respect that should be observed when handling or displaying the flag. When out in the open, the flag should always be hoisted at sunrise and lowered at sunset, irrespective of the weather conditions. The flag may be also flown on a public building at night under special circumstances.


          The flag should never be depicted, displayed or flown upside down. Tradition also states that when draped vertically, the flag should not merely be rotated through 90degrees, but also reversed. One "reads" a flag like the pages of a book, from top to bottom and from left to right, and after rotation the results should be the same. It is also insulting to display the flag in a frayed or dirty state. The same rule applies to the flagpoles and halyards used to hoist the flag, which should always be in a proper state of maintenance.


          


          With other countries


          When the National Flag is flown outdoors in company with the national flags of other countries, there are several rules that govern the ways in which the flag must be flown, specifically that it must always occupy the position of honour. This means it must be the flag furthest to the right (observers' left) of all the flags on display, with the flags of other countries being arranged alphabetically according to the Latin alphabet. All the flags should be approximately the same size, with no flag being larger than the Indian flag. Each country's flag should be on a separate pole, with no national flag being flown on top of another from the same pole.


          It would be permissible in such a case to begin and also to end the row of flags with the Indian flag and also include it in the normal country wise alphabetical order. In case flags are to be flown in a closed circle, the national flag shall mark the beginning of the circle and the flags of other countries should proceed in a clockwise manner until the last flag is placed next to the national flag. The National flag of India must always be hoisted first and lowered last.


          When the flag is displayed on crossed poles, the Indian flag's pole should be in front and the flag to the right (observers' left) of the other flag. When the United Nations flag is flown along with the Indian flag, it can be displayed on either side of it. The general practice is to fly the flag on the extreme right with reference to the direction which it is facing.


          


          With non-national flags


          
            [image: ]
          


          When the flag is displayed with other flags that are not national flags, such as corporate flags and advertising banners, the rules state that if the flags are on separate staffs, the flag of India should be in the middle, or the furthest left from the viewpoint of the onlookers, or at least one flag's breadth higher than the other flags in the group. Its flagpole must be in front of the other poles in the group, but if they are on the same staff, it must be the uppermost flag. If the flag is carried in procession with other flags, it must be at the head of the marching procession, or if carried with a row of flags in line abreast, it must be carried to the marching right of the procession.


          


          Showing the flag indoors


          Whenever the flag is displayed indoors in the halls at public meetings or gatherings of any kind, it should always be on the right (observers' left), as this is the position of authority. So when the flag is displayed next to a speaker in the hall or other meeting place, it must be placed on the speaker's right hand. When it is displayed elsewhere in the hall, it should be to the right of the audience.


          
            [image: ]
          


          The flag should be displayed completely spread out with the saffron stripe on top. If hung vertically on the wall behind the podium, the saffron stripe should be to the left of the onlookers facing the flag with the hoist cord at the top.


          


          Parades and ceremonies


          The flag, when carried in a procession or parade or with another flag or flags, should be on the marching right or alone in the centre at the front. The flag may form a distinctive feature of the unveiling of a statue, monument, or plaque, but should never be used as the covering for the object. As a mark of respect to the flag, it should never be dipped to a person or thing. Regimental colours, organisational or institutional flags may be dipped as a mark of honour.


          
            [image: ]
          


          During the ceremony of hoisting or lowering the flag, or when the flag is passing in a parade or in a review, all persons present should face the flag and stand at attention. Those present in uniform should render the appropriate salute. When the flag is in a moving column, persons present will stand at attention or salute as the flag passes them. A dignitary may take the salute without a head dress. The flag salutation should be followed by the playing of the national anthem.


          


          Display on vehicles


          The privilege of flying the national flag on a vehicle is restricted to the President, Vice-President, Prime Minister, Governors and Lt. Governors, Chief Ministers, Cabinet Ministers and Junior Cabinet members of the Indian Parliament and state legislatures, Speakers of the Lok Sabha and state legislative assemblies, Chairmen of the Rajya Sabha and state legislative councils, judges of the Supreme Court of India and High Courts, and high ranking officers of the army, navy and air force.


          They may fly the flag on their cars, whenever they consider it necessary or advisable. The flag shall be flown from a staff, which should be affixed firmly either on the middle front of the bonnet or to the front right side of the car. When a foreign dignitary travels in a car provided by government, the flag should be flown on the right side of the car and the flag of the foreign country should be flown on the left side of the car.


          The flag should be flown on the aircraft carrying the President, the Vice-President or the Prime Minister on a visit to a foreign country. Alongside the National Flag, the flag of the country visited should also be flown but, when the aircraft lands in countries en route, the national flags of the countries touched would be flown instead, as a gesture of courtesy and goodwill. When the President goes on tour within India, the flag should be displayed on the side by which the President will embark the aircraft or disembark from it. When the President travels by special train within the country, the flag should be flown from the drivers cab on the side facing the platform of the station from where the train departs. The flag should be flown only when the special train is stationary or when coming into the station where it is going to halt.


          


          Half-mast


          The flag should be flown at half-mast as a sign of mourning only on instructions from the president, who will also give a date ending the mourning period. When the flag is to be flown at half mast, it must first be raised to the top of the mast and then slowly lowered to half mast. Before being lowered at sunset or at the appropriate time, the flag is first raised to the top of the pole and then lowered. Only the Indian flag is flown half mast; all other flags remain at normal height.


          The flag is flown at half-mast for the death of the President, Vice-President and Prime Minister all over India. For the Speaker of the Lok Sabha and the Chief Justice of The Supreme Court of India, it is flown in Delhi and for a Union Cabinet Minister it is flown in Delhi and the state capitals. For Minister of State, it is flown only in Delhi. For a Governor, Lt. Governor and Chief Minister of a state or union territory it is flown in the concerned state.


          If the intimation of the death of any dignitary is received in the afternoon, the flag shall be flown at half-mast on the following day also at the place or places indicated above, provided the funeral has not taken place before sun-rise on that day. On the day of the funeral of a dignitary mentioned above, the flag shall be flown at half-mast at the place of the funeral.


          In the event of a half-mast day coinciding with the Republic Day, Independence Day, Mahatma Gandhi's birthday, National Week (6th to 13 April), any other particular day of national rejoicing as may be specified by the Government of India or in the case of a state, on the anniversary of formation of that state, flags are not permitted to be flown at half-mast except over the building where the body of the deceased is lying until such time it has been removed and that flag shall be raised to the full-mast position after the body has been removed.


          Observances of State mourning on the death of foreign dignitaries are governed by special instructions issued from the Ministry of Home Affairs (Home Ministry) in individual cases. However, in the event of death of either the Head of the State or Head of the Government of a foreign country, the Indian Mission accredited to that country may fly the national flag on the above mentioned days.


          On occasions of state, military, central para-military forces funerals, the flag shall be draped over the bier or coffin with the saffron towards the head of the bier or coffin. The flag shall not be lowered into the grave or burnt in the pyre.


          


          Disposal


          When no longer in a fit condition to be used, a flag should be disposed of in a dignified manner, preferably by burning or ground burial.
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              Fossil range: Eocene - Recent
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                  An American Flamingo (Phoenicopterus ruber), with Chilean Flamingos (P. chilensis) in the background
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Infraclass:

                    	Neognathae

                  


                  
                    	Order:

                    	Phoenicopteriformes

                    Frbringer, 1888
                  


                  
                    	Family:

                    	Phoenicopteridae

                    Bonaparte, 1831
                  


                  
                    	Genus:

                    	Phoenicopterus

                    Linnaeus, 1758
                  

                

              
            


            
              	Species
            


            
              	
                See text

              
            

          


          Flamingos or flamingoes ( pronunciation) are gregarious wading birds in the genus Phoenicopterus and family Phoenicopteridae. They are found in both the Western Hemisphere and Eastern Hemisphere, but are more numerous in the former. There are four species in the Americas while two exist in the Old World. Two species, the Andean and the James's Flamingo, are often placed in the genus Phoenicoparrus instead of Phoenicopterus.


          


          Systematics


          


          Species


          
            
              	Species

              	Geographic location
            


            
              	Greater Flamingo (P. roseus)

              	Old World

              	Parts of Africa, S. Europe and S. and SW Asia (most widespread flamingo).
            


            
              	Lesser Flamingo (P. minor)

              	Africa (e.g. Great Rift Valley) to NW India (most numerous flamingo).
            


            
              	Chilean Flamingo (P. chilensis)

              	New World

              	Temperate S. South America.
            


            
              	James's Flamingo (P. jamesi)

              	High Andes in Peru, Chile, Bolivia and Argentina.
            


            
              	Andean Flamingo (P. andinus)

              	High Andes in Peru, Chile, Bolivia and Argentina.
            


            
              	American Flamingo (P. ruber)

              	Caribbean and Galapagos islands.
            

          


          


          Evolution
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              Lesser Flamingos in the Ngorongoro Crater, Tanzania
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              Andean Flamingos in the Laguna Colorada, Bolivia.
            

          


          The prehistory of the Phoenicopteriformes is far better researched than their systematic affinities (see below). An extinct family of peculiar "swimming flamingos", the Palaelodidae, was initially believed to be the ancestors of the Phoenicopteridae. This is now rejected, as the fossil genus Elornis, apparently a true albeit primitive flamingo, is known from the Late Eocene, before any palaelodid flamingoes have been recorded. A considerable number of little-known birds from the Late Cretaceous onwards are sometimes considered to be flamingo ancestors. These include the genera Torotix, Scaniornis, Gallornis, Agnopterus, Tiliornis, Juncitarsus and Kashinia; these show a mix of characters and are fairly plesiomorphic in comparison to modern birds. There exists a fairly comprehensive fossil record of the genus Phoenicopterus. The systematics of prehistoric Phoenicopteriformes known only from fossils is as followed:


          
            	
              Palaelodidae

              
                	Stout-legged Flamingo (Borgloon Early Oligocene of Hoogbutsel, Belgium)


                	Palaelodus (Middle Oligocene -? Middle Pleistocene)


                	Megapaloelodus (Late Oligocene - Early Pliocene)

              

            

          


          
            	
              Phoenicopteridae

              
                	Elornis (Middle? Eocene - Early Oligocene) - includes Actiornis


                	Phoenicopteridae gen. et sp. indet. (Camacho Middle? - Late Miocene? of San Jos, Uruguay) - see Ubilla et al. (1990)


                	Prehistoric species of Phoenicopterus:

                  
                    	Phoenicopterus croizeti (Middle Oligocene - Middle Miocene of C Europe)


                    	Phoenicopterus floridanus (Early Pliocene of Florida)


                    	Phoenicopterus stocki (Middle Pliocene of Rincn, Mexico)


                    	Phoenicopterus copei (Late Pleistocene of W North America and C Mexico)


                    	Phoenicopterus minutus (Late Pleistocene of California, USA)


                    	Phoenicopterus aethiopicus

                  

                

              

            

          


          


          Relationships


          The identity of the closest relatives of the flamingos is a rather contentious issue. Traditionally, the long-legged Ciconiiformes, probably a paraphyletic assemblage, have been considered the flamingos' closest relatives and the family was included in the order. Usually the spoonbills and ibises of the Threskiornithidae were considered their closest relatives within this order. Nevertheless, relationships to the Anseriformes (waterfowl) were considered as well (Sibley et al. 1969), especially as flamingos and waterfowl are parasitized by feather lice of the genus Anaticola (Johnson et al. 2006), which are otherwise exclusively found on ducks and geese.
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              American Flamingos at Chester Zoo.
            

          


          To reflect the uncertainty about this matter, flamingos began to be placed in their own order later on. Other scientists proposed flamingos as waders most closely related to the stilts and avocets, Recurvirostridae. The peculiar presbyornithids were used to argue for a close relationship between flamingos, waterfowl, and waders (Feduccia 1976), but they are now known to be unequivocal waterfowl with a peculiarly derived morphology paralleling waders and flamingos.
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              American Flamingo and offspring.
            

          


          In recent years, molecular and anatomical studies have yielded confusing results: Sibley & Monroe placed flamingos within their expanded (and certainly paraphyletic, as is now known) Ciconiiformes. On the other hand, since long it has been the grebes ( Podicipedidae), rather than Ciconiiformes, ducks, or stilts, that were time and again indicated as the closest relatives of flamingos, and there is currently renewed interest in this hypothesis.


          

          In a 2004 study comparing DNA sequences of intron 7 of the - fibrinogen gene (FGB-int7), the Neognathae (all living birds except the ratites and tinamous) excluding waterfowl and Galliformes were shown to be divided into two subgroups of uneven size. The first and smaller one, Metaves, contains flamingos and grebes, alongside the hoatzin, pigeons, sandgrouse, the Caprimulgiformes, the Apodiformes, tropicbirds, mesites, sunbittern and kagu. Interestingly, most of these groups have traditionally been difficult to place on the family tree of birds. According to this study, all other birds belong to the second subgroup of Neoaves, the Coronaves (Fain & Houde 2004).
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              The arcuate bill of this American Flamingo is well adapted to bottom scooping
            

          


          But their molecular data was insufficient to resolve inter-Metaves relationships to satisfaction; the flamingo FGB-int7 sequence is apparently most similar to that of some species of nighthawks, strongly suggesting a case of convergent evolution on the molecular level. The conclusions that one can draw from this study are twofold: first, that flamingos are Metaves (if that group is not based on molecular convergence, for which there are some indications), and second, that FBG-int7 is unsuitable to determine their relationships beyond that. It is interesting to note, however, that among all the groups which have been proposed as sister taxa of the flamingos, only the grebes are Metaves. The relationships of the flamingos still cannot be resolved with any certainty, but presently a close relationship with grebes appears somewhat more likely than other proposals. For this clade, the taxon Mirandornithes ("miraculous birds" due to their extreme divergence and apomorphies) has been proposed. In summary, all this confusion serves to show that all lines of "evidence" - molecular, morphological, ecological and parasitological - are liable to yield erroneous "proof" and that no method can be considered generally superior. Any future attempt to finally resolve the flamingos' relationships, therefore, would have to employ total evidence to support it and carefully weigh the data against alternative proposals.


          


          Description


          


          Diet


          Flamingos filter-feed on brine shrimp. Their oddly-shaped beaks are specially adapted to separate mud and silt from the food they eat, and are uniquely used upside-down. The filtering of food items is assisted by hairy structures called lamellae which line the mandibles, and the large rough-surfaced tongue. The flamingo's characteristic pink colouring is caused by the Beta carotene in their diet. The source of this varies by species, but shrimp and blue-green algae are common sources; zoo-fed flamingos may be given food with the additive canthaxanthin, which is often also given to farmed salmon. Flamingos produce a "milk" like pigeon milk due to the action of a hormone called prolactin (see Columbidae). It contains more fat and less protein than the latter does, and it is produced in glands lining the whole of the upper digestive tract, not just the crop. Both parents nurse their chick, and young flamingos feed on this milk, which also contains red and white blood cells, for about two months until their bills are developed enough to filter feed.


          


          Appearance
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              American Flamingos, many standing on one leg, in Lago de Oviedo, Dominican Republic.
            

          


          Flamingos frequently stand on one leg. The reason for this behaviour is not fully known. One common theory is that tucking one leg beneath the body may conserve body heat, but this has not been proven. It is often suggested that this is done in part to keep the legs from getting wet, in addition to conserving energy. As well as standing in the water, flamingos may stamp their webbed feet in the mud to stir up food from the bottom.


          Young flamingos hatch with grey plumage, but adults range from light pink to bright red due to aqueous bacteria and beta carotene obtained from their food supply. A well-fed, healthy flamingo is more vibrantly coloured and thus a more desirable mate. A white or pale flamingo, however, is usually unhealthy or malnourished. Captive flamingos are a notable exception; many turn a pale pink as they are not fed carotene at levels comparable to the wild. This is changing as more zoos begin to add prawns and other supplements to the diets of their flamingos.
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              Flamingos feeding at Lake Nakuru, Kenya
            

          


          


          Conservation status
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              Moche Ceramic Depicting Flamingo. 200 A.D. Larco Museum Collection Lima, Peru.
            

          


          Scientists have discovered that flamingos are dying by the thousands along the Rift Valley lakes of Kenya and Tanzania. However, they are baffled about the reason. Possible causes include avian cholera, botulism, metal pollution, pesticides or poisonous bacteria, say researchers. Also, fears for the future of the Lesser Flamingo  Phoeniconaias minor  have also been raised by plans to pipe water from one of their key breeding areas, the shores of Lake Natron. The lakes are crucial to the birds' breeding success because the flamingos feed off the blooms of cyanobacteria that thrive there.


          Most scientific attention has focused on the environmental changes to the lakes. Water levels have lowered and concentrations of salt in the water have increased. This increases the risk of toxic bacteria growing there.


          


          Culinary use


          In Ancient Rome, flamingo tongues were considered a delicacy. Also, Andean miners have killed flamingos for their fat, believed to be a cure for tuberculosis.
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              15th century adaptation of a T and O map. This kind of medieval mappa mundi illustrates only the reachable side of a round Earth, since it was thought that no one could cross a torrid clime near the equator to the other half of the globe.
            

          


          The idea of a flat Earth is that the surface of the Earth is flat (a plane), rather than the view that it is a very close approximation of the surface of a sphere. This was a common belief until the Classical Greeks began to discuss the Earth's shape about the 4th century BC.


          Regardless of the Earth's actual shape, local regions of its surface can be considered approximately flat for many purposes. The large-scale shape of the Earth is only relevant when considering large distances. Consequently, in antiquity only sailors, astronomers, philosophers, and theologians would have been concerned about the Earth's large-scale shape.


          The modern belief that especially medieval Christianity believed in a flat earth has been referred to as The Myth of the Flat Earth. In 1945, it was listed by the Historical Association (of Britain) as the second of 20 in a pamphlet on common errors in history. Recent scholarship has argued that "with extraordinary [sic] few exceptions no educated person in the history of Western Civilization from the third century B.C. onward believed that the earth was flat" and that the prevailing view was of a spherical earth.


          Jeffrey Russell states that the modern view that people of the Middle Ages believed that the Earth was flat is said to have entered the popular imagination in the 19th century, thanks largely to the publication of Washington Irving's fantasy The Life and Voyages of Christopher Columbus in 1828. Although these writers reject the idea of a flat earth, others such as the Flat Earth Society accept or promote the hypothesis.


          


          Validity and usefulness


          Regardless of whether the entire earth is flat or not, the surface of the Earth can be approximated as flat over small distances. Assuming the whole earth to be flat was actually a sophisticated insight by primitive people: they realized that all the local accidents of geography: hills, valleys, rivers, and so on, were merely unevennesses of a surface which was on average flat as far as they could go. When surveying and direction-finding we assume that the angles of a triangle add up to 180, which is not true for a triangle on the surface of a sphere.


          


          Antiquity


          Belief in a flat Earth is found in mankind's oldest writings. In early Mesopotamian thought, the world was portrayed as a flat disk floating in the ocean, and this forms the premise for early Greek maps such as those of Anaximander and Hecataeus of Miletus.


          Some theologians and biblical researchers maintain that at least some of the writers of the Old Testament books of the Bible had a Babylonian world view, according to which Earth is flat and stands on pillars, and is covered by a solid sky-dome (the Firmament). The firmament was the heaven in which God set the sun ( Psalm 19:5) and the stars ( Gen 1:14). The flat earth concept appears to be mentioned in ( Isaiah 40:22) where it speaks of God "dwelling above the circle of earth" which means a literal circle, from the Hebrew word "chuwg". However in Isaiah 22:18, the word "duwr" is used to describe a ball. This would appear to be in conflict with the Babylonian world view. Job 26:7 states that God was "hanging the earth upon nothing" and the same verse also described the north (of the Earth) as hanging over nothing too. The non-canonical Book of Enoch presents a concept In which the Sun and Moon move in and out of the Firmament dome through a series of openings (reflecting the apparent movement of their rising and setting points throughout the year). This is explained in considerable detail in the following excerpt:


          
            	"This is the first commandment of the luminaries: The sun is a luminary whose egress is an opening of heaven, which is (located) in the direction of the east, and whose ingress is (another) opening of heaven, (located) in the west. I saw six openings through which the sun rises and six openings through which it sets. The moon also rises and sets through the same openings, and they are guided by the stars; together with those whom they lead, they are six in the east and six in the west heaven. All of them (are arranged) one after another in a constant order. There are many windows (both) to the right and the left of these openings. First there goes out the great light whose name is the sun; its roundness is like the roundness of the sky; and it is totally filled with light and heat. The chariot in which it ascends is (driven by) the blowing wind. The sun sets in the sky (in the west) and returns by the northeast in order to go to the east; it is guided so that it shall reach the eastern gate and shine in the face of the sky" (1 Enoch 72:2-5).

          


          


          Classical Antiquity


          By classical times the idea that Earth was spherical began to take hold in Ancient Greece. Pythagoras in the 6th century BC, apparently on aesthetic grounds, held that all the celestial bodies were spherical. However, most Presocratic Pythagoreans considered the world to be flat. According to Aristotle, pre-Socratic philosophers, including Leucippus (c. 440 BC) and Democritus (c. 460-370 BC) believed in a flat earth. Anaximander believed the Earth to be a short cylinder with a flat, circular top which remained stable because it is the same distance from all things. It has been suggested that seafarers probably provided the first observational evidence that the Earth was not flat.


          Around 330 BC, Aristotle provided observational evidence for the spherical Earth, noting that travelers going south see southern constellations rise higher above the horizon. He argued that this was only possible if their horizon was at an angle to northerners' horizon and thus the Earth's surface could not be flat. He also noted that the border of the shadow of Earth on the Moon during the partial phase of a lunar eclipse is always circular, no matter how high the Moon is over the horizon. Only a sphere casts a circular shadow in every direction, whereas a circular disk casts an elliptical shadow in all directions apart from directly above and directly below. Writing around 10 BC, the Greek geographer Strabo cited various phenomena observed at sea as suggesting that the Earth was spherical. He observed that elevated lights or areas of land were visible to sailors at greater distances than those which were less elevated, and stated that the curvature of the sea was obviously responsible for this. He also remarked that observers can see further when their eyes are elevated, and cited a line from the Odyssey as indicating that the poet Homer was already aware of this as early as the 7th or 8th century BC.


          The Earth's circumference was first determined around 240 BC by Eratosthenes. Eratosthenes knew that in Syene, in Egypt, the Sun was directly overhead at the summer solstice, while he estimated that a shadow cast by the Sun at Alexandria was 1/50th of a circle. He estimated the distance from Syene to Alexandria as 5,000 stades, and estimated the Earth's circumference was 250,000 stades and a degree was 700 stades (implying a circumference of 252,000 stades). Eratosthenes used rough estimates and round numbers, but depending on the length of the stadion, his result is within a margin of between 2% and 20% of the actual circumference, 40,008 kilometres. Note that Eratosthenes could only measure the circumference of the Earth by assuming that the distance to the Sun is so great that the rays of sunlight are essentially parallel. A similar measurement, reported in a Chinese mathematical treatise, the Zhoubi suanjing (1st c. BC), was used to measure the distance to the Sun albeit by assuming that the Earth was flat.


          Lucretius (1st. c. BC) opposed the concept of a spherical Earth, because he considered the idea of antipodes absurd. But by the 1st century AD, Pliny the Elder was in a position to claim that everyone agrees on the spherical shape of Earth, although there continued to be disputes regarding the nature of the antipodes, and how it is possible to keep the ocean in a curved shape. Pliny also considers the possibility of an imperfect sphere, "shaped like a pinecone".


          In the Second century the Alexandrian astronomer Ptolemy advanced many arguments for the sphericity of the Earth. Among them was the observation that when sailing towards mountains, they seem to rise from the sea, indicating that they were hidden by the curved surface of the sea. He also gives separate arguments that the Earth is curved north-south and that it is curved east-west. Ptolemy derived his maps from a curved globe and developed the system of latitude, longitude, and climes. His writings remained the basis of European astronomy throughout the Middle Ages, although Late Antiquity and the Early Middle Ages (ca. 3rd to 7th centuries) saw occasional arguments in favour of a flat Earth.


          In late antiquity such widely read encyclopedists as Macrobius (4th c.) and Martianus Capella (5th c.) discussed the circumference of the sphere of the Earth, its central position in the universe, the difference of the seasons in northern and southern hemispheres, and many other geographical details. In his commentary on Cicero's Dream of Scipio, Macrobius described the Earth as a globe of insignificant size in comparison to the remainder of the cosmos.


          


          India


          From antiquity, a cosmological view prevailed in India that held the Earth to consist of four continents grouped around the central mountain Meru like the petals of a flower; surrounding these continents was the outer ocean. This view was elaborated in traditional Buddhist cosmology, which depicts the world as a vast, flat oceanic disk (of the magnitude of a small planetary system), bounded by mountains, in which the continents are set as small islands. In the centre of this disk is the immense Mount Sumeru, the linchpin of the world, around which the stars, the Sun, and the Moon revolve; the change of day and night is caused by the occultation of the Sun by this mountain. This world is only one of an infinite number of similar worlds, which extend in all directions.


          


          China and the Far East


          In ancient China, the prevailing belief was that the earth was flat and square, while the Heavens were round, an assumption which remained dominant until the introduction of European astronomy in the 17th century.


          In the Han Dynasty (202 BC-220 AD) text of the Da Dai Li Ji (大戴禮記) (Records of Ritual Matters by Dai Senior), it quotes the earlier Zeng Shen (505 BC-436 BC) replying to a question of Shanchu Li, admitting that it was hard to conceptualize the orthodox Chinese view of the four corners of the earth and how they could be properly covered. Earlier conjectures that Zhang Heng (78-139 AD) theorized that the universe was in the oval shape of a hen's egg, and the earth itself was like the curved yolk within, have been refuted by the English sinologist Cullen:


          
            In a passage of Zhang Heng's cosmogony not translated by Needham, Chang himself says: "Heaven takes its body from the Yang, so it is round and in motion. Earth takes its body from the Yin, so it is flat and quiescent". The point of the egg analogy is simply to stress that the earth is completely enclosed by heaven, rather than merely covered from above as the kai t'ien describes. Chinese astronomers, many of them brilliant men by any standards, continued to think in flat-earth terms until the seventeenth century; this surprising fact might be the starting-point for a re-examination of the apparent facility with which the idea of a spherical earth found acceptance in fifth-century B.C. Greece.

          


          In the 17th century, due to the influence of the Jesuits, who held high positions as astronomers at the Chinese court, the idea of a spherical earth spread in Chinese. Thus, shortly after the collapse of the Ming Dynasty, the Ge Chi Cao treatise of Xiong Ming-yu was written (1648 AD), and showed a printed picture of the earth as a spherical globe, with the text stating that "The Round Earth certainly has no Square Corners". The text also pointed out that sailing ships could return to their port of origin after circumnavigating the waters of the earth. Xiong Ming-yu, in order to persuade the elite class of his time, harkened back to ideas of the Hun Tian theorists to defend his ideas, with the earth 'as round as a crossbow bullet' ('yuan ru dan wan').


          The influence of the map is distinctly Western, as traditional maps of Chinese cartography held the graduation of the sphere at 365.25 degrees, while the Western graduation was of 360 degrees. Also of interest to note is on one side of the world, there is seen towering Chinese pagodas, while on the opposite side (upside-down) there were European cathedrals. Western influence of geographical knowledge was used by Xiong to enforce what he believed had already been argued by earlier Chinese astronomers. However, the French sinologist Jean-Claude Martzloff regards this as a retrospective interpretation:


          
            European astronomy was so much judged worth consideration that numerous Chinese authors developed the idea that the Chinese of antiquity had anticipated most of the novelties presented by the missionaries as European discoveries, for example, the rotundity of the earth and the heavenly spherical star carrier model. Making skillful use of philology, these authors cleverly reinterpreted the greatest technical and literary works of Chinese antiquity. From this sprang a new science wholly dedicated to the demonstration of the Chinese origin of astronomy and more generally of all European science and technology.

          


          In a more recent work reviewing Needham's hypotheses, the English scholar Cullen emphasizes the point that there was actually no concept of a round earth in ancient Chinese astronomy:


          
            A century later Chiang Chi attempted to meet the objection with a hypothesis of the curvilinear propagation of light along the celestial sphere. Here, if at all, we might have expected to find some reference to the sphericity of the earth, but, as already noted, Chinese astronomy shows no trace of this idea.

          


          


          Early Christian Church


          From Late Antiquity, and from the beginnings of Christian theology, knowledge of the sphericity of the Earth had become widespread. There was some debate concerning the possibility of the inhabitants of the antipodes: people imagined as separated by an impassable torrid clime were difficult to reconcile with the Christian view of a unified human race descended from one couple and redeemed by a single Christ.


          Saint Augustine (354430) argued against assuming people inhabited the antipodes:


          
            But as to the fable that there are Antipodes, that is to say, men on the opposite side of the earth, where the sun rises when it sets to us, men who walk with their feet opposite ours, that is on no ground credible. And, indeed, it is not affirmed that this has been learned by historical knowledge, but by scientific conjecture, on the ground that the earth is suspended within the concavity of the sky, and that it has as much room on the one side of it as on the other: hence they say that the part which is beneath must also be inhabited. But they do not remark that, although it be supposed or scientifically demonstrated that the world is of a round and spherical form, yet it does not follow that the other side of the earth is bare of water; nor even, though it be bare, does it immediately follow that it is peopled.

          


          Since these people would have to be descended from Adam, they would have had to travel to the other side of the Earth at some point; Augustine continues:


          
            It is too absurd to say, that some men might have taken ship and traversed the whole wide ocean, and crossed from this side of the world to the other, and that thus even the inhabitants of that distant region are descended from that one first man.

          


          Scholars of Augustine's work have traditionally assumed that he would have shared the common view of his educated contemporaries that the earth is spherical. That assumption has recently been challenged, however.


          Some authors and artists less prominent in the Church's history directly opposed the round Earth. After his conversion to Christianity, Lactantius (245325) became a trenchant critic of all pagan philosophy. In Book III of The Divine Institutes he ridicules the notion that there could be inhabitants of the antipodes "whose footsteps are higher than their heads". After presenting some arguments which he claims advocates for a spherical heaven and earth had advanced to support their views, he writes:
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            But if you inquire from those who defend these marvellous fictions, why all things do not fall into that lower part of the heaven, they reply that such is the nature of things, that heavy bodies are borne to the middle, and that they are all joined together towards the middle, as we see spokes in a wheel; but that the bodies which are light, as mist, smoke, and fire, are borne away from the middle, so as to seek the heaven. I am at a loss what to say respecting those who, when they have once erred, consistently persevere in their folly, and defend one vain thing by another;

          


          In his Homilies Concerning the Statutes St. John Chrysostom (344408) explicitly espoused the idea, based on his reading of Scripture, that the Earth floated on the waters gathered below the firmament, and St. Athanasius (c.293373) expressed similar views in Against the Heathen, though in context he is clearly speaking of the landmasses of the earth floating upon the ocean. As he supports the assumption in chapter 27 that the Sun revolves around the earth, this is unlikely to be support for a flat earth. Diodorus of Tarsus (d. 394) also argued for a flat Earth based on scriptures; however, Diodorus' opinion on the matter is known to us only by a criticism of it by Photius. Severian, Bishop of Gabala (d. 408), wrote: "The earth is flat and the sun does not pass under it in the night, but travels through the northern parts as if hidden by a wall". The Egyptian monk Cosmas Indicopleustes (547) in his Topographia Christiana, where the Covenant Ark was meant to represent the whole universe, argued on theological grounds that the Earth was flat, a parallelogram enclosed by four oceans.


          At least one early Christian writer, Basil of Caesarea (329379), believed the matter to be theologically irrelevant.


          


          In the Middle Ages


          


          Early Medieval Europe
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          With the end of Roman civilization, Western Europe entered the Middle Ages with great difficulties that affected the continent's intellectual production. Most scientific treatises of classical antiquity (in Greek) were unavailable, leaving only simplified summaries and compilations. Still, the dominant textbooks of the Early Middle Ages supported the sphericity of the Earth. For example: many early medieval manuscripts of Macrobius include maps of the Earth, including the antipodes, zonal maps showing the Ptolemaic climates derived from the concept of a spherical Earth and a diagram showing the Earth (labeled as globus terrae, the sphere of the Earth) at the centre of the hierarchically ordered planetary spheres. Further examples of such medieval diagrams can be found in medieval manuscripts of the Dream of Scipio. In the Carolingian era, scholars discussed Macrobius's view of the antipodes. One of them, the Irish monk Dungal, asserted that the tropical gap between our habitable region and the other habitable region to the south was smaller than Macrobius had believed.


          Europe's view of the shape of the Earth in Late Antiquity and the Early Middle Ages may be best expressed by the writings of early Christian scholars:


          
            	Boethius (c. 480  524), who also wrote a theological treatise On the Trinity, repeated the Macrobian model of the Earth as an insignificant point in the centre of a spherical cosmos in his influential, and widely translated, Consolation of Philosophy.


            	Bishop Isidore of Seville (560  636) taught in his widely read encyclopedia, the Etymologies, that the Earth was round. His meaning was ambiguous and some writers think he referred to a disc-shaped Earth; his other writings make it clear, however, that he considered the Earth to be globular. He also admitted the possibility of people dwelling at the antipodes, considering them as legendary and noting that there was no evidence for their existence. Isidore's disc-shaped analogy continued to be used through the Middle Ages by authors clearly favouring a spherical Earth, e.g. the 9th century bishop Rabanus Maurus who compared the habitable part of the northern hemisphere (Aristotle's northern temperate clime) with a wheel, imagined as a slice of the whole sphere.


            	The monk Bede (c.672  735) wrote in his influential treatise on computus, The Reckoning of Time, that the Earth was round, explaining the unequal length of daylight from "the roundness of the Earth, for not without reason is it called 'the orb of the world' on the pages of Holy Scripture and of ordinary literature. It is, in fact, set like a sphere in the middle of the whole universe." ( De temporum ratione, 32). The large number of surviving manuscripts of The Reckoning of Time, copied to meet the Carolingian requirement that all priests should study the computus, indicates that many, if not most, priests were exposed to the idea of the sphericity of the Earth. lfric of Eynsham paraphrased Bede into Old English, saying "Now the Earth's roundness and the Sun's orbit constitute the obstacle to the day's being equally long in every land."


            	Bishop Vergilius of Salzburg (c.700  784) is sometimes cited as having been persecuted for teaching "a perverse and sinful doctrine... against God and his own soul" regarding the sphericity of the earth. Pope Zachary decided that "if it shall be clearly established that he professes belief in another world and other people existing beneath the earth, or in another sun and moon there, thou art to hold a council, and deprive him of his sacerdotal rank, and expel him from the church." The issue involved was not the sphericity of the Earth itself, but whether people living in the antipodes were not descended from Adam and hence were not in need of redemption. Vergilius succeeded in freeing himself from that charge; he later became a bishop and was canonised in the thirteenth century.

          


          A non-literary but graphic indication that people in the Middle Ages believed that the Earth was a sphere, is the use of the orb ( globus cruciger) in the regalia of many kingdoms and of the Holy Roman Empire. It is attested from the time of the Christian late-Roman emperor Theodosius II (423) throughout the Middle Ages; the Reichsapfel was used in 1191 at the coronation of emperor Henry VI.


          A recent study of medieval concepts of the sphericity of the Earth noted that "since the eighth century, no cosmographer worthy of note has called into question the sphericity of the Earth." However, the work of these intellectuals may not have had significant influence on public opinion, and it is difficult to tell what the wider population may have thought of the shape of the Earth, if they considered the question at all.


          


          Later Medieval Europe
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          Some historians consider that the early advocates of the flat Earth were influential (19th century view typified by Andrew Dickson White); others that they were relatively unimportant (typified by Religious Studies Scholar Jeffrey Burton Russell in the 1990s) in the later Middle Ages.


          By the 11th century Europe had learned of Islamic astronomy. The Renaissance of the 12th century from about 1070 started an intellectual revitalization of Europe with strong philosophical and scientific roots, and increased appetite for the study of nature. Abundant records suggest that by then Europeans generally believed that the Earth was spherical.


          Hermannus Contractus (10131054) was among the earliest Christian scholars to estimate the circumference of Earth with Eratosthenes' method. Thomas Aquinas (12251274), the most important and widely taught theologian of the Middle Ages, believed in a spherical Earth; and he even took for granted his readers also knew the Earth is round. Lectures in the medieval universities commonly advanced evidence in favour of the idea that the Earth was a sphere. Also, " On the Sphere of the World", the most influential astronomy textbook of the 13th century and required reading by students in all Western European universities, described the world as a sphere. Thomas Aquinas, in his Summa Theologica, wrote, "The physicist proves the earth to be round by one means, the astronomer by another: for the latter proves this by means of mathematics, e.g. by the shapes of eclipses, or something of the sort; while the former proves it by means of physics, e.g. by the movement of heavy bodies towards the centre, and so forth."


          The shape of the Earth was not only discussed in scholarly works written in Latin; it was also treated in works written in vernacular languages or dialects and intended for wider audiences. The Norwegian book Konungs Skuggsj, from around 1250, states clearly that the Earth is round - and that it is night on the other side of the Earth when it is daytime in Norway. The author also discusses the existence of antipodes - and he notes that they (if they exist) will see the Sun in the north of the middle of the day, and that they will have opposite seasons of the people living in the Northern Hemisphere.


          Dante's Divine Comedy, the last great work of literature of the Middle Ages, written in Italian, portrays Earth as a sphere, discussing implications such as the different stars visible in the southern hemisphere, the altered position of the sun, and the various timezones of the Earth. Also, the Elucidarium of Honorius Augustodunensis (c. 1120), an important manual for the instruction of lesser clergy which was translated into Middle English, Old French, Middle High German, Old Russian, Middle Dutch, Old Norse, Icelandic, Spanish, and several Italian dialects, explicitly refers to a spherical Earth. Likewise, the fact that Bertold von Regensburg (mid-13th century) used the spherical Earth as a sermonic illustration shows that he could assume this knowledge among his congregation. The sermon was held in the vernacular German, and thus was not intended for a learned audience.


          Reinhard Krger, a professor for Romance literature at the University of Stuttgart (Germany), has discovered more than 100 medieval Latin and vernacular writers - 79 known by name - from the late antiquity to the 15th century who were all convinced that the earth was round like a ball:


          Authors between late antiquity and Columbus' voyage (1492) who argued for a spherical earth:


          
            	Kings and politicians

          


          Brunetto Latini, Visigoth king Sisebut, King Alfred of the Anglo-Saxons, Alfonso X of Castile


          
            	Church fathers, popes, bishops, priests, members of religious orders

          


          Basil of Caesarea, Ambrose of Milan, Aurelius Augustinus, Paulus Orosius, Jordanes, Cassiodorus, Isidore of Seville, Beda Venerabilis, Theodulf of Orlans, Vergilius of Salzburg, Irish monk Dicuil, Rabanus Maurus, Remigius of Auxerre, Johannes Scotus Eriugena, Leo of Naples, Gerbert dAurillac (Pope Sylvester II), Notker the German of Sankt-Gallen, Hermann the lame, Hildegard von Bingen, Petrus Abaelardus, Honorius Augustodunensis, Gautier de Metz, Adam of Bremen, Albertus Magnus, Thomas Aquinas, Berthold of Regensburg, Meister Eckhart, Enea Silvio Piccolomini (Pope Pius II)


          
            	Theologians, philosophers and encyclopedists

          


          Ampelius, Chalcidius, Macrobius, Martianus Capella, Boethius, Guillaume de Conches, Philippe de Thaon, Abu-Idrisi, Bernardus Silvestris, Petrus Comestor, Thierry de Chartres, Gautier de Chtillon, Alexander Neckam, Alain de Lille, Averroes, Moshe ben Maimon, Lambert de Saint-Omer, Gervasius of Tilbury, Robert Grosseteste, Johannes de Sacrobosco, Thomas de Cantimpr, Peire de Corbian, Vincent de Beauvais, Robertus Anglicus, Juan Gil de Zmora, Perot de Garbelei, Roger Bacon, Ristoro d'Arezzo, Cecco d'Ascoli, Fazio degli Uberti, Levi ben Gershon, Konrad of Megenberg, Nicole Oresme, Petrus Aliacensis, Alfonso de la Torre, Toscanelli


          
            	Poets, travellers, printers, seafarers, merchants

          


          Snorri Sturluson, Marco Polo, Dante Alighieri, Brochard the German, Jean de Meung, Jean de Mandeville, Christine de Pizan, Geoffrey Chaucer, William Caxton, Martin Behaim, Christopher Columbus


          Portuguese exploration of Africa and Asia, Columbus voyage to the Americas (1492) and finally Ferdinand Magellan's circumnavigation of the earth (1519-21) provided the final, practical proofs for the global shape of the earth.


          


          Islamic World


          Around 830 CE, Caliph al-Ma'mun commissioned a group of astronomers to measure the distance from Tadmur ( Palmyra) to al-Raqqah, in modern Syria. They found the cities to be separated by one degree of latitude and the distance between them to be 66 2/3miles and thus calculated the Earth's circumference to be 24,000miles (about 38,600 km), a value which differs from modern estimates by about 3.6%.


          Many Muslim scholars declared a mutual agreement ( Ijma) that celestial bodies are round, among them Ibn Hazm (d. 1069), Ibn al-Jawzi (d. 1200), and Ibn Taymiya (d. 1328). Ibn Taymiya said, "Celestial bodies are roundas it is the statement of astronomers and mathematiciansit is likewise the statement of the scholars of Islam". Abul-Hasan ibn al-Manaadi, Abu Muhammad Ibn Hazm, and Abul-Faraj Ibn Al-Jawzi have said that the Muslim scholars are in agreement that all celestial bodies are round. Ibn Taymiyah also remarked that Allah has said, "And He (Allah) it is Who created the night and the day, the sun and the moon. They float, each in a Falak." Ibn Abbas says, "A Falaka like that of a spinning wheel." The word 'Falak' (in the Arabic language) means "that which is round."


          The Muslim scholars who held to the round earth theory used it in an impeccably Islamic manner, to calculate the distance and direction from any given point on the earth to Makkah (Mecca). This determined the Qibla, or Muslim direction of prayer. Muslim mathematicians developed spherical trigonometry which was used in these calculations. Ibn Khaldun (d. 1406), in his Muqaddimah, also identified the world as spherical. The later belief of Muslim scholars, like Suyuti (d. 1505), that the earth is flat represents a deviation from this earlier opinion.


          


          Modern times


          


          Myth of the Flat Earth


          The common misconception that people before the age of exploration believed that Earth was flat entered the popular imagination after Washington Irving's publication of The Life and Voyages of Christopher Columbus in 1828. This belief is even repeated in some widely read textbooks. Previous editions of Thomas Bailey's The American Pageant stated that "The superstitious sailors [of Columbus' crew] ... grew increasingly mutinous...because they were fearful of sailing over the edge of the world"; however, no such historical account is known. Actually, sailors were probably among the first to know of the curvature of Earth from everyday observations, for example seeing how mountains vanish below the horizon on sailing far from shore.
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          During the 19th century, the Romantic conception of a European "Dark Age" gave much more prominence to the Flat Earth model than it ever possessed historically.


          The widely circulated woodcut of a man poking his head through the firmament of a flat Earth to view the mechanics of the spheres, executed in the style of the 16th century cannot be traced to an earlier source than Camille Flammarion's L'Atmosphre: Mtorologie Populaire (Paris, 1888, p. 163). The woodcut illustrates the statement in the text that a medieval missionary claimed that "he reached the horizon where the Earth and the heavens met", an anecdote that may be traced back to Voltaire, but not to any known medieval source. In its original form, the woodcut included a decorative border that places it in the 19th century; in later publications, some claiming that the woodcut dated from the 16th century, the border was removed. According to anecdotal evidence Flammarion had commissioned the woodcut himself; certainly no source of the image earlier than Flammarion's book is known.


          In Inventing the Flat Earth: Columbus and Modern Historians, Jeffrey Russell (professor of history at University of California, Santa Barbara) claims that the Flat Earth theory is a fable used to impugn pre-modern civilization, especially that of the Middle Ages in Europe. Today many scholars agree with Russell that the "medieval flat Earth" was an exaggeration of Medieval beliefs, which became popular in the nineteenth-century.


          It should be noted, however, that Cyrano de Bergerac in chapter 5 of his The Other World The Societies and Governments of the Moon quotes St. Augustine as saying "that in his day and age the earth was as flat as a stove lid and that it floated on water like half of a sliced orange." Robert Burton, in his The Anatomy of Melancholy wrote: " Virgil, sometimes bishop of Saltburg (as Aventinus anno 745 relates) by Bonifacius bishop of Mentz was therefore called in question, because he held antipodes (which they made a doubt whether Christ died for) and so by that means took away the seat of hell,or so contracted it, that it could bear no proportion to heaven, and contradicted that opinion of Austin [=St. Augustine], Basil, Lactantius that held the earth round as a trencher (whom Acosta and common experience more largely confute) but not as a ball;" Thus, there is evidence that accusations of flatearthism, though somewhat whimsical (Burton ends his digression with a legitimate quotation of St. Augustine: "Better doubt of things concealed, than to contend about uncertainties, where Abraham's bosom is, and hell fire:") were used to discredit opposing authorities several centuries before the 19th.


          A dissenting opinion is found at the Ethical Atheist where the transition from a flat Earth model to a spherical Earth is seen as a slow and uneven process, with the general population and some of the more biblically inclined (among others) lagging centuries behind those more inclined towards science and Greek authors.


          


          Transvaal perspective


          In 1898 during his solo circumnavigation of the world Joshua Slocum encountered such a group in Durban. Three Boers, one of them a clergyman, presented Slocum with a pamphlet in which they set out to prove that the world was flat. President Kruger of the Transvaal Republic advanced the same view: "You don't mean round the world, it is impossible! You mean in the world. Impossible!"


          


          The Flat Earth Society
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          The last known group of Flat Earth proponents, the Flat Earth Society, kept the concept alive and at one time claimed a few thousand followers. The last president of the Society, Charles K. Johnson, spent years examining the studies of flat and round earth theories and proposed evidence of a conspiracy against flat-earth: "The idea of a spinning globe is only a conspiracy of error that Moses, Columbus, and FDR all fought" His article was published in the magazine Science Digest, 1980. It goes on to state, "If it is a sphere, the surface of a large body of water must be curved. The Johnsons have checked the surfaces of Lake Tahoe and the Salton Sea (a shallow salt lake in southern California near the Mexican border) without detecting any curvature."


          The Society declined in the 1990s following a fire at its headquarters in California and the death of Charles K. Johnson in 2001.


          


          Other modern flat-earthers


          William Carpenter (1830-1896) published "A hundred proofs the Earth is not a Globe". For example, he argues that "there are rivers that flow for hundreds of miles towards the level of the sea without falling more than a few feet  notably, the Nile, which, in a thousand miles, falls but a foot. A level expanse of this extent is quite incompatible with the idea of the Earth's 'convexity'"; and that an aeronaut at the highest possible altitude will see what appears to be a concave surface "this being exactly what is to be expected of a surface that is truly level, since it is the nature of level surfaces to appear to rise to a level with the eye of the observer".


          English scientist Samuel Rowbotham (1816-1885), writing under the pseudonym "Parallax," published results of many experiments which tested the curvatures of water over lakes. He also produced studies which purported to show the effects of ships disappearing below the horizon can be explained by the laws of perspective in relation to the human eye.


          


          Ibn Baz controversy


          One influential modern Muslim jurist has been said to have claimed that the earth is flat, and that anyone who denies this is an unbeliever. Abd-al-Aziz ibn Abd-Allah ibn Baaz (Ibn Baz), the Grand Mufti of Saudi Arabia, was a traditionally educated cleric who suffered from blindness. In 1993, he is said to have issued a fatwa, or religious ruling, declaring, "The Earth is flat. Whoever claims it is round is an atheist deserving of punishment." While the edict reportedly caused embarrassment for many Saudis, Ibn Baz issued a statement maintaining that the earth was spherical but expansive enough to be flat and saying that he "only" denied Earth's rotation.


          Supporters of Ibn Baz said that the book in which the flat earth claim was supposed to have been laid out does not exist, and that the entire controversy was based on one interview with Egyptian journalists. They said that Ibn Baz, as he clarified later, was referring to the surface of earth that we walk on being flat although he believed the Earth to be spherical. In Arabic, the same word is commonly used for both the earth as well as the ground. The journalist, having not paid attention to this distinction, misquoted Ibn Baz and created a story; the story was picked up by a Kuwaiti magazine (Assiyasah) and from there spread around the world. Ibn Baz was an admirer and a scholar of the works of Ibn Taymiyyah, who did not support the flat earth theory.


          
            Retrieved from " http://en.wikipedia.org/wiki/Flat_Earth"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Fleet Street


        
          

          
            [image: Fleet Street road sign]

            
              Fleet Street road sign
            

          


          Fleet Street is a street in London, England named after the River Fleet. It was the home of the British press until the 1980s. Even though the last major British news office, Reuters, left in 2005, the street's name continues to be used as a metonym for the British national press.


          


          History and location
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          Fleet Street began as the road from the City of London to the City of Westminster. The length of Fleet Street marks the expansion of the City in the 14th century. At the east end of the street is where the river Fleet flowed against the medival walls of London; at the west end is the Temple Bar which marks the current city limits, stretched to that point when the land and property of the Knights Templar were acquired.


          To the south lies the complex of buildings known as The Temple, formerly the property of the Knights Templar, which houses two of the four Inns of Court, the Inner Temple and the Middle Temple. There are many lawyers' offices in the vicinity.
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          Publishing started in Fleet Street around 1500 when William Caxton's apprentice, Wynkyn de Worde, set up a printing shop near Shoe Lane, while at around the same time Richard Pynson set up as publisher and printer next to St Dunstan's church. More printers and publishers followed, mainly supplying the legal trade in the four Law Inns around the area. In March 1702, the world's first daily newspaper, The Daily Courant, was published in Fleet Street from premises above the White Hart Inn.


          At Temple Bar to the west, as Fleet Street crosses the boundary out of the City of London, it becomes the Strand; to the east, past Ludgate Circus, it evolves into Ludgate Hill. The nearest tube stations are Temple, Chancery Lane, and Blackfriars and it is very close to City Thameslink station.


          Fleet Street is a location on the London version of the Monopoly board game.


          Fleet Street is also famous for the fictional barber Sweeney Todd who was an early example of a fictional serial killer, the character appears in various English language works starting in the mid-19th century. There are some records that show he actually existed.


          


          Present day
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          Fleet Street is now more associated with the Law and its courts and barristers' chambers, many of which are in alleys off Fleet Street itself, almost all of the newspapers thereabouts having moved to Wapping and Canary Wharf. The former offices of The Daily Telegraph, drawn upon as a source by Evelyn Waugh in his comic novel Scoop, are now the London headquarters of the investment bank Goldman Sachs. C. Hoare & Co, England's oldest privately owned bank, has had its place of business here since 1690. An informal measure of City takeover business employed by financial editors is the number of taxis waiting outside such law firms as Freshfields at 11pm: a long line is held to suggest a large number of mergers and acquisitions in progress.


          The French-owned international news and photo agency Agence France Presse is still based in Fleet Street, as is the London office of D. C. Thomson & Co., creator of The Beano. Since 1995 Fleet Street has been the home of Wentworth Publishing, an independent publisher of newsletters and courses. In 2006 the Press Gazette returned to Fleet Street. The Associated Press and The Jewish Chronicle remain close by. The Daily Telegraph and Sunday Telegraph have recently returned to the centre of London after exile downriver in Canary Wharf.


          Child & Co Bankers, one of the country's oldest private banks and owned by the Royal Bank of Scotland Group plc, is based at 1 Fleet Street.


          


          Culture
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          The term Fleet Street is also used to indicate that a journalist is a member of the generation that worked on newspapers prior to their move away from its vicinity, and is synonymous with a bibulous, collegial tradition characterised by such figures as Paul Callan and Brian Vine. Gossip was exchanged over liquid lunches at such hostelries as El Vino, now a haven for lawyers of the Rumpole school. Liquid dinners were equally familiar, editors often dining in the Grill of the Savoy Hotel, returning about 10pm to see the first editions of their papers roll off the presses. These were then transported by road to railway stations to catch the night mail expresses to far-flung corners of the United Kingdom and Ireland.


          A significant mythology has accreted around Fleet Street, its characters, their scoops  and imaginative expense accounts. The most durable concern, however, stories that were not printed, usually on account of Britain's strict libel laws. Few of the novels referenced below constitute exaggerations, the truth being, in the clich of the sub-editors on the back benches, "stranger than fiction". According to journalistic lore it was not editors who constituted the heart of Fleet Street but diary writers and gossip columnists, whose stories would often make the front page: the exploits of Diana Princess of Wales provided frequent examples of diary stories transmuted into news and even news features.


          


          Journalists


          The content of a Fleet Street newspaper is influenced by its proprietor, editor, journalists and columnists. Many of the owners achieved notoriety, notably Lord Northcliffe, Lord Beaverbrook and Robert Maxwell, all of whom used their papers to support their political agenda, an approach still employed by some present day proprietors. Generally newspapers are run on more business-like lines today, with some expectation of profit, or at least manageable losses. Ownership was long considered an honour for which the proprietor was expected to pay: with it came influence, and if exercised responsibly, an honour usually followed.


          A number of great editors are still recalled and their dictates followed long after being summoned to the "great newsroom in the sky" as one obituarist put it. They include Arthur Christianson of the Daily Express and Sir John Junor of the Sunday Express. Of living editors the brief reign of Janet Street-Porter at the Independent on Sunday is still the subject of many anecdotes, some of them true. Each editor is supported by department heads such as the foreign editor, news editor, picture editor and chief sub-editor, all of whom attend the morning conference to determine the day's news agenda. Rule number one of Fleet Street journalism is that "The Editor's decision is final". Unless, of course, the proprietor intervenes, as Rupert Murdoch is recorded by his biographers as doing on a number of occasions.


          By consent the elite of journalists are its foreign and war correspondents, of whom there are many fewer than formerly. There is also a highly paid category of experienced writers, the "firemen", who are dispatched to crisis venues to report, these days often via satellite telephones. The stock of political editors stands lower than hitherto, having been the subject of both political and academic criticism for becoming too close to government press officers, notably Alastair Campbell. The latter are accused of manipulating the political news agenda - "spinning" - by feeding stories, sometimes slanted, to certain favoured newspapers and sympathetic correspondents thereon. Some of the most highly paid journalists are the diary editors and show business reporters, whose contacts are highly valued. Crime correspondents rank lower in the hierarchy along with sports reporters, and are remunerated accordingly.


          Certain reporters have achieved legendary status, their adventures still recounted admiringly. They include Bill Deedes, immortalised by Evelyn Waugh, the Anglo-Indian gossip columnist Nigel Demptster, who purported to be an Australian, fellow diarist Jan Reid who claimed to be the grandchild of Queen Victoria, the Daily Express's New York correspondent Brian Vine, known as "El Vino", showbiz interviewer Paul Callan who slept, inter alia, with his little black book containing the private telephone numbers of Cary Grant and the Pope, and profiler Geoff "The Hatchet" Levy.


          Columnists are not necessarily journalists, some being TV personalities like Terry Wogan, retired police chiefs, or politicians who have failed to achieve the highest office. Examples of the latter would be the self-confessed "Champagne Socialist" Woodrow Wyatt and the unsuccessful Conservative leadership candidate Michael Portillo. Each newspaper will also usually have as columnists one perky blonde housewife, and a polemicist tasked to take a contrarian view on the week's events, plus an agony aunt to advise readers on their sexual problems, preferably in explicit detail.


          There is a Fleet Street tradition of retaining a corpus of outside experts to pontificate on major issues. Among the most frequently employed are military historians like Corelli Barnett and Nigel West whose speciality is security and intelligence. Leading academics like the historian Niall Ferguson and the philosopher Roger Scruton are valued for their ability to summarise both sides of an argument and reach a persuasive conclusion compatible with newspaper's standpoint - all within a thousand words.


          


          Editorial policy


          Unlike the United States where national newspapers do not exist in the European sense, and the liberal or conservative perspective of some major newspapers is not openly declared, Fleet Street has enjoyed the diversity of over a dozen national daily and Sunday newspapers with differing political stances. Indeed these newspapers are quite open about their biases: a reader of The Guardian would be well aware of the liberal sympathies of its editorials, that of the Daily Telegraph of its support for Conservative policies. Other right-leaning papers include the Daily Mail and more recently the Daily Express, whereas The Independent is considered to follow a more politically correct line. The Daily Mirror aligns itself with the trades unions and Labour Party-supporting working classes. The positions adopted by the Times and, more surprisingly, the Financial Times have in recent years been centre-left and generally supportive of New Labour. The policy of the Daily Sport was characterised by one commentator as "pro-nipple". The Sunday versions of these papers follow the editorial line of their daily sister.


          


          Fiction and drama about Fleet Street


          
            	A. N. Wilson: My Name is Legion (2003).


            	Amanda Craig: A Vicious Circle (1996) (about a fictitious British newspaper tycoon and the world of publishing in general).


            	Michael Wall: Amongst Barbarians (1989) (Similar to Lily d'Abo in My Name Is Legion, a white British working class couple takes money from a tabloid in order to be able to help their son).


            	Howard Brenton and David Hare: Pravda (1985) (about a Rupert Murdoch-like character).


            	A. N. Wilson: Scandal (1985) (About how a political scandal is created by the tabloid press).


            	Michael Frayn: Towards the End of the Morning (1967) (a comic novel about failed and failing journalists in a 1960s newspaper)


            	Evelyn Waugh: Scoop (1938) (about a thinly disguised British Newspaper, The Daily Beast, and one of its contributors who is sent to an African country at war called Ishmaelia, based upon the author's experiences in Abyssinia)


            	Stephen Sondheim and Hugh Wheeler: Sweeney Todd, the Demon Barber of Fleet Street (Fleet Street is the setting of the operatic musical, which is fictitious, though possibly based on a true series of incidents.)


            	Pete Townshend: " Street in the City" (song)


            	The Day The Earth Caught Fire: A 1961 science fiction film, starring Janet Munro and Leo McKern where concurrent Russian and U.S. nuclear tests alter the Earth's orbit, sending it spinning towards the Sun. Much of the impending disaster is seen from the perspective of staff at the Fleet Street office of the Daily Express.


            	John Davidson: Fleet Street Eclogues (1893) and A Second Series of Fleet Street Eclogues (1896).


            	Charles Dickens: A Tale of Two Cities: (Setting of the Tellson's Bank is on Fleet Street).


            	The opening sequence of Children of Men is set on Fleet Street. The protagonist, portrayed by Clive Owen, leaves a caf which then explodes in act of terrorism.


            	The fictional villain Sweeney Todd lived on Fleet Street.

          


          


          Non-fiction


          
            	Fritz Spiegl: Keep Taking the Tabloids. What the Papers Say and How They Say It (1983).


            	A. N. Wilson: London: A Short History (2004).


            	Alan Watkins: A Short Walk Down Fleet Street.
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              	Born

              	3 June 1853

              Charlton
            


            
              	Died

              	28 July 1942

              Jerusalem

            


            
              	Nationality

              	British
            


            
              	Fields

              	Egyptologist
            


            
              	Knownfor

              	Merneptah Stele
            

          


          Professor Sir William Matthew Flinders Petrie FRS ( 3 June 1853  28 July 1942), known as Flinders Petrie, was an English Egyptologist and a pioneer of systematic methodology in archaeology. He held the first chair of Egyptology in the United Kingdom, and excavated at many of the most important archaeological sites in Egypt, such as Naukratis, Tanis, Abydos and Amarna. Some consider his most famous discovery to be that of the Merneptah Stele, an opinion with which Petrie himself concurred.


          


          Life


          


          Early life


          Born in Maryon Road, Charlton, Kent (now part of south-east London), England, Petrie was the grandson of Captain Matthew Flinders, surveyor of the Australian coastline. He was raised in a devout Christian household (his father being Plymouth Brethren), and was educated at home. His father taught his son how to survey accurately, laying the foundation for a career excavating and surveying ancient sites in Egypt and the Levant.


          Flinders Petrie was encouraged from childhood in his archaeological interests. At the age of eight he was being tutored in French, Latin, and Greek, until he had a collapse and became self-taught. He also ventured his first archaeological opinion aged eight, when friends visiting the Petrie family were describing the unearthing of Brading Roman villa in the Isle of Wight. The boy was horrified to hear the rough shovelling out of the contents, and protested that the earth should be pared away, inch by inch, to see all that was in it and how it lay. "All that I have done since," he wrote when he was in his late seventies," was there to begin with, so true it is that we can only develop what is born in the mind. I was already in archaeology by nature."


          


          Stonehenge and Giza


          After surveying British prehistoric monuments in his teenage years (commencing with the late Romano-British 'British Camp' that lay within yards of his family home in Charlton) in attempts to understand their geometry (at 19 tackling Stonehenge), Petrie travelled to Egypt early in 1880 to apply the same principles in a survey of the Great Pyramid at Giza, making him the first to properly investigate how they were constructed (many theories had been advanced on this, and Petrie read them all, but none were based on first hand observation or logic). Petrie's published report of this triangulation survey, and his analysis of the architecture of Giza therein, was exemplary in its methodology and accuracy, and still provides much of the basic data regarding the pyramid plateau to this day.


          On that visit he was appalled by the rate of destruction of monuments (some listed in guidebooks had been worn away completely since then) and mummies. He described Egypt as "a house on fire, so rapid was the destruction" and felt his duty to be that of a "salvage man, to get all I could, as quickly as possible and then, when I was 60, I would sit and write it all down".


          It has been reported that Flinders Petrie first developed a reputation for eccentricity during his survey of the Great Pyramid. The story goes that the tribes nearby did not like foreigners messing with the Pyramids, which they regarded as sacred. Some Europeans had been roughed up and even killed over this. Lacking a large armed guard, Flinders Petrie adopted another strategy. He did his work in a tu-tu, or possibly nude except for pink underwear. This kept him safe from the locals, who regarded him as insane and therefore left him alone. Alternately, he adopted this attire to drive away casual tourists, who also would have avoided him for the same reason. This local hostility was not a problem during his later journeys to Giza, so he did not repeat this stratagem subsequently.


          


          Tanis


          Having returned to England at the end of 1880, Petrie wrote a number of articles and then met Amelia Edwards, journalist and patron of the Egypt Exploration Fund (now the Egypt Exploration Society), who became his strong supporter and later appointed him as Professor at her Egyptology chair at University College London. Impressed by his scientific approach, they offered him work as the successor to douard Naville. Petrie accepted the position and was given the sum of 250 per month to cover the excavations expenses. In November 1884, Petrie arrived in Egypt to begin his excavations.


          He first went to a New Kingdom site at Tanis, with 170 workmen. He cut out the middle man role of foreman on this and all subsequent excavations, taking complete overall control himself and removing pressure on the workmen from the foreman to find finds quickly but sloppily. Though he was regarded as an amateur and dilettante by more established Egyptologists, this made him popular with his workers, who found several small but significant finds that would have been lost under the old system.


          


          Sehel


          
            [image: Famine Stela is an inscription located on Sehel Island.]

            
              Famine Stela is an inscription located on Sehel Island.
            

          


          By the end of the Tanis dig he ran out of funding but, reluctant to leave the country in case this was renewed, he spent 1887 cruising the Nile taking photographs as a less subjective record than sketches. During this time he also climbed rope ladders at Sehel Island near Aswan to draw and photograph thousands of early Egyptian inscriptions on a cliff face, recording embassies to Nubia, famines and wars. By the time he reached Aswan, a telegram had reached there to confirm the renewal of his funding.


          


          Fayum


          He then went straight to the burial site at Fayum, particularly interested in post-30 BC burials, which had not previously been fully studied. He found intact tombs and 60 of the famous portraits, and discovered from inscriptions on the mummies that they were kept with their living families for generations before burial. Under Auguste Mariette's arrangements, he sent 50% of these portraits to the Egyptian department of antiquities. However, later finding that Gaston Maspero placed little value on them and left them open to the elements in a yard behind the museum to deteriorate, he angrily demanded that they all be returned, forcing Maspero to pick the 12 best examples for the museum to keep and then returning 48 to Petrie, which he sent to London for a special showing at the British Museum.


          Resuming work, he discovered the village of the Pharoahonic tomb-workers.


          


          Palestine


          In 1890, Petrie made the first of his many forays into Palestine, leading to much important archaeological work. His six-week excavation of Tell el-Hesi (which was mistakenly identified as Lachish) that year represents the first scientific excavation of an archaeological site in the Holy Land.


          At another point in the late nineteenth-century, Petrie surveyed a group of tombs in the Wadi al-Rababah (the biblical Hinnom) of Jerusalem, largely dating to the Iron Age and early Roman periods. Here, in these ancient monuments, Petrie discovered two different metrical systems.


          His involvement in Palestinian archaeology was examined in the exhibition "A Future for the Past: Petrie's Palestinian Collection".


          


          Tell-el-Amarna


          Next, from 1891, he worked on the temple of Aten at Tell-el-Amarna, discovering a 300square foot New Kingdom painted pavement of garden and animals and hunting scenes. This became a tourist attraction but, as there was no direct access to the site, tourists wrecked neighbouring fields on their way to it. This made local farmers deface the paintings, and it is only thanks to Petrie's paintings that their original state is known.


          


          UCL


          The Edwards Professor of Egyptian Archaeology and Philology at University College, London was set up and funded in 1892 by Amelia Edwards. Petrie's supporter since 1880, she made him its first holder. He continued to excavate in Egypt after taking up the professorship, training many of the best archaeologists of the day. In 1913 Petrie sold his large collection of Egyptian antiquities to University College, London, where it is now housed in the Petrie Museum of Egyptian Archaeology.


          


          Petrie's discovery of the 'Israel' or Merneptah stele


          In early 1896, Petrie and his archaeological team were conducting excavations on a temple in Petrie's area of concession at Luxor. This temple complex was located just north of the original funerary temple of Amenhotep III which had been built on a flood plain. They were initially surprised that this building which they were excavating:


          
            	'was also attributed to Amenophis III since only his name appeared on blocks strewn over the site...Could one king have had two mortuary temples? Petrie dug and soon solved the puzzle: the temple had been built by Merenptah, the son and successor of Ramesses II, almost entirely from stone which had been plundered from the temple of Amenophis III nearby. Statues of the latter had been smashed and the pieces thrown into the foundations; fragments of couchant stone jackals, which must have once formed an imposing avenue approaching the pylon, and broken drums gave some idea of the splendour of the original temple. A statue of Merenptah himself was found--the first known portrait of this king....Better was to follow: two splendid stelae were found, both of them usurped on the reverse side by Merenptah, who had turned them face to the wall. One, beautifully carved, showed Amenophis III in battle with Nubians and Syrians; the other, of black granite, was over ten feet high, larger than any stela previously known; the original text commemorated the building achievements of Amenophis and described the beauties and magnificence of the temple in which it had stood. When it could be turned over an inscription of Merenptah recording his triumphs over the Libyans and the Peoples of the Sea was revealed; [Wilhelm] Spiegelberg [a noted German philologist] came over to read it, and near the end of the text he was puzzled by one, that of a people or tribe whom Merenptah had victoriously smitten--"I.si.ri.ar?" It was Petrie whose quick imaginative mind leapt[t] to the solution: "Israel!" Spiegelberg agreed that it must be so. "Won't the reverends be pleased?" was his comment. At dinner that evening Petrie prophesied: "This stele will be better known in the world than anything else I have found." It was the first mention of the word "Israel" in any Egyptian text and the news made headlines when it reached the English papers.'

          


          [bookmark: 1920_to_1941]


          1920 to 1941


          1923 saw Petrie knighted for services to British archaeology and Egyptology. In 1926, the focus of Petries work shifted permanently to Palestine (though he did become interested in early Egypt, in 1928 digging a cemetery at Luxor which proved so huge that he devised an entirely new excavation system, including comparison charts for finds which are still used today). He began excavating several important sites in the southwestern region of Palestine, including Tell el-Jemmeh and Tell el-Ajjul. In 1933, on retiring from his professorship, he moved permanently to Jerusalem, where he lived with Lady Petrie at the British School of Archaeology, then temporarily headquartered at the American School of Oriental Research (today called the Albright Institute).


          


          Death


          Upon his death in Jerusalem in 1942, influenced by his interest in science, races and different civilisations, Petrie donated his head to the Royal College of Surgeons of London, so that it could be studied for its high intellectual capacity. His body was interred separately in the Protestant Cemetery on Mt. Zion. However, due to the wartime conditions in the area (then still under threat from Rommel's attacks in the North African campaign, which were not repelled until the Second Battle of El Alamein later that year), his head was delayed in transit from Jerusalem to London. It was thought to have been lost, but according to the comprehensive Biography of Petrie by Margaret Drower, it has now been located in London.


          


          Legacy


          His painstaking recording and study of artifacts set new standards in archaeology. He said:


          
            "I believe the true line of research lies in the noting and comparison of the smallest details."

          


          By linking styles of pottery with periods, he was the first to use seriation in Egyptology, a new method for establishing the chronology of a site.


          Flinders Petrie was also responsible for mentoring and training a whole generation of Egyptologists, including Howard Carter.


          Petrie remains a controversial figure for his pro- Eugenics views and opinions on other social topics, which spilled over into his disputes with the British Museum's Egyptology expert, E. A. Wallis Budge.


          


          Publications


          A number of Petrie's discoveries were presented to the Royal Archaeological Society and described in the society's Archaeological Journal by his good friend and fellow archaeologist, Flaxman Charles John Spurrell. Petrie published a total of 97 books.


          


          Selected Works


          
            	W.M.F. Petrie, Tel el-Hesy (Lachish). London: Palestine Exploration Fund.


            	W.M.F. Petrie The Tomb-Cutters Cubits at Jerusalem, Palestine Exploration Fund Quarterly, 1892 Vol. 24: 2435.

          


          

          For a complete bibliography of Petries works, published in 1972, refer:


          
            	E.P. Uphill, A Bibliography of Sir William Matthew Flinders Petrie (18531942)," Journal of Near Eastern Studies, 1972 Vol. 31: 356379.
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          A flood is an overflow of an expanse of water that submerges land, a deluge. In the sense of "flowing water", the word is applied to the inflow of the tide, as opposed to the outflow or "ebb".


          It is usually due to the volume of water within a body of water, such as a river or lake, exceeding the total capacity of the body, and as a result some of the water flows or sits outside of the normal perimeter of the body. It can also occur in rivers, when the strength of the river is so high it flows right out of the river channel , usually at corners or meanders. These of course, are not applicable in such instances as sea flooding.


          The word comes from the Old English flod, a word common to Teutonic languages, compare German Flut, Dutch vloed from the same root as is seen in flow, float.


          The term "The Flood" usually refers to the great Universal Deluge described in Genesis and is treated at Deluge.


          


          Principal types of flood


          


          Riverine floods
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            	Slow kinds: A large quantity of rainfall or snowmelt navigated to a river at a too rapid speed for the river to cope. These floods mainly occur in monsoon areas, where there is high precipitation.


            	Fast kinds: flash flood as a result of e.g. an intense thunderstorm.

          


          


          Estuarine floods


          
            	Commonly caused by a combination of sea tidal surges caused by storm-force winds.

          


          


          Coastal floods


          
            	Caused by severe sea storms, or as a result of another hazard (e.g. tsunami or hurricane).

          


          


          Catastrophic floods


          
            	Caused by e.g. dam breakage, or as a result of another hazard (e.g. earthquake or volcanic eruption).

          


          


          Other


          
            	Flooding can occur if water accumulates across an impermeable surface (e.g. from rainfall) and cannot rapidly dissipate (i.e. gentle orientation or low evaporation).

          


          


          Typical effects


          


          Primary effects


          
            	Physical damage- Can range anywhere from bridges, cars, buildings, sewer systems, roadways, canals and any other type of structure.


            	Casualties- People and livestock die due to drowning. It can also lead to epidemics and diseases.

          


          


          Secondary effects


          
            	Water supplies- Contamination of water. Clean drinking water becomes scarce.


            	Diseases- Unhygienic conditions. Spread of water-borne diseases


            	Crops and food supplies- Shortage of food crops can be caused due to loss of entire harvest.

          


          


          Tertiary/long-term effects


          
            	Economic- Economic hardship, due to: temporary decline in tourism, rebuilding costs, food shortage leading to price increase etc, especially to the poor.

          


          


          Flood defences, planning, and management
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          In western countries, rivers prone to floods are often carefully managed. Defences such as levees, bunds, reservoirs, and weirs are used to prevent rivers from bursting their banks. Coastal flooding has been addressed in Europe with coastal defences, such as sea walls and beach nourishment.


          London is protected from flooding by a huge mechanical barrier across the River Thames, which is raised when the water level reaches a certain point (see Thames Barrier).


          Venice has a similar arrangement, although it is already unable to cope with very high tides. The defenses of both London and Venice will be rendered inadequate if sea levels continue to rise.


          The largest and most elaborate flood defenses can be found in the Netherlands, where they are referred to as Delta Works with the Oosterschelde dam as its crowning achievement. These works were built in response to the North Sea flood of 1953 of the southwestern part of the Netherlands. The Dutch had already built one of the world's largest dams in the north of the country: the Afsluitdijk (closing occurred in 1932).
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          Currently the Saint Petersburg Flood Prevention Facility Complex is to be finished by 2008, in Russia, to protect Saint Petersburg from storm surges. It also has a main traffic function, as it completes a ring road around Saint Petersburg. Eleven dams extend for 25.4 kilometres and stand eight metres above water level.


          The New Orleans Metropolitan Area, 35% of which sits below sea level, is protected by hundreds of miles of levees and flood gates. This system failed catastrophically during Hurricane Katrina in the City Proper and in eastern sections of the Metro Area, resulting in the inundation of approximately 50% of the Metropolitan area, ranging from a few inches to twenty feet in coastal communities.


          In an act of successful flood prevention, the Federal Government of the United States offered to buy out flood-prone properties in the United States in order to prevent repeated disasters after the 1993 flood across the Midwest. Several communities accepted and the government, in partnership with the state, bought 25,000 properties which they converted into wetlands. These wetlands act as a sponge in storms and in 1995, when the floods returned, the government didn't have to expend resources in those areas.


          In China, flood diversion areas are rural areas that are deliberately flooded in emergencies in order to protect cities .


          (See Crossing the Lines)


          


          Benefits of flooding


          There are many disruptive effects of flooding on human settlements and economic activities. However, flooding can bring benefits, such as making soil more fertile and providing nutrients in which it is deficient. Periodic flooding was essential to the well-being of ancient communities along the Tigris-Euphrates Rivers, the Nile River, the Indus River, the Ganges and the Yellow River, among others. The viability for hydrological based renewable sources of energy is higher in flood prone regions.
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              	Floppy Disk Drive
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              8-inch, 5-inch (full height), and 3-inch drives
            


            
              	Date Invented:

              	1969 (8-inch),

              1976 (5-inch),

              1984 (3-inch)
            


            
              	Invented By:

              	IBM team led by David Noble
            


            
              	
                Connects to:

                
                  	Controller via cable

                

              
            

          


          A floppy disk is a data storage medium that is composed of a disk of thin, flexible ("floppy") magnetic storage medium encased in a square or rectangular plastic shell. Floppy disks are read and written by a floppy disk drive or FDD, the initials of which should not be confused with "fixed disk drive", which is another term for a hard disk drive. Invented by IBM, floppy disks in 8-inch (200mm), 5-inch (133⅓mm), and the newest and most common 3-inch (90mm) formats enjoyed many years as a popular and ubiquitous form of data storage and exchange, from the mid-1970s to the late 1990s. They have now been superseded by flash and optical storage devices.


          


          


          Recent usage


          The flexible magnetic disk, or diskette (-ette is a diminutive suffix), revolutionized computer disk storage in the 1970s. Diskettes, which were often called floppy disks or floppies by English speaking users, became ubiquitous in the 1980s and 1990s in their use with personal computers and home computers, such as the Apple II, Macintosh, Commodore 64, Atari ST, and Amiga, to distribute software, transfer data, and create backups.


          Before hard disks became affordable, floppy disks were often also used to store a computer's operating system (OS), in addition to application software and data. Most home computers had a primary OS (often BASIC) stored permanently in on-board ROM, with the option of loading a more advanced disk operating system from a floppy, whether it be a proprietary system, CP/M, or later, DOS.


          By the early 1990s, the increasing size of software meant that many programs demanded multiple diskettes; a large package like Windows or Adobe Photoshop could use a dozen disks or more. Toward the end of the 1990s, distribution of larger packages therefore gradually switched to CD-ROM (or online distribution for smaller programs).


          Mechanically incompatible higher-density formats were introduced (e.g. the Iomega Zip disk) and were briefly popular, but adoption was limited by the competition between proprietary formats, and the need to buy expensive drives for computers where the media would be used. In some cases, such as with the Zip drive, the failure in market penetration was exacerbated by the release of newer higher-capacity versions of the drive and media that were not forward-compatible with the original drives, thus fragmenting the user base between new users and early adopters who were unwilling to pay for an upgrade so soon. A chicken or the egg scenario ensued, with consumers wary of making costly investments into unproven and rapidly changing technologies, with the result that none of the technologies were able to prove themselves and stabilize their market presence. Soon, inexpensive recordable CDs with even greater capacity, which were also compatible with an existing infrastructure of CD-ROM drives, made the new floppy technologies redundant. The last advantage of floppy disks, reusability, was again countered by re-writable CDs. Later, advancements in flash-based devices and widespread adoption of the USB interface provided another alternative that, in turn, made even optical storage obsolete for some purposes.


          An attempt to continue the traditional diskette was the SuperDisk (LS-120) in the late 1990s, with a capacity of 120 MB (actually 120.375 MiB), which was backward compatible with standard 3-inch floppies. For some time, PC manufacturers were reluctant to remove the floppy drive because many IT departments appreciated a built-in file transfer mechanism that always worked and required no device driver to operate properly. However, manufacturers and retailers have progressively reduced the availability of computers fitted with floppy drives and of the disks themselves.


          External USB-based floppy disk drives are available for computers without floppy drives, and they work on any machine that supports USB Mass Storage Devices. Many modern systems even provide firmware support for booting to a USB-mounted floppy drive.


          It should be noted that Windows XP still requires the use of floppy drives to install third-party RAID, SATA and AHCI hard drives. This requirement was only dropped with the introduction of Windows Vista in 2007. To this day (12/08/2008), most PC motherboards will still attempt to boot from a floppy drive, depending on CMOS settings.


          


          Disk formats


          Floppy disk sizes are almost universally referred to in imperial measurements, even in countries where metric is the standard, and even when the size is in fact defined in metric (for instance the 3-inch floppy, which is actually 90 mm). Formatted capacities are generally set in terms of binary kilobytes (as 1 sector is generally 512 bytes). For more information see below.


          
            
              Historical sequence of floppy disk formats, including the last format to be generally adopted  the "High Density" 3-inch HD floppy, introduced 1987.
            

            
              	Disk format

              	Year introduced

              	Formatted

              Storage capacity

              (in kB = 1024 bytes if not stated)

              	Marketed

              capacity
            


            
              	8-inch - IBM 23FD (read-only)

              	1971

              	79.7

              	?
            


            
              	8-inch - Memorex 650

              	1972

              	175 kB

              	1.5 megabit [unformatted]
            


            
              	
                8-inch - SSSD


                IBM 33FD / Shugart 901

              

              	1973

              	237.25

              	3.1 Mbits unformatted
            


            
              	
                8-inch - DSSD


                IBM 43FD / Shugart 850

              

              	1976

              	500.5

              	6.2 Mbits unformatted
            


            
              	
                5-inch (35 track)


                Shugart SA 400

              

              	1976

              	89.6 kB

              	110 kB
            


            
              	
                8-inch DSDD


                IBM 53FD / Shugart 850

              

              	1977

              	980 ( CP/M)

              - 1200 ( MS-DOS FAT)

              	1.2 MB
            


            
              	5-inch DD

              	1978

              	360 or 800

              	360 KB
            


            
              	3-inch

              HP single sided

              	1982

              	280

              	264 kB
            


            
              	3-inch

              	1982

              	360

              	?
            


            
              	3-inch (DD at release)

              	1984

              	720

              	720 KB
            


            
              	5-inch QD

              	

              	720

              	720 KB
            


            
              	5-inch HD

              	1982 YE Data YD380

              	1,182,720 bytes

              	1.2 MB
            


            
              	3-inch DD

              	1984

              	720

              	?
            


            
              	3-inch

              Mitsumi Quick Disk

              	1985

              	128 to 256

              	?
            


            
              	2-inch

              	1985

              	720

              	?
            


            
              	5-inch Perpendicular

              	1986

              	100 MB

              	?
            


            
              	3-inch HD

              	1987

              	1440

              	1.44 MB
            


            
              	3-inch ED

              	1987

              	2880

              	2.88 MB
            


            
              	3-inch Floptical (LS)

              	1991

              	21000

              	21 MB
            


            
              	3-inch LS-120

              	1996

              	120.375 MB

              	120 MB
            


            
              	3-inch LS-240

              	1997

              	240.75 MB

              	240 MB
            


            
              	3-inch HiFD

              	1998/99

              	150/200 MB

              	150/200 MB
            


            
              	Abbreviations: DD = Double Density; QD = Quad Density; HD = High Density; ED = Extended Density; LS = Laser Servo; HiFD = High capacity Floppy Disk; SS = Single Sided; DS = Double Sided
            


            
              	The formatted capacities of floppy disks frequently corresponded only vaguely to their capacities as marketed by drive and media companies, due to differences between formatted and unformatted capacities and also due to the non-standard use of binary prefixes in labeling and advertising floppy media. The erroneous "1.44MB" value for the 3-inch HD floppies is the most widely known example. See reported storage capacity.
            


            
              	
                Dates and capacities marked ? are of unclear origin and need source information; other listed capacities refer to:


                Formatted Storage Capacity is total size of all sectors on the disk:


                
                  	For 8-inch see Table of 8-inch floppy formats IBM 8-inch formats. Note that spare, hidden and otherwise reserved sectors are included in this number.


                  	For 5- and 3-inch capacities quoted are from subsystem or system vendor statements.

                


                Marketed Capacity is the capacity, typically unformatted, by the original media OEM vendor or in the case of IBM media, the first OEM thereafter. Other formats may get more or less capacity from the same drives and disks.

              
            

          


          


          History


          
            [image: 8-inch disk drive with diskette (3�" disk for comparison)]

            
              8-inch disk drive with diskette (3" disk for comparison)
            

          


          The earliest floppy disks, invented at IBM, were 8 inches in diameter. They became commercially available in 1971. Disks in this form factor were produced and improved upon by IBM and other companies such as Memorex, Shugart Associates, and Burroughs Corporation.


          
            [image: A double-density 5�-inch disk.]

            
              A double-density 5-inch disk.
            

          


          In 1976 two of Shugart Associatess employees, Jim Adkisson and Don Massaro, were approached by An Wang of Wang Laboratories, who felt that the 8-inch format was simply too large for the desktop word processing machines he was developing at the time. After meeting in a bar in Boston, Adkisson asked Wang what size he thought the disks should be, and Wang pointed to a napkin and said about that size. Adkisson and Massaro took the napkin back to California, found it to be 5 inches wide, and developed a new drive of this size storing 98.5KB later increased to 110KB by adding 5 tracks. The 5-inch drive was considerably less expensive than 8-inch drives from IBM, and soon started appearing on CP/M machines. At one point Shugart was producing 4,000 drives a day. By 1978 there were more than 10 manufacturers producing 5-inch floppy drives, in competing physical disk formats: hard-sectored (90KB) and soft-sectored (110KB). The 5-inch formats quickly displaced the 8-inch for most applications, and the 5-inch hard-sectored disk format eventually disappeared.


          Throughout the early 1980s the limitations of the 5-inch format were starting to become clear. Originally designed to be smaller and more practical than the 8-inch format, the 5-inch system was itself too large, and as the quality of the recording media grew, the same amount of data could be placed on a smaller surface. Another problem was that the 5-inch disks were simply scaled down versions of the 8-inch disks, which had never really been engineered for ease of use. The thin folded-plastic shell allowed the disk to be easily damaged through bending, and allowed dirt to get onto the disk surface through the opening.


          A number of solutions were developed, with drives at 2-inch, 2-inch, 3-inch and 3-inch (50, 60, 75 and 90mm) all being offered by various companies. They all shared a number of advantages over the older format, including a small form factor and a rigid case with a slideable write protect catch. The almost-universal use of the 5-inch format made it very difficult for any of these new formats to gain any significant market share.


          
            [image: Standard 3� with a blank label]

            
              Standard 3 with a blank label
            

          


          Sony introduced their own small-format 90.0mm94.0mm disk, similar to the others but somewhat simpler in construction than the AmDisk. The first computer to use this format was Sony's SMC 70 of 1982. Other than Hewlett-Packard's HP-150 of 1983 and Sony's MSX computers that year, this format suffered from a similar fate as the other new formats: the 5-inch format simply had too much market share. Things changed dramatically when several companies started adopting the format. In 1984 Apple Computer selected the format for their new Macintosh computers, in 1985 Atari for their new ST line and Commodore for their new Amiga. By 1988 the 3-inch was outselling the 5-inch.


          By the end of the 1980s, the 5-inch disks had been superseded by the 3-inch disks. Though 5-inch drives were still available, as were disks, they faded in popularity as the 1990s began. The main community of users was primarily those who still owned '80s legacy machines (PCs running MS-DOS or home computers) that had no 3-inch drive; the advent of Windows 95 (not even sold in stores in a 5-inch version; a coupon had to be obtained and mailed in) and subsequent phaseout of standalone MS-DOS with version 6.22 forced many of them to upgrade their hardware. On most new computers the 5-inch drives were optional equipment. By the mid-1990s the drives had virtually disappeared as the 3-inch disk became the predominant floppy disk.


          


          Floppy replacements


          Through the early 1990s a number of attempts were made by various companies to introduce newer floppy-like formats based on the now-universal 3-inch physical format. Most of these systems provided the ability to read and write standard DD and HD disks, while at the same time introducing a much higher-capacity format as well. There were a number of times where it was felt that the existing floppy was just about to be replaced by one of these newer devices, but a variety of problems ensured this never took place. None of these ever reached the point where it could be assumed that every current PC would have one, and they have now largely been replaced by CD and DVD burners and USB flash drives.


          The main technological change was the addition of tracking information on the disk surface to allow the read/write heads to be positioned more accurately. Normal disks have no such information, so the drives use the tracks themselves with a feedback loop in order to centre themselves. The newer systems generally used marks burned onto the surface of the disk to find the tracks, allowing the track width to be greatly reduced.


          


          Flextra


          As early as 1988, Brier Technology introduced the Flextra BR 3020, which boasted 21.4 MB (marketing, true size was 21,040 KiB, 25 MiB unformatted). Later the same year it introduced the BR3225, which doubled the capacity. This model could also read standard 3-inch disks.


          Apparently it used 3-inch standard disks which had servo information embedded on them for use with the Twin Tier Tracking technology.


          


          Floptical


          In 1991, Insite Peripherals introduced the " Floptical", which used an infra-red LED to position the heads over marks in the disk surface. The original drive stored 21 MB, while also reading and writing standard DD and HD floppies. In order to improve data transfer speeds and make the high-capacity drive usefully quick as well, the drives were attached to the system using a SCSI connector instead of the normal floppy controller. This made them appear to the operating system as a hard drive instead of a floppy, meaning that most PCs were unable to boot from them. This again adversely affected pickup rates.


          Insite licenced their technology to a number of companies, who introduced compatible devices as well as even larger-capacity formats. Most popular of these, by far, was the LS-120, mentioned below.


          


          Zip drive


          In 1994, Iomega introduced the Zip drive. Not true to the 3-inch form factor, hence not compatible with the standard 1.44 MB floppies (which may have actually been a good thing for the drives as it removed a big potential source of problems), it became the most popular of the "super floppies". It boasted 100 MB, later 250 MB, and then 750 MB of storage. Though Zip drives gained in popularity for several years they never reached the same market penetration as floppy drives as only some new computers were sold with the drives. Eventually the falling prices of CD-R and CD-RW media and flash drives, along with notorious hardware failures (the so-called " click of death"), reduced the popularity of the Zip drive.


          A major reason for the failure of the Zip Drives is also attributed to the higher pricing they carried. However hardware vendors such as Hewlett Packard, Dell and Compaq had promoted the same at a very high level. Zip drive media were primarily popular for the excellent storage density and drive speed they carried, but were always overshadowed by the price.


          


          LS-120


          Announced in 1995, the " SuperDisk" drive, often seen with the brand names Matsushita (Panasonic) and Imation, had an initial capacity of 120 MB (120.375 MiB) using even higher density "LS-120" disks.


          It was upgraded ("LS-240") to 240 MB (240.75 MiB). Not only could the drive read and write 1440 kB disks, but the last versions of the drives could write 32 MB onto a normal 1440 kB disk (see note below). Unfortunately, popular opinion held the Super Disk disks to be quite unreliable, though no more so than the Zip drives and SyQuest Technology offerings of the same period and there were also many reported problems moving standard floppies between LS-120 drives and normal floppy drives. This belief, true or otherwise, crippled adoption. The BIOS of many motherboards even to this day supports LS-120 drives as boot options.


          


          Sony HiFD


          Sony introduced their own floptical-like system in 1997 as the "150 MB Sony HiFD" which could hold 150 megabytes (157.3 actual megabytes) of data. Although by this time the LS-120 had already garnered some market penetration, industry observers nevertheless confidently predicted the HiFD would be the real floppy-killer and finally replace floppies in all machines.


          After only a short time on the market the product was pulled, as it was discovered there were a number of performance and reliability problems that made the system essentially unusable. Sony then re-engineered the device for a quick re-release, but then extended the delay well into 1998 instead, and increased the capacity to "200 MB" (approximately 210 megabytes) while they were at it. By this point the market was already saturated by the Zip disk, so it never gained much market share.


          


          Caleb Technologys UHD144


          The UHD144 drive surfaced early in 1998 as the it drive, and provided 144 MB of storage while also being compatible with the standard 1.44 MB floppies. The drive was slower than its competitors but the media were cheaper, running about $8 at introduction and $5 soon after.


          


          Structure


          
            [image: A user inserts the floppy disk, medium opening first, into a 5�-inch floppy disk drive (pictured, an internal model) and moves the lever down (by twisting on this model) to close the drive and engage the motor and heads with the disk.]

            
              A user inserts the floppy disk, medium opening first, into a 5-inch floppy disk drive (pictured, an internal model) and moves the lever down (by twisting on this model) to close the drive and engage the motor and heads with the disk.
            

          


          The 5-inch disk had a large circular hole in the centre for the spindle of the drive and a small oval aperture in both sides of the plastic to allow the heads of the drive to read and write the data. The magnetic medium could be spun by rotating it from the middle hole. A small notch on the right hand side of the disk would identify whether the disk was read-only or writable, detected by a mechanical switch or photo transistor above it. Another LED/phototransistor pair located near the centre of the disk could detect a small hole once per rotation, called the index hole, in the magnetic disk. It was used to detect the start of each track, and whether or not the disk rotated at the correct speed; some operating systems, such as Apple DOS, did not use index sync, and often the drives designed for such systems lacked the index hole sensor. Disks of this type were said to be soft sector disks. Very early 8-inch and 5-inch disks also had physical holes for each sector, and were termed hard sector disks. Inside the disk were two layers of fabric designed to reduce friction between the medium and the outer casing, with the medium sandwiched in the middle. The outer casing was usually a one-part sheet, folded double with flaps glued or spot-welded together. A catch was lowered into position in front of the drive to prevent the disk from emerging, as well as to raise or lower the spindle (and, in two-sided drives, the upper read/write head).


          The 3-inch disk is made of two pieces of rigid plastic, with the fabric-medium-fabric sandwich in the middle to remove dust and dirt. The front has only a label and a small aperture for reading and writing data, protected by a spring-loaded metal or plastic cover, which is pushed back on entry into the drive.
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              The 3-inch floppy disk drive automatically engages when the user inserts a disk, and disengages and ejects with the press of the eject button. On Macintoshes with built-in floppy drives, the disk is ejected by a motor (similar to a VCR) instead of manually; there is no eject button. The disk's desktop icon is dragged onto the Trash icon to eject a disk.
            

          


          The reverse has a similar covered aperture, as well as a hole to allow the spindle to connect into a metal plate glued to the medium. Two holes, bottom left and right, indicate the write-protect status and high-density disk correspondingly, a hole meaning protected or high density, and a covered gap meaning write-enabled or low density. (Incidentally, the write-protect and high-density holes on a 3-inch disk are spaced exactly as far apart as the holes in punched A4 paper (8 cm), allowing write-protected floppies to be clipped into European ring binders.) A notch top right ensures that the disk is inserted correctly, and an arrow top left indicates the direction of insertion. The drive usually has a button that, when pressed, will spring the disk out at varying degrees of force. Some would barely make it out of the disk drive; others would shoot out at a fairly high speed. In a majority of drives, the ejection force is provided by the spring that holds the cover shut, and therefore the ejection speed is dependent on this spring. In PC-type machines, a floppy disk can be inserted or ejected manually at any time (evoking an error message or even lost data in some cases), as the drive is not continuously monitored for status and so programs can make assumptions that do not match actual status (e.g., disk 123 is still in the drive and has not been altered by any other agency). With Apple Macintosh computers, disk drives are continuously monitored by the OS; a disk inserted is automatically searched for content and one is ejected only when the software agrees the disk should be ejected. This kind of disk drive (starting with the slim "Twiggy" drives of the late Apple "Lisa") does not have an eject button, but uses a motorized mechanism to eject disks; this action is triggered by the OS software (e.g. the user dragged the "drive" icon to the "trash can" icon). Should this not work (as in the case of a power failure or drive malfunction), one can insert a straightened paper clip into a small hole at the drive's front, thereby forcing the disk to eject (similar to that found on CD/DVD drives). Some other computer designs (such as the Commodore Amiga) monitor for a new disk continuously, but still have push-button eject mechanisms.


          The 3-inch disk bears much similarity to the 3-inch type, with some unique and somewhat curious features. One example is the rectangular-shaped plastic casing, almost taller than a 3-inch disk, but narrower, and more than twice as thick, almost the size of a standard compact audio cassette. This made the disk look more like a greatly oversized present day memory card or a standard PC card notebook expansion card rather than a floppy disk. Despite the size, the actual 3-inch magnetic-coated disk occupied less than 50% of the space inside the casing, the rest being used by the complex protection and sealing mechanisms implemented on the disks. Such mechanisms were largely responsible for the thickness, length and high costs of the 3-inch disks. On the Amstrad machines the disks were typically flipped over to use both sides, as opposed to being truly double-sided. Double-sided mechanisms were available but rare.


          


          Legacy


          
            [image: An example of a modern USB floppy disk drive.]

            
              An example of a modern USB floppy disk drive.
            

          


          The 8-inch, 5-inch and 3-inch formats can be considered almost completely obsolete, although 3-inch drives and disks are still widely available. As of 2007 3-inch drives are still available on many desktop PC systems, although it is usually now an optional extra or has to be bought and installed separately. Hewlett-Packard has recently dropped supplying floppy drives as standard on business desktops. The majority of ATX and Micro-ATX PC cases are still designed to accommodate at least one 3.5" drive that can be accessed from the front of the PC (although this bay can be used for other devices, such as flash memory readers). As of 2007, HD floppy disks are still quite commonly available in most computer and stationery shops, although selection is usually very limited.


          The advent of other portable storage options, such as USB storage devices and recordable or rewritable CDs, and the rise of multi- megapixel digital photography has encouraged the creation and use of files larger than most 3-inch disks can hold. In addition, the increasing availability of broadband and wireless Internet connections has decreased the utility of removable storage devices overall. The 3-inch floppy is growing as obsolete as its larger cousin a decade before. However, the 3-inch floppy has been in continuous use longer than the 5-inch floppy.


          Floppies are still used for emergency boots in aging systems which may lack support for bootable media such as CD-ROMs and USB devices. They are also still often required for setting up a new PC from the ground up, since even comparatively recent operating systems like Windows XP and Windows Server 2003 rely on third party drivers shipped on floppies: for example, SATA support during installation. Only Windows Vista, using Windows PE, now allows drivers to be loaded from media other than floppies during installation. Floppies are also still often required for BIOS updates, and as maintenance program carriers, since many BIOS and firmware update/restore programs are still designed to be executed from a bootable floppy disk. Floppy drives are also used to access non-critical data that may still be on floppy disks, such as personal data or legacy games and software. As well, office workplaces have often disabled high volume writable media such as optical drivers and USB ports to prevent employees from taking large amounts of data, so the small capacity of the floppy limits the information compromised.


          Apple, the first manufacturer to popularly include 3-inch drives as standard equipment  on the Apple Macintosh in 1984  was also the first manufacturer to not include them on new machines - in 1998 with the advent of the iMac. This made USB-connected floppy drives a popular accessory for the early iMacs, since the basic model of iMac at the time had only a CD-ROM drive, giving users no easy access to writable removable media. This transition away from floppies was easier for Apple, since all Macintosh models were able to boot and install their operating system from CD-ROM early on.


          In February 2003, Dell, Inc. announced that they would no longer include floppy drives on their Dell Dimension home computers as standard equipment, although they are available as a selectable option for around $20 and can be purchased as an aftermarket OEM add-on anywhere between $5 and $25.


          On 29 January 2007 the British computer retail chain PC World issued a statement saying that only 2% of the computers that they sold contained a built-in floppy disk drive and, once present stocks were exhausted, no more floppies would be sold.


          The music industry still employs many types of electronic equipment that use floppy disks as a storage medium. Synthesizers, samplers, drum machines, and sequencers continue to use 3-inch disks. Other storage options, such as CD-R, CD-RW, network connections, and USB storage devices have taken much longer to mature in this industry.


          


          Compatibility


          In general, different physical sizes of floppy disks are incompatible by definition, and disks can be loaded only on the correct size of drive. There were some drives available with both 3-inch and 5-inch slots that were popular in the transition period between the sizes.


          However, there are many more subtle incompatibilities within each form factor. For example, all but the earliest models of Apple Macintosh computers that have built-in floppy drives included a disk controller that can read, write and format IBM PC-format 3-inch diskettes. However, few IBM-compatible computers use floppy disk drives that can read or write disks in Apple's variable speed format. For details on this, see the section More on floppy disk formats.


          Within the world of IBM-compatible computers, the three densities of 3-inch floppy disks are partially compatible. Higher density drives are built to read, write and even format lower density media without problems, provided the correct media are used for the density selected. However, if by whatever means a diskette is formatted at the wrong density, the result is a substantial risk of data loss due to magnetic mismatch between oxide and the drive head's writing attempts. Still, a fresh diskette that has been manufactured for high density use can theoretically be formatted as double density, but only if no information has ever been written on the disk using high density mode (for example, HD diskettes that are pre-formatted at the factory are out of the question). The magnetic strength of a high density record is stronger and will "overrule" the weaker lower density, remaining on the diskette and causing problems. However, in practice there are people who use downformatted (ED to HD, HD to DD) or even overformatted (DD to HD) without apparent problems. Doing so always constitutes a data risk, so one should weigh out the benefits (e.g. increased space and/or interoperability) versus the risks (data loss, permanent disk damage).


          


          The 5-inch minifloppy


          
            [image: A square hole punch used for 5 1/4 floppy disks.]

            
              A square hole punch used for 5 1/4 floppy disks.
            

          


          The holes on the right side of a 3-inch disk can be altered as to 'fool' some disk drives or operating systems (others such as the Acorn Archimedes simply do not care about the holes) into treating the disk as a higher or lower density one, for backward compatibility or economical reasons. Possible modifications include:


          
            	Drilling or cutting an extra hole into the right-lower side of a 3-inch DD disk (symmetrical to the write-protect hole) in order to format the DD disk into a HD one. This was a popular practice during the early 1990s, as most people switched to HD from DD during those days and some of them "converted" some or all of their DD disks into HD ones, for gaining an extra "free" 720 KiB of disk space. There even was a special hole punch that was made to easily make this extra (square) hole in a floppy.


            	Taping or otherwise covering the right hole on a HD 3-inch disk enables it to be 'downgraded' to DD format. This may be done for reasons such as compatibility issues with older computers, drives or devices that use DD floppies, like some electronic keyboard instruments and samplers where a 'downgraded' disk can be useful, as factory-made DD disks have become hard to find after the mid-1990s. See the section "Compatibility" above.

              
                	Note: By default, many older HD drives will recognize ED disks as DD ones, since they lack the HD-specific holes and the drives lack the sensors to detect the ED-specific hole. Most DD drives will also handle ED (and some even HD) disks as DD ones.

              

            


            	Similarly, drilling an HD-like hole (under the ED one) into an ED (2880 kiB) disk for 'downgrading' it to HD (1440 kiB) format if there are many unusable ED disks due to the lack of a specific ED drive, which can now be used as normal HD disks.


            	Even if such a format was hardly officially supported on any system, it is possible to "force" a 3-inch floppy disk drive to be recognized by the system as a 5-inch 360 kB or 1200 kB one (on PCs and compatibles, this can be done by simply changing the CMOS BIOS settings) and thus format and read non-standard disk formats, such as a double sided 360 kB 3-inch disk. Possible applications include data exchange with obsolete CP/M systems, for example with an Amstrad CPC.

          


          The situation was even more complex with 5-inch diskettes. The head gap of an 80 track (1200 kB in the PC world) drive is shorter than that of a 40 track (360 kB in the PC world) drive, but will format, read and write 40 track diskettes with apparent success provided the controller supports double stepping (or the manufacturer fitted a switch to do double stepping in hardware). A blank 40 track disk formatted and written on an 80 track drive can be taken to a 40 track drive without problems, similarly a disk formatted on a 40 track drive can be used on an 80 track drive. But a disk written on a 40 track drive and updated on an 80 track drive becomes permanently unreadable on any 360 kB drive, owing to the incompatibility of the track widths (special, very slow programs could have been used to overcome this problem). There are several other 'bad' scenarios.


          Prior to the problems with head and track size, there was a period when just trying to figure out which side of a "single sided" diskette was the right side was a problem. Both Radio Shack and Apple used 360 kB single sided 5-inch disks, and both sold disks labeled "single sided" that were certified for use on only one side, even though they in fact were coated in magnetic material on both sides. The irony was that the disks would work on both Radio Shack and Apple machines, yet the Radio Shack TRS-80 Model I computers used one side and the Apple II machines used the other, regardless of whether there was software available which could make sense of the other format.
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          For quite a while in the 1980s, users could purchase a special tool called a "disk notcher" which would allow them to cut a second "write unprotect" notch in these diskettes and thus use them as "flippies" (either inserted as intended or upside down): both sides could now be written on and thereby the data storage capacity was doubled. Other users made do with a steady hand and a hole punch or scissors. For re-protecting a disk side, one would simply place a piece of opaque tape over the notch or hole in question. These "flippy disk procedures" were followed by owners of practically every home-computer single sided disk drives. Proper disk labels became quite important for such users. Flippies were eventually adopted by some manufacturers, with a few programs being sold in this medium (they were also widely used for software distribution on systems that could be used with both 40 track and 80 track drives but lacked the software to read a 40 track disk in an 80 track drive).


          Certain software companies used tracking outside the standard track designations for copy protection. One notable game that used this technique was the popular game Lode Runner, by Brderbund, which used quarter tracks written on the original disk as a form of copy protection. Because many disk copying programs did not attempt to copy the secret quarter read/write head increment tracks this kind of protection was mostly successful to the average backup program.


          There is an urban myth that it is safe to view a solar eclipse through the film of a floppy removed from its case. Despite some anecdotal support, this in fact does not offer any protection.


          


          More on floppy disk formats


          


          Using the disk space efficiently


          In general, data is written to floppy disks in a series of sectors, angular blocks of the disk, and in tracks, concentric rings at a constant radius, e.g. the HD format of 3-inch floppy disks uses 512 bytes per sector, 18 sectors per track, 80 tracks per side and two sides, for a total of 1,474,560 bytes per disk. (Some disk controllers can vary these parameters at the user's request, increasing the amount of storage on the disk, although these formats may not be able to be read on machines with other controllers; e.g. Microsoft applications were often distributed on Distribution Media Format (DMF) disks, a hack that allowed 1.68 MB (1680 kiB) to be stored on a 3-inch floppy by formatting it with 21 sectors instead of 18, while these disks were still properly recognized by a standard controller.) On the IBM PC and also on the MSX, Atari ST, Amstrad CPC, and most other microcomputer platforms, disks are written using a Constant Angular Velocity (CAV)Constant Sector Capacity format. This means that the disk spins at a constant speed, and the sectors on the disk all hold the same amount of information on each track regardless of radial location.


          However, this is not the most efficient way to use the disk surface, even with available drive electronics. Because the sectors have a constant angular size, the 512 bytes in each sector are packed into a smaller length near the disk's centre than nearer the disk's edge. A better technique would be to increase the number of sectors/track toward the outer edge of the disk, from 18 to 30 for instance, thereby keeping constant the amount of physical disk space used for storing each 512 byte sector (see zone bit recording). Apple implemented this solution in the early Macintosh computers by spinning the disk slower when the head was at the edge while keeping the data rate the same, allowing them to store 400 kB per side, amounting to an extra 160 kB on a double-sided disk. This higher capacity came with a serious disadvantage, however: the format required a special drive mechanism and control circuitry not used by other manufacturers, meaning that Mac disks could not be read on any other computers. Apple eventually gave up on the format and used constant angular velocity with HD floppy disks on their later machines; these drives were still unique to Apple as they still supported the older variable-speed format.


          


          The Commodore 64/128


          Commodore started its tradition of special disk formats with the 5-inch disk drives accompanying its PET/CBM, VIC-20 and Commodore 64 home computers, the same as the 1540 and 1541 drives used with the later two machines. The standard Commodore Group Code Recording scheme used in 1541 and compatibles employed four different data rates depending upon track position (see zone bit recording). Tracks 1 to 17 had 21 sectors, 18 to 24 had 19, 25 to 30 had 18, and 31 to 35 had 17, for a disk capacity of 170 kB (170.75 KiB). Unique among personal computer architectures, the operating system on the computer itself was unaware of the details of the disk and filesystem; disk operations were handled by Commodore DOS instead, which was implemented as firmware on the disk drive.


          Eventually Commodore gave in to disk format standardization, and made its last 5-inch drives, the 1570 and 1571, compatible with Modified Frequency Modulation (MFM), to enable the Commodore 128 to work with CP/M disks from several vendors. Equipped with one of these drives, the C128 was able to access both C64 and CP/M disks, as it needed to, as well as MS-DOS disks (using third-party software), which was a crucial feature for some office work.


          Commodore also offered its 8-bit machines a 3-inch 800 kB disk format with its 1581 disk drive, which used only MFM.


          The GEOS operating system used a disk format that was largely identical to the Commodore DOS format with a few minor extensions; while generally compatible with standard Commodore disks, certain disk maintenance operations could corrupt the filesystem without proper supervision from the GEOS kernel.


          


          The Atari 8-bit line


          The combination of DOS and hardware (810 and 1050 disk drives) for Atari 8-bit floppy usage allowed sectors numbered from 1 to 720. The DOS' 2.0 disk bitmap, however, which provides information on sector allocation, counts from 0 to 719. As a result, sector 720 could not be written to by the DOS. Some companies used a copy protection scheme where "hidden" data was put in sector 720 that could not be copied through the DOS copy option. Later DOS versions (2.5) and DOS systems by third parties (i.e. OSS) accepted (and formatted) disks with up to 960 and 1020 sectors, resulting in 127KB storage capacity per disk side vs. previous 90KB.


          


          The Commodore Amiga
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          The Commodore Amiga computers used an 880 kB format (eleven 512-byte sectors per track) on a 3-inch floppy. Because the entire track was written at once, inter-sector gaps could be eliminated, saving space. The Amiga floppy controller was much more flexible than the one on the PC: it did not impose arbitrary format restrictions, and foreign formats such as the IBM PC could also be handled (by use of CrossDos, which was included in later versions of Workbench). With the correct filesystem software, an Amiga could theoretically read any arbitrary format on the 3.5-inch floppy, including those recorded at a differential rotation rate. On the PC, however, there is no way to read an Amiga disk without special hardware or a second floppy drive, which is also a crucial reason for an emulator being technically unable to access real Amiga disks inserted in a standard PC floppy disk drive.


          Commodore never upgraded the Amiga chip set to support high-density floppies, but sold a custom drive (made by Chinon) that spun at half speed (150 RPM) when a high-density floppy was inserted, enabling the existing floppy controller to be used. This drive was introduced with the launch of the Amiga 3000, although the later Amiga 1200 was only fitted with the standard DD drive. The Amiga HD disks could handle 1760 kB, but using special software programs it could hold even more data. A company named Kolff Computer Supplies also made an external HD floppy drive (KCS Dual HD Drive) available which could handle HD format diskettes on all Amiga computer systems .


          Because of storage reasons, the use of emulators and preserving data, many disks were packed into disk-images. Currently popular formats are .ADF ( Amiga Disk File), .DMS ( DiskMasher) and .IPF ( Interchangeable Preservation Format) files. The DiskMasher format is copyright-protected and has problems storing particular sequences of bits due to bugs in the compression algorithm, but was widely used in the pirate and demo scenes. ADF has been around for almost as long as the Amiga itself though it was not initially called by that name. Only with the advent of the Internet and Amiga emulators has it become a popular way of distributing disk images. IPF files were created to allow preservation of commercial games which have copy protection, which is something that ADF and DMS unfortunately cannot do.


          


          The Electron, BBC Micro and Acorn Archimedes


          The British company Acorn used non-standard disk formats in their 8-bit BBC Micro and Acorn Electron, and their successor the 32-bit Acorn Archimedes. The original disk implementation for the BBC Micro stored 100 KiB (40 track) or 200 KiB (80 track) per side on 5-inch discs in a custom format using the Disc Filing System (DFS).


          For their Electron floppy disk add-on added, Acorn picked 3-inch disks and developed the Advanced Disc Filing System (ADFS). It used double-density recording and added the ability to treat both sides of the disc as a single drive. This offered three formats: S (small)  160 KiB, 40-track single-sided; M (medium)  320 KiB, 80-track single-sided; and L (large)  640 KiB, 80-track double-sided. ADFS provided hierarchical directory structure, rather than the flat model of DFS. ADFS also stored some metadata about each file, notably a load address, an execution address, owner and public privileges and a "lock" bit. Even on the eight-bit machines, load addresses were stored in 32-bit format.


          The ADFS format was later adopted into the BBC line upon release of the BBC Master. The BBC Master Compact marked the move to 3-inch disks, using the same ADFS formats.


          The Acorn Archimedes added D format, which increased the number of objects per directory from 44 to 77, and increased the storage space to 800 KiB. The extra space was obtained by using 1024 byte sectors instead of the usual 512 bytes, thus reducing the space needed for inter-sector gaps. As a further enhancement, successive tracks were offset by a sector, giving time for the head to advance to the next track without missing the first sector, thus increasing bulk throughput. The Archimedes used special values in the ADFS load/execute address metadata to store a 12-bit filetype field and a 40-bit timestamp.


          RISC OS 2 introduced E format, which retained the same physical layout as D format, but supported file fragmentation and auto-compaction. Post-1991 machines including the A5000 and Risc PC added support for high-density discs with F format, storing 1600 KiB. However, the PC combo IO chips used were unable to format discs with sector skew, losing some performance. ADFS and the PC controllers also support extended-density disks as G format, storing 3200 KiB, but ED drives were never fitted to production machines.


          With RISC OS 3, the Archimedes could also read and write disk formats from other machines, for example the Atari ST and the IBM PC. With third party software it could even read the BBC Micro's original single density 5-inch DFS disks. The Amiga's disks could not be read as they used unusual sector gap markers.


          The Acorn filesystem design was interesting because all ADFS-based storage devices connected to a module called FileCore which provided almost all the features required to implement an ADFS-compatible filesystem. Because of this modular design, it was easy in RISC OS 3 to add support for so-called image filing systems. These were used to implement completely transparent support for IBM PC format floppy disks, including the slightly different Atari ST format. Computer Concepts released a package that implemented an image filing system to allow access to high density Macintosh format disks.
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          4-inch floppy diskettes


          In the mid-80s, IBM developed a 4-inch floppy diskette, the Demidiskette. This program was driven by aggressive cost goals, but missed the pulse of the industry. The prospective users, both inside and outside IBM, preferred standardization to what by release time were small cost reductions, and were unwilling to retool packaging, interface chips and applications for a proprietary design. The product never appeared in the light of day, and IBM wrote off several hundred million dollars of development and manufacturing facility.


          


          Auto-loaders


          IBM developed, and several companies copied, an autoloader mechanism that could load a stack of floppies one at a time into a drive unit. These were very bulky systems, and suffered from media hangups and chew-ups more than standard drives, but they were a partial answer to replication and large removable storage needs. The smaller 5- and 3-inch floppy made this a much easier technology to perfect.


          


          Floppy mass storage


          A number of companies, including IBM and Burroughs, experimented with using large numbers of unenclosed disks to create massive amounts of storage. The Burroughs system used a stack of 256 12-inch disks, spinning at high speed. The disk to be accessed was selected by using air jets to part the stack, and then a pair of heads flew over the surface as in any standard hard disk drive. This approach in some ways anticipated the Bernoulli disk technology implemented in the Iomega Bernoulli Box, but head crashes or air failures were spectacularly messy. The program did not reach production.
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          2-inch floppy disks
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          A small floppy disk was also used in the late 1980s to store video information for still video cameras such as the Sony Mavica (not to be confused with current Digital Mavica models) and the Ion and Xapshot cameras from Canon. It was officially referred to as a Video Floppy (or VF for short).


          VF was not a digital data format; each track on the disk stored one video field in the analog interlaced composite video format in either the North American NTSC or European PAL standard. This yielded a capacity of 25 images per disk in frame mode and 50 in field mode.


          The same media were used digitally formatted - 720 kB double-sided, double-density - in the Zenith Minisport laptop computer circa 1989. Although the media exhibited nearly identical performance to the 3-inch disks of the time, they were not successful. This was due in part to the scarcity of other devices using this drive making it impractical for software transfer, and high media cost which was much more than 3-inch and 5-inch disks of the time.


          


          Ultimate capacity and speed


          Floppy disk drive and floppy media manufacturers specify an unformatted capacity, which is, for example, 2.0 MB for a standard 3-inch HD floppy. It is implied that this data capacity should not be exceeded since exceeding such limitations will most likely degrade the design margins of the floppy system and could result in performance problems such as inability to interchange or even loss of data.


          User available data capacity is a function of the particular disk format used which in turn is determined by the FDD controller manufacturer and the settings applied to its controller. The differences between formats can result in user data capacities ranging from 720 KiB (.737 MB) or less up to 1760 KiB (1.80 MB) or even more on a "standard" 3-inch HD floppy. The highest capacity techniques require much tighter matching of drive head geometry between drives; this is not always possible and cannot be relied upon. The LS-240 drive supports a (rarely used) 32 MB capacity on standard 3-inch HD floppiesit is, however, a write-once technique, and cannot be used in a read/write/read mode. All the data must be read off, changed as needed and rewritten to the disk. The format also requires an LS-240 drive to read.


          Some special hardware/software tools, such as the CatWeasel floppy disk controller and software, which claim up to 2.23 MB of formatted capacity on a HD floppy. Such formats are not standard, hard to read in other drives and possibly even later with the same drive, and are probably not very reliable. It is probably true that floppy disks can surely hold an extra 1020% formatted capacity versus their "nominal" values, but at the expense of reliability or hardware complexity.


          DSED 3" FDDs introduced by Toshiba in 1987 and adopted by IBM on the PS/2 in 1994 operate at twice the data rate and have twice the capacity of DSHD 3" FDDs. The only serious attempt to speed up a 3.5 floppy drive beyond 2X was a 10X floppy drive. X10 accelerated floppy drive. It used a combo of RAM and 4X spindle speed to read a floppy in less than 6 seconds vs. the over 1 min time it normally takes.


          3-inch HD floppy drives typically have a transfer rate of 1000 kilobits/second (minus overhead such as error correction and file handling). (For comparison a 1X CD transfers at 1200 kilobits/second (maximum), and a 1X DVD transfers at approximately 11,000 kilobits/second.) While the floppy's data rate cannot be easily changed, overall performance can be improved by optimizing drive access times, shortening some BIOS introduced delays (especially on the IBM PC and compatible platforms), and by changing the sector:shift parameter of a disk, which is, roughly, the numbers of sectors that are skipped by the drive's head when moving to the next track.


          This happens because sectors are not typically written exactly in a sequential manner but are scattered around the disk, which introduces yet another delay. Older machines and controllers may take advantage of these delays to cope with the data flow from the disk without having to actually stop.


          


          Usability


          One of the chief usability problems of the floppy disk is its vulnerability. Even inside a closed plastic housing, the disk medium is still highly sensitive to dust, condensation and temperature extremes. As with any magnetic storage, it is also vulnerable to magnetic fields. Blank floppies have usually been distributed with an extensive set of warnings, cautioning the user not to expose it to conditions which can endanger it.


          Users damaging floppy disks (or their contents) were once a staple of "stupid user" folklore among computer technicians. These stories poked fun at users who stapled floppies to papers, made faxes or photocopies of them when asked to "copy a disk", or stored floppies by holding them with a magnet to a file cabinet. Also, these same users were, conversely, often the victims of technicians' hoaxes. Stories of them being carried on Subway/Underground systems wrapped in tin-foil to protect them from the magnetic fields of the electric power supply were common (for an explanation of why this is plausible, see Faraday cage). The flexible 5-inch disk could also (folklorically) be abused by rolling it into a typewriter to type a label, or by removing the disk medium from the plastic enclosure used to store it safely.


          On the other hand, the 3-inch floppy has also been lauded for its mechanical usability by HCI expert Donald Norman:


          
            
              	

              	A simple example of a good design is the 3-inch magnetic diskette for computers, a small circle of "floppy" magnetic material encased in hard plastic. Earlier types of floppy disks did not have this plastic case, which protects the magnetic material from abuse and damage. A sliding metal cover protects the delicate magnetic surface when the diskette is not in use and automatically opens when the diskette is inserted into the computer. The diskette has a square shape: there are apparently eight possible ways to insert it into the machine, only one of which is correct. What happens if I do it wrong? I try inserting the disk sideways. Ah, the designer thought of that. A little study shows that the case really isn't square: it's rectangular, so you can't insert a longer side. I try backward. The diskette goes in only part of the way. Small protrusions, indentations, and cutouts, prevent the diskette from being inserted backward or upside down: of the eight ways one might try to insert the diskette, only one is correct, and only that one will fit. An excellent design.

              	
            

          


          


          The floppy as a metaphor
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          For more than two decades, the floppy disk was the primary external writable storage device used. Also, in a non-network environment, floppies have been the primary means of transferring data between computers (sometimes jokingly referred to as Sneakernet or Frisbeenet). Floppy disks are also, unlike hard disks, handled and seen; even a novice user can identify a floppy disk. Because of all these factors, the image of the floppy disk has become a metaphor for saving data, and the floppy disk symbol is often seen in programs on buttons and other user interface elements related to saving files.
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          Florence Nightingale, OM, RRC ( 12 May 1820  13 August 1910), who came to be known as The Lady with the Lamp, was a pioneer of modern nursing, and a noted statistician.


          


          Early life


          Florence Nightingale was born into a rich, well-connected British family at the Villa Colombaia, Florence, Italy, and was named after the city of her birth.


          Her parents were William Edward Nightingale (17941875) and Frances Fanny Nightingale ne Smith (17891880). William Nightingale was born William Edward Shore. His mother Mary ne Evans was the niece of one Peter Nightingale, under the terms of whose will William Shore not only inherited his estate Lea Hurst in Derbyshire, but also assumed the name and arms of Nightingale. Fanny's father (Florence's maternal grandfather) was the abolitionist William Smith.


          Inspired by what she took as a divine calling, experienced first in 1837 at Embley Park and later throughout her life, Nightingale committed herself to nursing. This demonstrated a passion on her part, and also a rebellion against the expected role for a woman of her status which was to become a wife and mother. In those days, nursing was a career with a poor reputation, filled mostly by poorer women, "hangers-on" who followed the armies. In fact nurses were equally likely to function as cooks. Nightingale announced her decision to enter nursing in 1845 evoking intense anger and distress from her family particularly her mother.


          She cared for poor and indigent people. In December 1844, in response to a pauper's death in a workhouse infirmary in London that became a public scandal, she became the leading advocate for improved medical care in the infirmaries and immediately engaged the support of Charles Villiers, then president of the Poor Law Board. This led to her active role in the reform of the Poor Laws, extending far beyond the provision of medical care.


          In 1846 she visited Kaiserswerth, Germany, and learned more of its pioneering hospital established by Theodor Fliedner and managed by an order of Lutheran deaconesses. She was profoundly impressed by the quality of care and by the commitment and practices of the deaconesses.


          Nightingale was courted by politician and poet Richard Monckton Milnes, 1st Baron Houghton but she rejected him, convinced that marriage would interfere with her ability to follow her calling to nursing. When in Rome in 1847, recovering from a mental breakdown precipitated by a continuing crisis of her relationship with Milnes, she met Sidney Herbert, a brilliant politician who had been Secretary at War (18451846), a position he would hold again during the Crimean War. Herbert was already married, but he and Nightingale were immediately attracted to each other and they became lifelong close friends. Herbert was instrumental in facilitating her pioneering work in Crimea and in the field of nursing, and she became a key advisor to him in his political career. In 1851 she rejected Milnes' marriage proposal against her mother's wishes.


          Nightingale also had strong and intimate relations with Benjamin Jowett, particularly about the time that she was considering leaving money in her will to establish a Chair in Applied Statistics at the University of Oxford.


          Nightingale's career in nursing began in 1851, when she received four months training in Germany as a deaconess of Kaiserswerth. She undertook the training over strenuous family objections concerning the risks and social implications of such activity, and the Roman Catholic foundations of the hospital. While at Kaiserswerth she reported having her most important and intense experience of her divine calling.


          On August 12, 1853, Nightingale took a post of superintendent at the Institute for the Care of Sick Gentlewomen in Upper Harley Street, London, a position she held until October 1854. Her father had given her an annual income of 500 (roughly US$50,000/25,000 in present terms), which allowed her to live comfortably and to pursue her career. James Joseph Sylvester was her mentor.


          


          Crimean War


          Florence Nightingale's most famous contribution came during the Crimean War, which became her central focus when reports began to filter back to Britain about the horrific conditions for the wounded. On October 21, 1854, she and a staff of 38 women volunteer nurses, trained by Nightingale and including her aunt Mai Smith, were sent (under the authorization of Sidney Herbert) to Turkey, some 545 km across the Black Sea from Balaklava in the Crimea, where the main British camp was based.


          Nightingale arrived early in November 1854 in Scutari (modern-day skdar in Istanbul). She and her nurses found wounded soldiers being badly cared for by overworked medical staff in the face of official indifference. Medicines were in short supply, hygiene was being neglected, and mass infections were common, many of them fatal. There was no equipment to process food for the patients.


          Nightingale and her compatriots began by thoroughly cleaning the hospital and equipment and reorganizing patient care. However, during her time at Scutari, the death rate did not drop; on the contrary, it began to rise. The death count would be highest of all other hospitals in the region. During her first winter at Scutari, 4077 soldiers died there. Ten times more soldiers died from illnesses such as typhus, typhoid, cholera and dysentery than from battle wounds. Conditions at the hospital were so fatal to the patients because of overcrowding and the hospital's defective sewers and lack of ventilation. A sanitary commission had to be sent out by the British government to Scutari in March 1855, almost six months after Florence Nightingale had arrived, which flushed out the sewers and improved ventilation. Death rates were sharply reduced.


          Nightingale continued believing the death rates were due to poor nutrition and supplies and overworking of the soldiers. It was not until after she returned to Britain and began collecting evidence before the Royal Commission on the Health of the Army, that she came to believe that most of the soldiers at the hospital were killed by poor living conditions. This experience would influence her later career, when she advocated sanitary living conditions as of great importance. Consequently, she reduced deaths in the Army during peacetime and turned attention to the sanitary design of hospitals.


          


          Return home


          Florence Nightingale returned to Britain a heroine on August 7, 1857, and, according to the BBC, was arguably the most famous Victorian after Queen Victoria herself. Nightingale moved from her family home in Middle Claydon, Buckinghamshire, to the Burlington Hotel in Piccadilly. However, she was stricken by a fever, probably due to a chronic form of Brucellosis ("Crimean fever") that she contracted during the Crimean war, possibly combined with chronic fatigue syndrome. She barred her mother and sister from her room and rarely left it.


          In response to an invitation from Queen Victoria  and despite the limitations of confinement to her room  Nightingale played the central role in the establishment of the Royal Commission on the Health of the Army, of which Sidney Herbert became chairman. As a woman, Nightingale could not be appointed to the Royal Commission, but she wrote the Commission's 1,000-plus page report that included detailed statistical reports, and she was instrumental in the implementation of its recommendations. The report of the Royal Commission led to a major overhaul of army military care, and to the establishment of an Army Medical School and of a comprehensive system of army medical records.


          


          Later career


          While she was still in Turkey, on November 29, 1855, a public meeting to give recognition to Florence Nightingale for her work in the war led to the establishment of the Nightingale Fund for the training of nurses. There was an outpouring of generous donations. Sidney Herbert served as the honorary secretary of the fund, and the Duke of Cambridge was chairman. Nightingale was also considered a pioneer in the concept of medical tourism as well based on her letters from 1856 in which she would write to spas in Turkey detailing the health conditions, physical descriptions, dietary information, and other vitally important details of patients whom she directed there (which was significantly less expensive than Switzerland). She was obviously directing patients of meagre means to affordable treatment.


          



          By 1859 Nightingale had 45,000 at her disposal from the Nightingale Fund to set up the Nightingale Training School at St. Thomas' Hospital on July 9, 1860. (It is now called the Florence Nightingale School of Nursing and Midwifery and is part of King's College London.) The first trained Nightingale nurses began work on May 16 at the Liverpool Workhouse Infirmary. She also campaigned and raised funds for the Royal Buckinghamshire Hospital in Aylesbury, near her family home.


          Nightingale wrote Notes on Nursing, which was published in 1860, a slim 136 page book that served as the cornerstone of the curriculum at the Nightingale School and other nursing schools established. Notes on Nursing also sold well to the general reading public and is considered a classic introduction to nursing. Nightingale would spend the rest of her life promoting the establishment and development of the nursing profession and organizing it into its modern form.


          Nightingale's work served as an inspiration for nurses in the American Civil War. The Union government approached her for advice in organizing field medicine. Although her ideas met official resistance, they inspired the volunteer body of United States Sanitary Commission.


          In 1869 Nightingale and Elizabeth Blackwell opened the Women's Medical College.


          By 1882 Nightingale nurses had a growing and influential presence in the embryonic nursing profession. Some had become matrons at several leading hospitals, including, in London, St Mary's Hospital, Westminster Hospital, St Marylebone Workhouse Infirmary and the Hospital for Incurables at Putney; and throughout Britain, e.g. Royal Victoria Hospital, Netley; Edinburgh Royal Infirmary; Cumberland Infirmary; Liverpool Royal Infirmary as well as at Sydney Hospital, in New South Wales, Australia.


          In 1883 Nightingale was awarded the Royal Red Cross by Queen Victoria. In 1907 she became the first woman to be awarded the Order of Merit. In 1908 she was given the Honorary Freedom of the City of London.


          By 1896, Florence Nightingale was bedridden. She may have had what is now known as chronic fatigue syndrome and her birthday is now celebrated as the International CFS Awareness Day. During her bedridden years, she also made pioneering work in the field of hospital planning, and her work propagated quickly across England and the world.


          She died on August 13, 1910. The offer of burial in Westminster Abbey was declined by her relatives, and she is buried in the graveyard at St. Margaret Church in East Wellow, Hampshire


          


          Contributions to statistics


          Florence Nightingale had exhibited a gift for mathematics from an early age and excelled in the subject under the tutorship of her father. She had a special interest in statistics, a field in which her father, a pioneer in the nascent field of epidemiology, was an expert. She made extensive use of statistical analysis in the compilation, analysis and presentation of statistics on medical care and public health.
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          Nightingale was a pioneer in the visual presentation of information. Among other things she used the pie chart, which had first been developed by William Playfair in 1801. After the Crimean War, Nightingale used the polar area chart, equivalent to a modern circular histogram or rose diagram, to illustrate seasonal sources of patient mortality in the military field hospital she managed. Nightingale called a compilation of such diagrams a "coxcomb", but later that term has frequently been used for the individual diagrams. She made extensive use of coxcombs to present reports on the nature and magnitude of the conditions of medical care in the Crimean War to Members of Parliament and civil servants who would have been unlikely to read or understand traditional statistical reports.


          In her later life Nightingale made a comprehensive statistical study of sanitation in Indian rural life and was the leading figure in the introduction of improved medical care and public health service in India.


          In 1858 Nightingale was elected the first female member of the Royal Statistical Society and she later became an honorary member of the American Statistical Association.


          


          Contributions to Literature and the Women's Movement


          While better known for her contributions in the medical and mathematical fields, Nightingale is also an important link in the study of English feminism. During 1850 and 1852, she was struggling with her self-definition and the expectations of an upper-class marriage from her family. As she sorted out her thoughts, she wrote Suggestions for Thought to Searchers after Religious Truth. The three-volume book has never been printed in its entirety, but a section, called Cassandra, was published by Ray Strachey in 1928. Strachey included it in The Cause, a history of the women's movement. Apparently, the writing served the original purpose of sorting out thoughts; Nightingale left soon after to train at the Institute for deaconesses at Kaiserwerth.


          Cassandra protests the over-feminization of women into near helplessness, such as Nightingale saw in her mother and older sister's lethargic lifestyle, despite their education. She rejected their life of thoughtless comfort for the world of social service. The work also reflects her fear of her ideas being ineffective, as were Cassandra's. Cassandra is a virgin-priestess of Apollo who receives a divinely-inspired prophecy, but her prophetic warnings go unheeded. Elaine Showalter called Nightingale's writing "a major text of English feminism, a link between Wollstonecraft and Woolf."


          


          Legacy and memory
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              A young Florence Nightingale
            

          


          Florence Nightingale's lasting contribution has been her role in founding the modern nursing profession. She set a shining example for nurses everywhere of compassion, commitment to patient care, and diligent and thoughtful hospital administration.


          In many ways she was extremely "modern" in her attitude to health management, especially in her attitude to outcomes and statistical measurement.


          The work of the Nightingale School of Nursing continues today. There is a Florence Nightingale Museum in London and another museum devoted to her at her family home, Claydon House. The Nightingale building in the School of Nursing and Midwifery at the University of Southampton is named after her. International Nurses Day is celebrated on her birthday each year.


          Several churches in the Anglican Communion commemorate Nightingale with a feast day on their liturgical calendars. So does the Evangelical Lutheran Church in America, which commemorates her as a renewer of society with Clara Maass on August 13.


          The airline KLM has named one of their MD-11s in her memory.


          Three hospitals in Istanbul are named after Nightingale: F. N. Hastanesi in Şişli (the biggest private hospital in Turkey), Metropolitan F.N. Hastanesi in Gayrettepe, and Avrupa F.N. Hastanesi in Mecidiyeky, all belonging to the Turkish Cardiology Foundation Florence.


          During the Vietnam War, Nightingale inspired many US Army nurses, sparking a renewal of interest in her life and work. Her admirers include Country Joe of Country Joe and the Fish, who has assembled an extensive website in her honour.


          The Agostino Gemelli Medical Centre in Rome, the first university-based hospital in Italy and one of its most respected medical centers, honored Nightingale's contribution to the nursing profession by giving the name "Bedside Florence" to a wireless computer system it has developed to assist nursing .


          Nightingale Corona, on the surface of Venus is named after her.


          There are many foundations named after Florence Nightingale. Most are nursing foundations, but there is also Nightingale Research Foundation in Canada, dedicated to the study and treatment of chronic fatigue syndrome which Nightingale is believed to have had.


          There is a psychological effect known as the " Florence Nightingale Effect" whereby nurses and doctors fall in love with their patients.


          The United States Air Force maintains a fleet of 20 McDonnell Douglas C-9A "Nightingale" aeromedical evacuation aircraft.


          


          Trivia


          
            	When she first arrived in Turkey, Nightingale would travel on horseback to make inspections. She then transferred to a mule cart and was reported to have escaped serious injury when the cart was toppled in an accident. Following this episode, she used a solid Russian-built carriage, with a waterproof hood and curtains.


            	The carriage was returned to England after the war and subsequently given to the Nightingale training school for nurses, which she founded at St Thomas's Hospital. The carriage was damaged when the hospital was bombed in the Blitz. It was later restored and transferred to the Army Museum in Aldershot.


            	Florence Nightingale's voice was saved for posterity in a phonograph recording from 1890.


            	Florence Nightingale proved that the patients in London hospitals died at a rate of 90% while those sick that did not go to hospital died at a rate of 60%.


            	Florence's older sister Parthenope was also named after the place of her birth. Parthenope was a Greek settlement that is now part of the city of Naples.


            	She always wore a bracelet made out of her family's hair.


            	In the Seinfeld episode The Junior Mint George gets Nightingale mixed up with Clara Barton by calling her "Clara Nightingale".


            	in the census of England and Wales:- residence 1841 East Wellow Hampshire and in 1851 and 1861 Burlington Hotel, Westminster St James Middlesex and 1881, 1891 and 1901 St George Hanover Square, London


            	Death certificate indexed as Deaths Sep 1910 NIGHTINGALE Florence - age 90 registrar St.Geo.H.Sq

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Florence_Nightingale"
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                    	Nickname(s): The Sunshine State
                  


                  
                    	Motto(s): In God We Trust
                  


                  
                    	
                      
                        [image: Map of the United States with Florida highlighted]
                      

                    
                  

                

              
            


            
              	Official language(s)

              	English
            


            
              	Demonym

              	Floridian
            


            
              	Capital

              	Tallahassee
            


            
              	Largest city

              	Jacksonville
            


            
              	Largest metro area

              	Miami
            


            
              	Area

              	Ranked 22nd in the US
            


            
              	- Total

              	65,795sqmi

              (170,304 km)
            


            
              	- Width

              	361miles(582 km)
            


            
              	- Length

              	447miles(721 km)
            


            
              	-% water

              	17.9
            


            
              	- Latitude

              	2427 N to 31 N
            


            
              	- Longitude

              	8002 W to 8738 W
            


            
              	Population

              	Ranked 4th in the US
            


            
              	- Total

              	15,982,378 (18.25 million as of 2007)
            


            
              	- Density

              	309/sqmi

              117.3/km (8th in the US)
            


            
              	- Median income

              	$41,171 (36th)
            


            
              	Elevation

              	
            


            
              	- Highest point

              	Britton Hill

              345ft (105 m)
            


            
              	- Mean

              	98ft (30 m)
            


            
              	- Lowest point

              	Atlantic Ocean

              0ft (0 m)
            


            
              	Admission to Union

              	March 3, 1845 (27th)
            


            
              	Governor

              	Charlie Crist (R)
            


            
              	Lieutenant Governor

              	Jeff Kottkamp (R)
            


            
              	U.S. Senators

              	Bill Nelson (D)

              Mel Martinez (R)
            


            
              	Congressional Delegation

              	List
            


            
              	Time zones

              	
            


            
              	- peninsula

              	Eastern: UTC-5/ DST-4
            


            
              	- panhandle

              	Central: UTC-6/DST-5
            


            
              	Abbreviations

              	FL Fla. US-FL
            


            
              	Website

              	www.myflorida.com
            

          


          
            
              	Florida State Symbols
            


            
              	
            


            
              	Living symbols
            


            
              	- Bird

              	Mockingbird
            


            
              	- Butterfly

              	Zebra Longwing
            


            
              	- Fish

              	Florida largemouth bass, Atlantic sailfish
            


            
              	- Flower

              	Orange blossom
            


            
              	- Insect

              	Zebra Longwing
            


            
              	- Mammal

              	Florida panther, Manatee, Bottle-nosed dolphin
            


            
              	- Reptile

              	American Alligator
            


            
              	- Tree

              	Sabal Palmetto
            


            
              	Beverage

              	Orange juice
            


            
              	Food

              	Key lime pie, Orange
            


            
              	Fossil

              	agatized Coral
            


            
              	Gemstone

              	Moonstone
            


            
              	Rock

              	agatized Coral
            


            
              	Shell

              	Horse conch
            


            
              	Slogan(s)

              	Visit Florida
            


            
              	Soil

              	Myakka
            


            
              	Song(s)

              	Old Folks at Home (Way Down Upon The Swanee River)
            


            
              	Route marker(s)

              	
                [image: Florida Route Marker]

              
            


            
              	Quarter
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                  2004
                

              
            


            
              	See also
            

          


          Florida (IPA: /ˈflɒrɪdə/) is a state located in the southeastern region of the United States, bordering Alabama to the northwest and Georgia to the northeast. Much of the land mass of the state is a large peninsula with the Gulf of Mexico to the west and the Atlantic Ocean to the east. Most of Florida has a humid subtropical climate; southern Florida has a tropical climate. Florida was named by Juan Ponce de Len, who landed on the peninsula on 2 April 1513, during Pascua Florida (Spanish for "Flowery Easter," referring to the Easter season). Florida is the fourth most populous state in the U.S.


          


          History


          Archaeological research indicates that Florida had been inhabited for thousands of years before any European settlements. Of the many indigenous peoples, the largest known were the Ais, the Apalachee, the Calusa, the Timucua and the Tocobago tribes. Juan Ponce de Len, a Spanish conquistador, named Florida in honour of his discovery of the land on April 2, 1513, during Pascua Florida, a Spanish term for the Easter season (Juan Ponce de Len may not have been the first European to reach Florida; according to one report, at least one indigenous tribesman who he encountered in Florida in 1513 spoke Spanish.). From that date forward, the land became known as "La Florida" , although from 1630 until the 19th century Tegesta (after the Tequesta tribe) was the name of choice for the Florida peninsula following publication of a map by the Dutch cartographer Hessel Gerritsz in Joannes de Laet's History of the New World.


          Over the following century, both the Spanish and French established settlements in Florida, with varying degrees of success. In 1559, Spanish Pensacola was established by Don Tristn de Luna y Arellano as the first European settlement in the continental United States, but it had become abandoned by 1561 and would not be reinhabited until the 1690s. French Huguenots founded Fort Caroline in modern-day Jacksonville in 1564, but the fort was conquered by forces from the new Spanish colony of St. Augustine the following year. After Huguenot leader Jean Ribault had learned of the new Spanish threat, he launched an expedition to sack the Spanish settlement; en route, however, severe storms at sea waylaid the expedition, which consisted of most of the colony's men, allowing St. Augustine founder Pedro Menndez de Avils time to march his men over land and conquer Fort Caroline. Most of the Huguenots were slaughtered, and Menndez de Avils marched south and captured the survivors of the wrecked French fleet, ordering all but a few Catholics executed beside a river subsequently called Matanzas (Spanish for 'killings'). The Spanish never had a firm hold on Florida, and maintained tenuous control over the region by converting the local tribes, briefly with Jesuits and later with Franciscan friars. The local leaders ( caciques) demonstrated their loyalty to the Spanish by converting to Roman Catholicism and welcoming the Franciscan priests into their villages.
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          The area of Spanish Florida diminished with the establishment of English colonies to the north and French colonies to the west. The English weakened Spanish power in the area by supplying their Creek Indian allies with firearms and urging them to raid the Timucuan and Apalachee client-tribes of the Spanish. The English attacked St. Augustine, burning the city and its cathedral to the ground several times, while the citizens hid behind the walls of the Castillo de San Marcos.


          The Spanish, meanwhile, encouraged slaves to flee the English-held Carolinas and come to Florida, where they were converted to Roman Catholicism and given freedom. They settled in a buffer community north of St. Augustine, called Gracia Real de Santa Teresa de Mose, the first completely black settlement in what would become the United States.


          Great Britain gained control of Florida diplomatically in 1763 through the Peace of Paris. The British divided the colony into East Florida, with its capital at St. Augustine, and West Florida, with its capital at Pensacola. Britain tried to develop the Floridas through the importation of immigrants for labor, including some from Minorca and Greece, but this project ultimately failed. Spain regained the Floridas after Britain's defeat by the American colonies and the subsequent Treaty of Versailles in 1783, continuing the division into East and West Florida. They offered land grants to anyone who settled in the colonies, and many Americans moved to them.
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              Winter in Florida, 1893
            

          


          After settler attacks on Indian towns, Seminole Indians based in East Florida began raiding Georgia settlements, purportedly at the behest of the Spanish. The United States Army led increasingly frequent incursions into Spanish territory, including the 1817  1818 campaign against the Seminole Indians by Andrew Jackson that became known as the First Seminole War. Following the war, the United States effectively controlled East Florida. In 1819, by terms of the Adams-Ons Treaty, Spain ceded Florida to the United States in exchange for the American renunciation of any claims on Texas and $5 million.


          As settlement increased, pressure grew on the United States government to remove the Indians from their lands in Florida. To the chagrin of Georgia landowners, the Seminoles harbored and integrated runaway blacks, and clashes between whites and Indians grew with the influx of new settlers. In 1832, the United States government signed the Treaty of Payne's Landing with some of the Seminole chiefs, promising them lands west of the Mississippi River if they agreed to leave Florida voluntarily. Many of the Seminoles left at this time, while those who remained prepared to defend their claims to the land. White settlers pressured the government to remove all of the Indians, by force if necessary, and in 1835, the U.S. Army arrived to enforce the treaty.


          The Second Seminole War began at the end of 1835 with the Dade Massacre, when Seminoles ambushed Army troops marching from Fort Brooke (Tampa) to reinforce Fort King (Ocala), killing or mortally wounding all but one of the 108 troops. Between 900 and 1,500 Seminole Indian warriors effectively employed hit and run guerrilla tactics against United States Army troops for seven years. Osceola, a charismatic young war leader, came to symbolize the war and the Seminoles after he was arrested at truce negotiations in 1837 and died in prison less than a year later. The war dragged on until 1842. The U.S. government is estimated to have spent between US$20 million and US$40 million on the war, at the time an astronomical sum. Even after three bloody wars, the U.S. failed to force all of the Seminole Indians in Florida to the West. Though most of the Seminoles were forcibly exiled to Creek lands west of the Mississippi, hundreds, including Seminole leader Aripeka (Sam Jones), remained in the Everglades and refused to leave the native homeland of their ancestors. Their descendants remain there to this day.


          On March 3, 1845, Florida became the 27th state of the United States of America. Its population grew slowly. White settlers continued to encroach on lands used by the Seminoles, and the United States government resolved to make another effort to move the remaining Seminoles to the West. The Third Seminole War lasted from 1855 to 1858, and resulted in the removal of most of the remaining Seminoles. White settlers began to establish cotton plantations in Florida, which required numerous laborers. By 1860 Florida had only 140,424 people, of whom 44% were enslaved. There were fewer than 1000 free people of colour before the Civil War.


          On January 10, 1861, before the formal outbreak of the Civil War, Florida seceded from the Union; ten days later, the state became a founding member of the Confederate States of America. The war ended in 1865. On June 25, 1868, Florida's congressional representation was restored. After Reconstruction, white Democrats succeeded in regaining power in the state legislature. In 1885 they created a new constitution, followed by statutes through 1889 that effectively disfranchised most blacks and many poor whites over the next several years. Provisions included poll taxes, literacy tests, and residency requirements. Disfranchisement for most African Americans in the state persisted until the Civil Rights Movement of the 1960s gained federal legislation to protect their suffrage.


          Until the mid-twentieth century, Florida was the least populous Southern state. In 1900 its population was only 528,542, of whom nearly 44 percent were African American. The boll weevil devastated cotton crops, and early 20th century lynchings and racial violence caused a record number of African Americans to leave the state in the Great Migration to northern and midwestern industrial cities. Forty thousand blacks, roughly one-fifth of their 1900 population, left for better opportunities. National economic prosperity in the 1920s stimulated tourism to Florida. Combined with its sudden elevation in profile was the Florida land boom of the 1920s, which brought a brief period of intenseland development. The stock market crash and Great Depression brought that period to a halt.


          Florida's economy did not fully recover until the buildup for World War II. The climate, tempered by the growing availability of air conditioning, and low cost of living made the state a haven. Migration from the Rust Belt and the Northeast sharply increased the population after the war. In recent decades, more migrants have come for the jobs in a developing economy. Today, with an estimated population of more than 18 million, Florida is the most populous state in the Southeastern United States, the second most populous state in the South behind Texas, and the fourth most populous in the United States. The Census Bureau estimates that "Florida, now the fourth most populous state, would edge past New York into third place in total population by 2011".


          


          Geography
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              A map of Florida showing county names and boundaries.
            

          


          Much of the state of Florida is situated on a peninsula between the Gulf of Mexico, the Atlantic Ocean, and the Straits of Florida. It extends to the northwest into a panhandle, extending along the northern Gulf of Mexico. It is bordered on the north by the states of Georgia and Alabama, and on the west, at the end of the panhandle, by Alabama. It is near several Caribbean countries, particularly the Bahamas and Cuba. Florida's extensive coastline made it a perceived target during World War II, so the government built airstrips throughout the state; today, approximately 400 airports are still in service. According to the National Drug Intelligence Centre, Florida has 131 public airports, and more than 700 private airports, airstrips, heliports, and seaplane bases. Florida is one of the largest states east of the Mississippi River, and only Alaska and Michigan are larger in water area.


          The Florida peninsula is a porous plateau of karst limestone sitting atop bedrock. Extended systems of underwater caves, sinkholes and springs are found throughout the state and supply most of the water used by residents. The limestone is topped with sandy soils deposited as ancient beaches over millions of years as global sea levels rose and fell. During the last Ice Age, lower sea levels and a drier climate revealed a much wider peninsula, largely desert. The Everglades, an enormously wide, very slow-flowing river encompasses the southern tip of the peninsula.
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          Because Florida is not located near any tectonic plate boundaries, earthquakes are very rare, but not totally unknown. In January, 1879, a shock occurred near St. Augustine, Florida. There were reports of heavy shaking that knocked plaster from walls and articles from shelves. Similar effects were noted at Daytona Beach, Florida 50miles (80km) south. The tremor was felt as far south as Tampa and as far north as Savannah, Georgia. In January 1880, Cuba was the centre of two strong earthquakes that sent severe shock waves through the city of Key West, Florida. Another earthquake centered outside Florida was the great Charleston, South Carolina earthquake of 1886. The shock was felt throughout northern Florida, ringing church bells at St. Augustine and severely jolting other towns along that section of Florida's east coast. Jacksonville residents felt many of the strong aftershocks that occurred in September, October, and November 1886. As recently as 2006, a magnitude 6.0 earthquake centered about 260miles (420km) southwest of Tampa in the Gulf of Mexico sent shock waves through southwest and central Florida. The earthquake was too small to trigger a tsunami and no damage was reported.
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          At 345 feet (105 m) above mean sea level, Britton Hill is the highest point in Florida and the lowest highpoint of any U.S. state. Much of the state south of Orlando is low-lying and fairly level; however, some places, such as Clearwater, feature vistas that rise 50 to 100 feet (15 30m) above the water. Much of Central and North Florida, typically 25 miles (40km) or more away from the coastline, features rolling hills with elevations ranging from 100 to 250 feet (30 76m). The highest point in peninsular Florida, Sugarloaf Mountain, is a 312-foot (95m) peak in Lake County.


          Areas under control of the National Park Service include:
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            	Big Cypress National Preserve, near Lake Okeechobee


            	Biscayne National Park, in Miami-Dade County south of Miami


            	Canaveral National Seashore, near Titusville


            	Castillo de San Marcos National Monument, in St. Augustine


            	De Soto National Memorial, in Bradenton


            	Dry Tortugas National Park, at Key West


            	Everglades National Park in Southern Florida


            	Fort Caroline National Memorial, at Jacksonville


            	Fort Matanzas National Monument, in St. Augustine


            	Gulf Islands National Seashore, near Gulf Breeze


            	Timucuan Ecological and Historic Preserve, in Jacksonville

          


          Areas under the control of the USDA United States Forest Service include:


          
            	Apalachicola National Forest along the east bank of the Apalachicola River,


            	Choctawhatchee National Forest near Niceville,


            	Ocala National Forest in Central Florida, and


            	Osceola National Forest in Northeast Florida.

          


          


          Boundaries


          The state line begins in the Atlantic Ocean, traveling west, south, and north up the thalweg of the Saint Mary's River. At the origin of that river, it then follows a straight line nearly due west and slightly north, to the point where the confluence of the Flint River (from Georgia) and the Chattahoochee River (down the Alabama/Georgia line) used to form Florida's Apalachicola River. (Since Woodruff Dam was built, this point has been under Lake Seminole.) The border with Georgia continues north through the lake for a short distance up the former thalweg of the Chattahoochee, then with Alabama runs due west along latitude 31N to the Perdido River, then south along its thalweg to the Gulf via Perdido Bay. Much of the state is at or near sea level.


          


          Climate
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          The climate of Florida is tempered somewhat by its proximity to water. The state has a humid subtropical climate, except for the southern part below Lake Okeechobee, which has a true tropical climate. Cold fronts can occasionally bring high winds and cool to cold temperatures to the entire state during late fall and winter. One such front swept through the peninsula on November 25, 1996, bringing cold temperatures and winds up to 95 miles per hour (150 km/h), knocking out power to thousands and damaging mobile homes. The seasons in Florida are actually determined more by precipitation than by temperature with mild to cool, relatively dry winters and autumns (the dry season) and hot, wet springs and summers (the wet season). The Gulf Stream has a moderating effect on the climate, and although much of Florida commonly sees a high summer temperature over 90 degrees Fahrenheit (32 C), the mercury seldom exceeds 100 degrees Fahrenheit (38 C). The hottest temperature ever recorded in the state was 109 F (43 C), set on June 29, 1931 in Monticello. The coldest was  2 F (19 C), on February 13, 1899, just 25 miles (40 km) away, in Tallahassee. Mean high temperatures for late July are primarily in the low 90s Fahrenheit (32  35 C). Mean low temperatures for late January range from the low 40s Fahrenheit (4  7 C) in northern Florida to the mid-50s (13 C) in southern Florida.
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          The Florida Keys, surrounded by water, have a tropical climate with lesser variability in temperatures. At Key West, temperatures rarely exceed 90F (32C) in the summer or fall below 60F (16C) in the winter, and frost has never been reported in the Keys.


          Florida's nickname is the "Sunshine State", but severe weather is a common occurrence in the state. Central Florida is known as the lightning capital of the United States, as it experiences more lightning strikes than anywhere else in the country. Florida has the highest average precipitation of any state, in large part because afternoon thunderstorms are common in most of the state from late spring until early autumn. A fair day may be interrupted with a storm, only to return to sunshine. These thunderstorms, caused by collisions between airflow from the Gulf of Mexico and airflow from the Atlantic Ocean, pop up in the early afternoon and can bring heavy downpours, high winds, and sometimes tornadoes. Florida leads the United States in tornadoes per square mile (when including waterspouts) but these tornadoes do not typically reach the intensity of those in the Midwest and Great Plains. Hail often accompanies the most severe thunderstorms.


          Snow in Florida is a rare occurrence. During the Great Blizzard of 1899, Florida experienced blizzard conditions; the Tampa Bay area had "gulf-effect" snow, similar to lake-effect snow. The Great Blizzard of 1899 is the only time the temperature in the state is known to have fallen below 0 degrees Fahrenheit (18 C). The most widespread snowfall in Florida history happened on 19 January 1977, when snow fell over much of the state, as far south as Homestead. Snow flurries fell on Miami Beach for the only time in recorded history. A hard freeze in 2003 brought "ocean-effect" snow flurries to the Atlantic coast as far south as Cape Canaveral.


          The 1993 Superstorm brought blizzard conditions to the panhandle, while heavy rain and tornadoes beset the peninsula. The storm is believed to have been similar in composition to a hurricane, and even brought storm surges of six feet or more to regions of the Gulf coast.


          Although some storms have formed out of season, tropical cyclones pose a severe threat during hurricane season, which lasts from June 1 to November 30. Florida is the most hurricane-prone US state, with subtropical or tropical water on three sides and a lengthy coastline. It is rare for a hurricane season to pass without any impact in the state by at least a tropical storm. August to October is the most likely period for a hurricane in Florida.
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          In 2004, Florida was hit by a record four hurricanes. Hurricanes Charley ( August 13), Frances ( September 4  5), Ivan ( September 16), and Jeanne ( September 25  26) cumulatively cost the state's economy US$42 billion. In 2005, Hurricane Dennis ( July 10) became the fifth storm to strike Florida within eleven months. Later, Hurricane Katrina ( August 25) passed through South Florida and Hurricane Rita ( September 20) swept through the Florida Keys. Hurricane Wilma made landfall in Florida in the early morning of October 24 as a Category 3 hurricane, with the storm's eye hitting near Cape Romano, just south of Marco Island, according to the National Hurricane Centre.


          Florida was the site of the second costliest weather disaster in U.S. history, Hurricane Andrew, which caused more than US$25 billion in damage when it struck on August 24, 1992. In a long list of other infamous hurricane strikes are the 1926 Great Miami Hurricane, the 1928 Okeechobee Hurricane, the Labor Day Hurricane of 1935, Hurricane Donna in 1960, and Hurricane Opal in 1995. Recent research suggests the storms are part of a natural cycle and not a result of Global Warming.


          
            
              	Monthly Normal High and Low Temperatures For Various Florida Cities
            


            
              	City

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec
            


            
              	Jacksonville

              	65/43

              	68/45

              	74/50

              	80/56

              	86/64

              	90/70

              	92/73

              	91/73

              	87/70

              	80/61

              	73/51

              	66/44
            


            
              	Key West

              	75/65

              	76/66

              	79/69

              	82/72

              	85/76

              	88/78

              	89/80

              	90/80

              	88/78

              	85/76

              	80/71

              	76/67
            


            
              	Melbourne

              	72/51

              	73/53

              	77/57

              	81/61

              	85/67

              	88/71

              	90/73

              	90/73

              	88/72

              	83/67

              	78/60

              	73/53
            


            
              	Miami

              	76/60

              	77/61

              	80/64

              	83/68

              	86/72

              	88/75

              	90/77

              	90/77

              	88/76

              	85/72

              	81/67

              	77/62
            


            
              	Pensacola

              	61/43

              	64/46

              	70/51

              	76/58

              	84/66

              	89/72

              	90/74

              	90/74

              	87/70

              	80/60

              	70/50

              	63/45
            


            
              	Tallahassee

              	64/40

              	67/42

              	73/48

              	80/53

              	87/62

              	91/69

              	91/72

              	91/72

              	88/68

              	81/57

              	72/47

              	66/41
            


            
              	Tampa

              	71/51

              	72/52

              	77/57

              	82/62

              	88/68

              	90/73

              	90/75

              	90/75

              	89/73

              	84/66

              	77/58

              	72/52
            

          


          


          Fauna
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          Florida is host to many types of wildlife including:


          
            	Marine Mammals: Bottlenose Dolphin, Pilot Whale, Northern Right Whale, Manatee


            	Reptiles: Alligator, Crocodile, Eastern Diamondback and Pygmy Rattlesnakes, Gopher Tortoise, Green & Leatherback Sea Turtles, Indigo Snake


            	Mammals: Panther, Whitetail Deer, Key Deer, Bobcats, Southern Black Bear, Armadillos


            	Birds: Bald Eagle, Crested Caracara, Snail Kite, Osprey, Pelicans, Sea Gulls, Whooping & Sandhill Cranes, Roseate Spoonbill, Florida Scrub Jay (State endemic), and many more. Note: Florida is a winter home for most species of eastern North American birds.

          


          Since their accidental importation from South America into North America in the 1930s, the Red imported fire ant population has increased its territorial range to include most of the Southern United States, including Florida. They are more aggressive than most native ant species and have a painful sting.


          


          Environmental issues
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          Florida ranks forty-fifth in total energy consumption per capita, despite the heavy reliance on air conditioners and pool pumps. This includes coal, natural gas, petroleum, and retail electricity sales. It is estimated that approximately 4% of energy in the state is generated through renewable resources. Florida's energy production is 6 percent of the nation's total energy output, while total production of pollutants is lower, with figures of 5.6 percent for nitrogen oxide, 5.1 percent for carbon dioxide, and 3.5 percent for sulfur dioxide.


          It is believed that significant energy resources are located off of Florida's western coast in the Gulf of Mexico, but that region has been closed to exploration since 1981. Governor Charlie Crist and both of Florida's U.S. Senators, Bill Nelson and Mel Martinez, oppose offshore drilling and exploration. Former Governor Jeb Bush, who was originally opposed to all drilling, changed his position in 2005 when he supported a bill introduced into the House of Representatives which allowed unrestricted drilling 125miles (201km) or more from the coast. Crist, Martinez and Nelson opposed that bill, but Martinez and Nelson voted for a Senate alternative which prohibited drilling within 125miles (201km) of the Panhandle coast, and 235miles (378km) of the peninsular coast.


          In July 2007, Florida Governor Charlie Crist announced plans to sign executive orders that would impose strict new air-pollution standards in the state, with aims to reduce so called greenhouse gas emissions by 80 percent of 1990 levels by 2050. Crist's orders would set new emissions targets for power companies, automobiles and trucks, and toughen conservation goals for state agencies and require state-owned vehicles to use alternative fuels.


          Red tide has also been an issue on the Southwest coast of Florida. While there has been a great deal of conjecture over the cause of the toxic algae bloom, there is no evidence that it is being caused by pollution or that there has been an increase in the duration or frequency of red tides.


          


          Demographics


          


          Population


          
            
              	Historical populations
            


            
              	Census

              	Pop.

              	

              	%
            


            
              	1830

              	34,730

              	

              	
                
                  
                

              
            


            
              	1840

              	54,477

              	

              	56.9%
            


            
              	1850

              	87,445

              	

              	60.5%
            


            
              	1860

              	140,424

              	

              	60.6%
            


            
              	1870

              	187,748

              	

              	33.7%
            


            
              	1880

              	269,493

              	

              	43.5%
            


            
              	1890

              	391,422

              	

              	45.2%
            


            
              	1900

              	528,542

              	

              	35%
            


            
              	1910

              	752,619

              	

              	42.4%
            


            
              	1920

              	968,470

              	

              	28.7%
            


            
              	1930

              	1,468,211

              	

              	51.6%
            


            
              	1940

              	1,897,414

              	

              	29.2%
            


            
              	1950

              	2,771,305

              	

              	46.1%
            


            
              	1960

              	4,951,560

              	

              	78.7%
            


            
              	1970

              	6,789,443

              	

              	37.1%
            


            
              	1980

              	9,746,324

              	

              	43.6%
            


            
              	1990

              	12,937,926

              	

              	32.7%
            


            
              	2000

              	15,982,378

              	

              	23.5%
            


            
              	Est. 2007

              	18,251,243

              	

              	14.2%
            

          


          Florida has the 4th highest state population in the United States. The centre of population of Florida is located in Polk County, in the town of Lake Wales. As of 2007, Florida's population was 18,251,243. The state grew 321,647, or 1.8% from 2005. Florida grows an average of 26,803 every month, 6700 every week, and 957 daily. Florida is the nation's third-fastest-growing state.


          


          Ancestry Groups


          
            
              	Demographics of Florida (csv)
            


            
              	By race

              	White

              	Black

              	AIAN*

              	Asian

              	NHPI*
            


            
              	2000 (total population)

              	82.45%

              	15.66%

              	0.75%

              	2.11%

              	0.16%
            


            
              	2000 (Hispanic only)

              	15.94%

              	0.74%

              	0.14%

              	0.09%

              	0.03%
            


            
              	2005 (total population)

              	81.47%

              	16.31%

              	0.84%

              	2.52%

              	0.18%
            


            
              	2005 (Hispanic only)

              	18.48%

              	0.87%

              	0.21%

              	0.11%

              	0.04%
            


            
              	Growth 200005 (total population)

              	9.99%

              	15.93%

              	23.95%

              	33.09%

              	29.08%
            


            
              	Growth 200005 (non-Hispanic only)

              	5.43%

              	15.23%

              	15.67%

              	32.55%

              	24.49%
            


            
              	Growth 200005 (Hispanic only)

              	28.99%

              	29.93%

              	58.98%

              	45.89%

              	45.66%
            


            
              	* AIAN is American Indian or Alaskan Native; NHPI is Native Hawaiian or Pacific Islander
            

          


          


          Racial and ancestral makeup


          According to the 2006 ACS Estimates, Florida's population is:


          
            	76.1% White American - includes 15% White Hispanic,


            	15.4% African American


            	0.3% American Indian and Alaska Native


            	2.2% Asian American


            	0.1% Native Hawaiian and Other Pacific Islander


            	4.3% Some other race


            	1.8% Two or more races


            	20.1% Hispanic or Latino (of any race)

          


          The largest reported ancestries in the 2000 Census were German (11.8%), Irish (10.3%), English (9.2%), American (8%), Italian (6.3%), French (2.8%), Polish (2.7%) and Scottish (1.8%).
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          Before the American Civil War, when slavery was legal, and during the Reconstruction era that followed, African Americans made up nearly half of the state's population. Their proportion declined over the next century, as many moved north in the Great Migration while large numbers of northern whites moved to the state. Recently, the state's proportion of black residents has begun to grow again. Today, large concentrations of black residents can be found in northern Florida (notably in Jacksonville, Gainesville and Pensacola), the Tampa Bay area, the Orlando area (especially in the city of Orlando and Sanford), and South Florida (where their numbers have been bolstered by significant immigration from Haiti and Jamaica).


          Florida's Hispanic population includes large communities of Cuban Americans in Miami and Tampa, Puerto Ricans in Tampa and Orlando, and Central American migrant workers in inland West-Central and South Florida. The Hispanic community continues to grow more affluent and mobile: between the years of 2000 and 2004, Lee County in Southwest Florida, which is largely suburban in character, had the fastest Hispanic population growth rate of any county in the United States.


          Whites of all ethnicities are present in all areas of the state. Those of British and Irish ancestry are present in large numbers in all the urban/suburban areas across the state. There is a large German population in Southwest Florida, a large Greek population in the Tarpon Springs area, a sizable and historic Italian community in the Miami area, and white Floridians of longer-present generations in the culturally southern areas of inland and northern Florida. Native white Floridians, especially those who have descended from long-time Florida families, affectionately refer to themselves as " Florida crackers." Like all the other southern states, they descend mainly from Scots-Irish as well as some other British settlers.


          


          Metropolitan areas
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          Florida has twenty Metropolitan Statistical Areas (MSAs) defined by the United States Office of Management and Budget (OMB). Thirty-nine of Florida's sixty-seven counties are in an MSA. Reflecting the distribution of population in Florida, Metropolitan areas in the state are concentrated around the coast of the peninsula. They form a continuous band on the east coast of Florida, stretching from the Jacksonville MSA to the Miami-Fort Lauderdale-Pompano Beach MSA, including every county on the east coast, with the exceptions of Monroe County. There is also a continuous band of MSAs on the west coast of the peninsula from the Tampa-St. Petersburg-Clearwater MSA to the Naples-Marco Island MSA, including all of the coastal counties from Hernando County to Collier County. The interior of the northern half of the peninsula also has several MSAs, connecting the east and west coast MSAs. A few MSAs are scattered across the Florida panhandle. The largest metropolitan area in the state as well as the entire southeastern United States is the Miami-Fort Lauderdale-Pompano Beach Metropolitan Statistical Area, with over five million people.



          


          Largest cities and towns


          
            [image: Miami]

            
              Miami
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              Orlando
            

          


          
            [image: Fort Lauderdale]

            
              Fort Lauderdale
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              Tampa
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              West Palm Beach
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              St. Petersburg
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              Jacksonville
            

          


          
            
              	
                City Population > 700,000


                
                  	Jacksonville 794,555

                


                City Population > 400,000


                
                  	Miami 409,719

                


                City Population > 300,000


                
                  	Tampa 332,888

                


                City Population > 200,000


                
                  	St. Petersburg 248,098


                  	Hialeah 224,522


                  	Orlando 220,186

                


                City Population > 150,000


                
                  	Fort Lauderdale 185,804


                  	Cape Coral 151,389


                  	Pembroke Pines 150,064

                

              

              	
                City Population > 100,000


                
                  	Tallahassee 159,012


                  	Hollywood 145,879


                  	Port Saint Lucie 144,159


                  	Coral Springs 129,805


                  	Clearwater 108,787


                  	Gainesville 108,143


                  	West Palm Beach 107,617


                  	Miramar 106,590


                  	Miami Gardens 106,566


                  	Pompano Beach 104,355

                

              

              	
            

          


          



          


          Languages


          As of 2000, 76.91 percent of Florida residents age 5 and older spoke only English at home as a first language, while 16.46 percent spoke Spanish, and French-based creole languages (predominantly Haitian Creole) was spoken by 1.38 percent of the population. French was spoken by 0.83 percent, followed by German at 0.59 percent, and Italian at 0.44 percent of all residents. Florida's climate makes it a popular state for immigrants. Florida's public education system identifies over 200 first languages other than English spoken in the homes of students. In 1990, the League of United Latin American Citizens (LULAC) won a class action lawsuit against the state Department of Education that required educators to be trained in teaching English for Speakers of Other Languages (ESOL).


          Article II, Section 9, of the Florida Constitution provides that "English is the official language of the State of Florida." This provision was adopted in 1988 by a vote following an Initiative Petition.


          


          Religion


          Florida is mostly Protestant, but Roman Catholicism is the single largest denomination in the state. There is also a sizable Jewish community, located mainly in South Florida; no other Southern state has such a large Jewish population. Florida's current religious affiliations are shown in the table below:


          
            	Roman Catholic, 26%


            	Protestant, 40%

              
                	Baptist, 9%


                	Methodist, 6%


                	Pentecostal, 3%

              

            


            	Jewish, 3%


            	other religions, 3%


            	non-religious, 16%

          


          


          Government
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              Presidential elections results
            

            
              	Year

              	Republican

              	Democratic
            


            
              	2004

              	52.10% 3,964,522

              	47.09% 3,583,544
            


            
              	2000

              	48.85% 2,912,790

              	48.84% 2,912,253
            


            
              	1996

              	42.32% 2,244,536

              	48.02% 2,546,870
            


            
              	1992

              	40.89% 2,173,310

              	39.00% 2,072,698
            


            
              	1988

              	60.87% 2,618,885

              	38.51% 1,656,701
            


            
              	1984

              	65.32% 2,730,350

              	34.66% 1,448,816
            


            
              	1980

              	55.52% 2,046,951

              	38.50% 1,419,475
            


            
              	1976

              	46.64% 1,469,531

              	51.93% 1,636,000
            


            
              	1972

              	71.91% 1,857,759

              	27.80% 718,117
            


            
              	1968

              	40.53% 886,804

              	30.93% 676,794
            


            
              	1964

              	48.85% 905,941

              	51.15% 948,540
            


            
              	1960

              	51.51% 795,476

              	48.49% 748,700
            

          


          The basic structure, duties, function, and operations of the government of the State of Florida are defined and established by the Florida Constitution, which establishes the basic law of the state and guarantees various rights and freedoms of the people. The state government consists of three separate branches: judicial, executive, and legislative. The legislature enacts bills, which, if signed by the governor, become Florida Statutes.


          The Florida Legislature comprises the Florida Senate, which has 40 members, and the Florida House of Representatives, which has 120 members. The current Governor of Florida is Republican Charlie Crist. The Florida Supreme Court consists of a Chief Justice and six Justices.


          There are 67 Counties in Florida, but some reports show only 66 because of Duval County, which is consolidated with the City of Jacksonville. There are 379 cities in Florida that report regularly to the Florida Department of Revenue, but there are other incorporated municipalities that do not. The primary source of revenue for the State government is sales tax, but the primary revenue source for cities and counties is property tax.


          


          Politics


          After Reconstruction, white-elite Democrats wrestled for power until they regained it in 1877, partly through violent paramilitary tactics targeting freedmen and allies to reduce their voting. From 1885 to 1889, the state legislature passed statutes with provisions to reduce voting by blacks and poor whites, which had threatened white Democratic power with a populist coalition. As these groups were stripped from voter rolls, white Democrats established power in a one-party state, as happened across the South. In 1900 African Americans comprised 44% of the state's population, the same proportion as before the Civil War, but they were effectively disfranchised. From 1877 to 1948, Florida voted for the Democratic candidate for president in every election except for the 1928 election.


          In response to segregation, disfranchisement and agricultural depression, many African Americans migrated from Florida to northern cities in the Great Migration, in waves from 1910-1940, and again starting in the later 1940s. They moved for jobs, better education for their children and the chance to vote and participate in society. Given migration of other groups into Florida (as noted in other sections of this article), by 1960 the proportion of African Americans in the state had declined to 18%.


          From 1952 through 2004, despite having a majority of registered Democrats, the state voted for the Republican presidential candidate in every election except for the 1964, 1976, and 1996 elections. The first post-reconstruction Republican congressional representative was elected in 1954. The state's first post-reconstruction Republican senator was elected in 1968, two years after the first post-reconstruction Republican governor.


          In 1998, Democrats were described as most dominant in areas of the state with high percentages of racial minorities, as well as transplanted white liberals coming primarily from the Northeastern United States. The South Florida metropolitan area was a good example of this as it had a particularly high level of both racial minorities and white liberals. Because of this, the area has been one of the most Democratic areas of the state. The Daytona metropolitan area has been, to a lesser extent, somewhat similar to South Florida demographically and the city of Orlando had a large Hispanic population, which often favored Democrats. Republicans remain dominant through out much of the rest of Florida particularly in the more rural and suburban areas.


          The fast growing I-4 corridor area, which runs through Central Florida and connects the cities of Daytona Beach, Orlando, and Tampa/ St. Petersburg, had a fairly similar number of both Republican and Democratic voters. The area is often seen as a merging point of the conservative northern portion of the state and the liberal southern portion making it the biggest swing area in the state. In recent times, whichever way the I-4 corridor area, containing 40% of Florida voters, votes has often determined who will win the state of Florida in presidential elections.


          The Democratic Party has maintained an edge in voter registration, both statewide and in 40 of the 67 counties, including Miami-Dade County, Broward County, and Palm Beach County, the state's three most populous counties. Despite the Democratic advantage in registration, as of 2008, Republicans controlled the governorship and most other statewide elective offices; both houses of the state legislature; and 16 of the state's 25 seats in the House of Representatives. Florida is consistently listed as a swing state in Presidential elections. In the closely contested 2000 election the state played a pivotal role.


          In 2008, delegates of both the Republican Florida primary election and Democratic Florida primary election were stripped of half of their votes when the conventions meet in August due to violation of both parties' national rules.


          


          Economy
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          The Gross Domestic Product (GDP) of Florida in 2006 was $713.5 billion. Its GDP is the fourth largest economy in the United States. Personal income was $36,665 per capita, ranking 20th in the nation. Tourism makes up the largest sector of the state economy. Warm weather and hundreds of miles of beaches attract about 60 million visitors to the state every year. Amusement parks, especially in the Orlando area, make up a significant portion of tourism. The Walt Disney World Resort is the largest vacation resort in the world, consisting of four theme parks and more than 20 hotels in Lake Buena Vista, Florida; it, and Universal Orlando Resort, Busch Gardens, SeaWorld, and other major parks drive state tourism. Many beach towns are also popular tourist destinations, particularly in the winter months.


          The second largest industry is agriculture. Citrus fruit, especially oranges, are a major part of the economy, and Florida produces the majority of citrus fruit grown in the U.S. in 2006 67 percent of all citrus, 74 percent of oranges, 58 percent of tangerines, and 54 percent of grapefruit. About 95 percent of commercial orange production in the state is destined for processing (mostly as orange juice, the official state beverage). Citrus canker continues to be an issue of concern. Other products include sugarcane and celery. The Everglades Agricultural Area is a major centre for agriculture. The environmental impact of agriculture  especially water pollution is a major issue in Florida today.
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          Phosphate mining, concentrated in the Bone Valley, is the state's third-largest industry. The state produces about 75 percent of the phosphate required by farmers in the United States and 25 percent of the world supply, with about 95 percent used for agriculture (90 percent for fertilizer and 5 percent for livestock feed supplements) and 5 percent used for other products.


          Since the arrival of the NASA Merritt Island launch sites on Cape Canaveral (most notably Kennedy Space Centre) in 1962, Florida has developed a sizable aerospace industry.


          In addition, the state has seen a recent boom in medical and bio-tech industries throughout its major metropolitan areas. Orlando was recently chosen as the official site for the new headquarters of the Burnham Institute, a major bio-tech and medical research company.


          The state was one of the few states to not have a state minimum wage law until 2004, when voters passed a constitutional amendment establishing a state minimum wage and (unique among minimum wage laws) mandating that it be adjusted for inflation every six months. Currently, the minimum wage in the state of Florida is $6.79 as of January 1, 2008.


          Historically, Florida's economy was based upon cattle farming and agriculture (especially sugarcane, citrus, tomatoes, and strawberries). In the early 1900, land speculators discovered Florida, and businessmen such as Henry Plant and Henry Flagler developed railroad systems, which led people to move in, drawn by the weather and local economies. From then on, tourism boomed, fueling a cycle of development that overwhelmed a great deal of farmland.


          In 2004 and 2005, key industries along the west coast  commercial fishing and water-based tourist activities (sports fishing and diving)  were threatened by outbreaks of red tide, a discoloration of seawater caused by an efflorescence of toxin-producing dinoflagellates.


          Florida is one of the nine states that do not impose a personal income tax ( list of others). The state had imposed a tax on "intangible personal property" (stocks, bonds, mutual funds, money market funds, etc.), but this tax was abolished after 2006. The state sales tax rate is 6%. Local governments may levy an additional local option sales tax of up to 1.5%. A locale's use tax rate is the same as its sales tax rate, including local options, if any. Use taxes are payable for purchases made out of state and brought into Florida within six months of the purchase date. Documentary stamps are required on deed transfers and mortgages. Other taxes include corporate income, communication services, unemployment, solid waste, insurance premium, pollutants, and various fuel taxes.



          


          Education
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          Florida's public primary and secondary schools are administered by the Florida Department of Education.


          


          State University System of Florida


          The State University System of Florida manages and funds Florida's eleven public universities:


          
            
              	
                
                  	Florida A&M University


                  	Florida Atlantic University


                  	Florida Gulf Coast University


                  	Florida International University


                  	Florida State University


                  	New College of Florida

                

              

              	
                
                  	University of Central Florida


                  	University of North Florida


                  	University of Florida


                  	University of South Florida


                  	University of West Florida

                

              
            

          


          


          Community College System of Florida


          The Florida Community Colleges System manages and funds Florida's 28 community colleges.


          
            
              	
                
                  	Brevard Community College


                  	Broward College


                  	Central Florida Community College


                  	Chipola College


                  	Daytona State College


                  	Edison College


                  	Florida Community College at Jacksonville


                  	Florida Keys Community College


                  	Gulf Coast Community College


                  	Hillsborough Community College


                  	Indian River State College


                  	Lake City Community College


                  	Lake-Sumter Community College


                  	Nothwest Florida State College

                

              

              	
                
                  	Manatee Community College


                  	Miami Dade College


                  	North Florida Community College


                  	Palm Beach Community College


                  	Pasco-Hernando Community College


                  	Pensacola Junior College


                  	Polk Community College


                  	St. Johns River Community College


                  	St. Petersburg College


                  	Santa Fe College


                  	Seminole Community College


                  	South Florida Community College


                  	Tallahassee Community College


                  	Valencia Community College

                

              
            

          


          


          Private Universities in Florida


          The Independent Colleges and Universities of Florida is an association of 28 private, educational institutions in the state of Florida.


          Florida has many large and small private institutions. The "Independent Colleges and Universities of Florida", serves the interests of the private universities in Florida. This Association reported that their member institutions served over 121,000 students in the fall of 2006.


          


          Transportation
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          Highways
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          Florida's interstates, state highways and U.S. Highways are maintained by the Florida Department of Transportation.


          Florida's interstate highway system contains 1,473 miles (2,371km) of highway, and there are 9,934 miles (15,987km) of non-interstate highway in the state, such as Florida state highways and U.S. Highways.


          Florida's primary interstate routes include:


          
            	[image: ] I-95, which enters the state near Jacksonville and continues along the Atlantic Coast through Daytona Beach Melbourne/Titusville, Palm Bay, Vero Beach, Fort Pierce, Port Saint Lucie, Stuart, West Palm Beach, and Fort Lauderdale before terminating in Downtown Miami, with junctions with I-10 in Jacksonville and I-4 in Daytona Beach.

          


          Prior to the construction of routes under the Federal Aid Highway Act of 1956, Florida began construction of a long cross-state toll road, Florida's Turnpike. The first section, from Fort Pierce south to the Golden Glades Interchange was completed in 1957. After a second section north through Orlando to Wildwood (near present-day The Villages), and a southward extension around Miami to Homestead, it was finished in 1974.


          North-south state highways are all odd numbered, two-digit, with low numbers on the east coast and higher numbers on its west coast and in the panhandle. East-west state highways have three digits. They are low numbered in the north, high numbered in the south. County roads often follow this same system.


          


          Intercity rail


          Florida is served by Amtrak: Sanford, in Greater Orlando, is the southern terminus of the Amtrak Auto Train, which originates at Lorton, Virginia, south of Washington, DC. Orlando is also the eastern terminus of the Sunset Limited, which travels across the southern United States via New Orleans, Houston, and San Antonio to its western terminus of Los Angeles. Florida is served by two additional Amtrak trains (the Silver Star and the Silver Meteor), which operate between New York City and Miami.


          


          Airports
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          Major international airports in Florida which processed more than 15 million passengers each in 2006 are Orlando International Airport (34,128,048), Miami International Airport (32,533,974), Fort Lauderdale-Hollywood International Airport(21,369,577) and Tampa International Airport (18,867,541).


          Secondary airports, with annual passenger traffic exceeding 5 million each in 2006, include Southwest Florida International Airport (Fort Myers) (7,643,217), Palm Beach International Airport (West Palm Beach) (7,014,237), and Jacksonville International Airport (5,946,188).


          Regional Airports which processed over one million passengers each in 2006 are Pensacola (1,620,198) and Sarasota-Bradenton (1,423,113). Sanford, which is primarily served by international charter airlines processed 1,649,565 passengers in 2006.


          


          Sports
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          Although Florida is the traditional home to Major League Baseball's spring training, and nearly 2/3 of all MLB teams still have a spring training presence in the state, Florida did not have a permanent major-league-level professional sports team until the American Football League added the Miami Dolphins in 1966. The state now has three NFL teams, two MLB teams, two NBA teams, and two NHL teams. With two of its most historically-important teams, Florida is one of the most important markets for the Arena Football League. Golf, tennis and auto racing are also popular. Florida also hosts a variety of minor league baseball, football, basketball, ice hockey, soccer and indoor football teams.


          
            
              	Club

              	Sport

              	League

              	Venue
            


            
              	Jacksonville Jaguars

              	Football

              	National Football League

              	Jacksonville Municipal Stadium
            


            
              	Miami Dolphins

              	Football

              	National Football League

              	Dolphin Stadium
            


            
              	Tampa Bay Buccaneers

              	Football

              	National Football League

              	Raymond James Stadium
            


            
              	Miami Heat

              	Basketball

              	National Basketball Association

              	American Airlines Arena
            


            
              	Orlando Magic

              	Basketball

              	National Basketball Association

              	Amway Arena
            


            
              	Florida Panthers

              	Ice hockey

              	National Hockey League

              	BankAtlantic Centre
            


            
              	Tampa Bay Lightning

              	Ice hockey

              	National Hockey League

              	St. Pete Times Forum
            


            
              	Florida Marlins

              	Baseball

              	Major League Baseball

              	Dolphin Stadium
            


            
              	Tampa Bay Rays

              	Baseball

              	Major League Baseball

              	Tropicana Field
            


            
              	Orlando Predators

              	Arena football

              	Arena Football League

              	Amway Arena
            


            
              	Tampa Bay Storm

              	Arena football

              	Arena Football League

              	St. Pete Times Forum
            

          


          


          Spring training


          Florida is the traditional home for Major League Baseball spring training, with teams informally organized into the " Grapefruit League." As of 2004, Florida hosts the following major league teams for spring training:


          
            
              	Club

              	Location
            


            
              	Atlanta Braves

              	Walt Disney World
            


            
              	Baltimore Orioles

              	Fort Lauderdale
            


            
              	Boston Red Sox

              	Fort Myers
            


            
              	Cincinnati Reds

              	Sarasota
            


            
              	Cleveland Indians

              	Winter Haven
            


            
              	Detroit Tigers

              	Lakeland
            


            
              	Florida Marlins

              	Jupiter
            


            
              	Houston Astros

              	Kissimmee
            


            
              	Minnesota Twins

              	Fort Myers
            


            
              	New York Mets

              	Port St. Lucie
            


            
              	New York Yankees

              	Tampa
            


            
              	Philadelphia Phillies

              	Clearwater
            


            
              	Pittsburgh Pirates

              	Bradenton
            


            
              	Saint Louis Cardinals

              	Jupiter
            


            
              	Tampa Bay Rays

              	St. Petersburg
            


            
              	Toronto Blue Jays

              	Dunedin
            


            
              	Washington Nationals

              	Viera
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          Auto-racing tracks


          
            	Daytona International Speedway


            	Homestead-Miami Speedway


            	Sebring International Raceway


            	Streets of St. Petersburg


            	Walt Disney World Speedway

          


          


          Sister states
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        Floris and Blancheflour


        
          

          Floris and Blancheflour is the name of a popular romantic story that was told in the Middle Ages in many different vernacular languages and versions. It first appears in Europe around 1160 in "aristocratic" French. Roughly between the period 1200 and 1350 it was one of the most popular of all the romantic plots.


          


          The story of Floris and Blancheflour


          The following synopsis is from the original Old French "aristocratic" version (Floire et Blancheflor) of the late 12th century.


          The Middle English version of the poem derives from an Old French "aristocratic" version but differs somewhat in details. The opening section concerning how the two are born is missing from the English versions. Originally it dates to around 1250 and was called Floris and Blanchefleur.


          


          Aristocratic French version


          Fenix, King of Al-Andalus ( Muslim Spain), on one of his ventures into Galicia in northwestern Spain attacks a band of Christian pilgrims en route on the Way of St James to the famous medieval pilgrimage shrine of Santiago de Compostela. Among the pilgrims are a French knight and his recently-widowed daughter, who has chosen to dedicate the rest of her life to the sanctuary. The knight is killed, and his daughter is taken prisoner to Naples, where she is made lady-in-waiting to Fenix's wife. Both women are pregnant, and the children are born on the same day, Palm Sunday: Floris to the Muslim Queen, and Blanchefleur to her lady-in-waiting.


          Floris ("belonging to the flower") and Blanchefleur ("white flower") are raised together at the court and grow close. King Fenix fears his son may desire to marry the "pagan" girl and decides that she must be killed. However, he cannot bring himself to do the act and instead sends Floris away to school, then sells Blanchefleur to merchants traveling on the way to Cairo (called Babylon in the story), where she is then sold to the emir. Fenix constructs an elaborate tomb for Blanchefleur and tells Floris she has died. Floris's reaction is so severe that Fenix tells him the truth. Distraught but encouraged she is still alive, Floris sets out to find her.


          Floris eventually arrives outside Cairo where he meets the bridge warden named Daire who tells him about the emir's tower of maidens. Each year the emir selects a new bride from his tower and kills his old wife. Rumour has it that Blanchefleur is soon to be his next chosen bride. To gain access to the tower, Daire advises Floris to play chess with the tower watchman, returning all winnings to him until the watchman is forced to return the favour by allowing him entrance to the tower. Floris outplays the watchmen at chess, and according to plan, Floris is smuggled in to the tower in a basket of flowers, but is mistakenly placed in the room of Blanchefleur's friend Claris. Claris arranges a reunion between the two, but they are discovered two weeks later by the emir.


          The emir holds off killing them on the spot until he holds a council of advisers. So impressed are the advisers at the willingness of the young lovers to die for one another that they persuade the emir to spare their lives. Floris is then knighted, he and Blanchefleur are married, and Claris marries the emir (who promises Claris she will be his last and only wife, forever). Soon after, news of Fenix's death reaches Cairo and Floris and Blanchefleur depart for home where they inherit the kingdom, embrace Christianity, and convert the subjects as well.


          


          High Middle English version


          The poem tells of the troubles of the two eponymous lovers. Blancheflour ("white flower") is a Christian princess abducted by Saracens and raised with the pagan prince Flores ("belonging to the flower"). The two fall in love and separate. Blancheflour gives Flores a ring that will reflect her state, so that it will tarnish if she is in danger.


          Blancheflour is in a different caliphate from Flores, and there she is accused falsely and sent as a slave to a Tower of Maidens. The Emir has within his garden a "Tree of Love" that determines a new wife for him every year. Its flower will fall on the destined maiden from the harem, and yet he can also magically manipulate the tree to cast its flower upon a favorite. He has decided to make it fall on Blancheflour, for she is the loveliest virgin in the harem. Flores, knowing that Blancheflour is about to be taken by the Emir for wife, comes to rescue her from her peril. The reunited lovers are found in bed (though they were chastely together) by the Emir the next morning. When he hears their whole tale of chaste love and long promises to one another, he demands proof of her virginity by having her put her hands in a water that will stain if she has been with a man. She is proven pure, he pardons both lovers, and all is well.


          


          Analysis


          The story contains elements of both older heroic sagas and romance. Unlike the usually bloody and martial Romances earlier in the period (e.g. Havelok the Dane), this Romance is, indeed, romantic. The older original "aristocratic" version does not contain knightly combat but the "popular" French version that would come later does contain some elements. The story contains themes of conflict between paganism and Christianity. Additionally, unlike other Romances, each section of the story is dependent strictly upon the previous section, so this poem has a linear plot. The poem also emphasizes the power of romantic love (rather than courtly love or divine favour) over force of arms to preserve life and ensure a good end.


          The Middle English version of the poem derives from an Old French "aristocratic" version (Floire et Blancheflor) of the tale. The story has analogs in Indian literature, particularly the Jatakas of the early fifth century. Many of the details, such as the Tower of Maidens (i.e. harem), eunuch guards, and the odalisques derive from material carried to the west via The Arabian Nights. The tale could be originally French, or possibly of Oriental origins, or a synthesis of motifs.


          Boccaccio tells a version of the same tale in his "Filocolo" in the Decameron. The tale has been a popular subject for later retellings, and it was treated by Swedish poet Oskar Levertin in the romantic ballad " Flores och Blanzeflor" in the collection Legender och visor (Legends and Songs) in 1891.


          


          Vernacular versions


          Not a complete list.


          
            	Old French Floire et Blancheflor, ca. 1160 a "popular" French version appears around 1200.


            	Rhenish Floyris, ca. 1170


            	Konrad Fleck's Middle High German Florie und Blansheflur, ca. 1220


            	Middle Low German Flos unde Blankeflos, after 1300


            	High Middle English Floris and Blancheflour, before 1250


            	Diederic van Assenede's Middle Dutch Floris ende Blancefloer ca. 1260


            	Italian Florio e Biancifiore, after 1300


            	Old Norwegian Flres saga ok Blankiflr, around 1300


            	Greek Florios kai Platziaflora, around 1400
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          A flower, also known as a bloom or blossom, is the reproductive structure found in flowering plants (plants of the division Magnoliophyta, also called angiosperms). The biological function of a flower is to mediate the union of male sperm with female ovum in order to produce seeds. The process begins with pollination, is followed by fertilization, leading to the formation and dispersal of the seeds. For the higher plants, seeds are the next generation, and serve as the primary means by which individuals of a species are dispersed across the landscape. The grouping of flowers on a plant are called the inflorescence.


          In addition to serving as the reproductive organs of flowering plants, flowers have long been admired and used by humans, mainly to beautify their environment but also as a source of food.


          


          Flower specialization and pollination
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          Each flower has a specific design which best encourages the transfer of its pollen. Cleistogamous flowers are self pollinated, after which, they may or may not open. Many Viola and some Salvia species are known to have these types of flowers.


          Entomophilous flowers attract and use insects, bats, birds or other animals to transfer pollen from one flower to the next. Flowers commonly have glands called nectaries on their various parts that attract these animals. Some flowers have patterns, called nectar guides, that show pollinators where to look for nectar. Flowers also attract pollinators by scent and color. Still other flowers use mimicry to attract pollinators. Some species of orchids, for example, produce flowers resembling female bees in colour, shape, and scent. Flowers are also specialized in shape and have an arrangement of the stamens that ensures that pollen grains are transferred to the bodies of the pollinator when it lands in search of its attractant (such as nectar, pollen, or a mate). In pursuing this attractant from many flowers of the same species, the pollinator transfers pollen to the stigmasarranged with equally pointed precisionof all of the flowers it visits.


          Anemophilous flowers use the wind to move pollen from one flower to the next, examples include the grasses, Birch trees, Ragweed and Maples. They have no need to attract pollinators and therefore tend not to be "showy" flowers. Male and female reproductive organs are generally found in separate flowers, the male flowers having a number of long filaments terminating in exposed stamens, and the female flowers having long, feather-like stigmas. Whereas the pollen of entomophilous flowers tends to be large-grained, sticky, and rich in protein (another "reward" for pollinators), anemophilous flower pollen is usually small-grained, very light, and of little nutritional value to insects.


          


          Morphology


          Flowering plants are heterosporangiate, producing two types of reproductive spores. The pollen (male spores) and ovules (female spores) are produced in different organs, but the typical flower is a bisporangiate strobilus in that it contains both organs.


          A flower is regarded as a modified stem with shortened internodes and bearing, at its nodes, structures that may be highly modified leaves. In essence, a flower structure forms on a modified shoot or axis with an apical meristem that does not grow continuously (growth is determinate). Flowers may be attached to the plant in a few ways. If the flower has no stem but forms in the axil of a leaf, it is called sessile. When one flower is produced, the stem holding the flower is called a peduncle. If the peduncle ends with groups of flowers, each stem that holds a flower is called a pedicel. The flowering stem forms a terminal end which is called the torus or receptacle. The parts of a flower are arranged in whorls on the torus. The four main parts or whorls (starting from the base of the flower or lowest node and working upwards) are as follows:
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            	Calyx: the outer whorl of sepals; typically these are green, but are petal-like in some species.


            	Corolla: the whorl of petals, which are usually thin, soft and colored to attract insects that help the process of pollination.


            	Androecium (from Greek andros oikia: man's house): one or two whorls of stamens, each a filament topped by an anther where pollen is produced. Pollen contains the male gametes.


            	Gynoecium (from Greek gynaikos oikia: woman's house): one or more pistils. The female reproductive organ is the carpel: this contains an ovary with ovules (which contain female gametes). A pistil may consist of a number of carpels merged together, in which case there is only one pistil to each flower, or of a single individual carpel (the flower is then called apocarpous). The sticky tip of the pistil, the stigma, is the receptor of pollen. The supportive stalk, the style becomes the pathway for pollen tubes to grow from pollen grains adhering to the stigma, to the ovules, carrying the reproductive material.

          


          Although the floral structure described above is considered the "typical" structural plan, plant species show a wide variety of modifications from this plan. These modifications have significance in the evolution of flowering plants and are used extensively by botanists to establish relationships among plant species. For example, the two subclasses of flowering plants may be distinguished by the number of floral organs in each whorl: dicotyledons typically having 4 or 5 organs (or a multiple of 4 or 5) in each whorl and monocotyledons having three or some multiple of three. The number of carpels in a compound pistil may be only two, or otherwise not related to the above generalization for monocots and dicots.


          In the majority of species individual flowers have both pistils and stamens as described above. These flowers are described by botanists as being perfect, bisexual, or hermaphrodite. However, in some species of plants the flowers are imperfect or unisexual: having only either male (stamens) or female (pistil) parts. In the latter case, if an individual plant is either female or male the species is regarded as dioecious. However, where unisexual male and female flowers appear on the same plant, the species is considered monoecious.


          Additional discussions on floral modifications from the basic plan are presented in the articles on each of the basic parts of the flower. In those species that have more than one flower on an axisso-called composite flowersthe collection of flowers is termed an inflorescence; this term can also refer to the specific arrangements of flowers on a stem. In this regard, care must be exercised in considering what a flower is. In botanical terminology, a single daisy or sunflower for example, is not a flower but a flower headan inflorescence composed of numerous tiny flowers (sometimes called florets). Each of these flowers may be anatomically as described above. Many flowers have a symmetry, if the perianth is bisected through the central axis from any point, symmetrical halves are producedthe flower is called regular or actinomorphic, e.g. rose or trillium. When flowers are bisected and produce only one line that produces symmetrical halves the flower is said to be irregular or zygomorphic. e.g. snapdragon or most orchids.


          


          Floral formula


          A floral formula is a way to represent the structure of a flower using specific letters, numbers, and symbols. Typically, a general formula will be used to represent the flower structure of a plant family rather than a particular species. The following representations are used:


          Ca = calyx (sepal whorl; e.g. Ca5 = 5 sepals)

          Co = corolla (petal whorl; e.g., Co3(x) = petals some multiple of three )

          Z = add if zygomorphic (e.g., CoZ6 = zygomorphic with 6 petals)

          A = androecium (whorl of stamens; e.g., A = many stamens)

          G = gynoecium (carpel or carpels; e.g., G1 = monocarpous)



          x: to represent a "variable number"

          : to represent "many"



          A floral formula would appear something like this:


          
            	Ca5Co5A10 - G1

          


          Several additional symbols are sometimes used (see Key to Floral Formulas).


          


          Pollination


          
            [image: Grains of pollen sticking to this bee will be transferred to the next flower it visits]
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          The primary purpose of a flower is reproduction. Flowers are the reproductive organs and mediate the joining of the sperm contained within pollen to the ovules, normally from one plant to another but many plants also can pollinate their own flowers. The fertilized ovules produce seeds that are the next generation. Sexual reproduction produces genetically unique offspring, allowing for adaptation. Flowers have specific designs which encourages the transfer of pollen from one plant to another of the same species. Many plants are dependent upon external factors to move pollen between flowers, including the wind and animals, especially insects. Even large animals such as birds, bats, and pygmy possums can be employed. The period of time during which this process can take place (the flower is fully expanded and functional) is called anthesis.


          


          Attraction methods
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              Bee orchid evolved to mimic a female bee to attracts male bee pollinators
            

          


          Plants can not move from one location to another, thus many flowers have evolved to attract animals to transfer pollen between individuals in dispersed populations. Flowers that are insect-pollinated are called entomophilous; literally "insect-loving" in Latin. They can be highly modified along with the pollinating insects by co-evolution. Flowers commonly have glands called nectaries on various parts that attract animals looking for nutritious nectar. Birds and bees having colour vision, enabling them to seek out "colorful" flowers. Some flowers have patterns, called nectar guides, that show pollinators where to look for nectar; they may be visible only under ultraviolet light, which is visible to bees and some other insects. Flowers also attract pollinators by scent and some of those scents are pleasant to our sense of smell. Not all flower scents are appealing to humans, a number of flowers are pollinated by insects that are attracted to rotten flesh and have flowers that smell like dead animals, often called Carrion flowers including Rafflesia, the titan arum, and the North American pawpaw (Asimina triloba). Flowers pollinated by night visitors, including bats and moths, are likely to concentrate on scent to attract pollinators and most such flowers are white.


          Still other flowers use mimicry to attract pollinators. Some species of orchids, for example, produce flowers resembling female bees in colour, shape, and scent. Male bees move from one such flower to another in search of a mate.


          


          Pollination mechanism


          The pollination mechanism employed by a plant depends on what method of pollination is utilized.


          Most flowers can be divided between two broad groups of pollination methods:


          Entomophilous: flowers attract and use insects, bats, birds or other animals to transfer pollen from one flower to the next. Often they are specialized in shape and have an arrangement of the stamens that ensures that pollen grains are transferred to the bodies of the pollinator when it lands in search of its attractant (such as nectar, pollen, or a mate). In pursuing this attractant from many flowers of the same species, the pollinator transfers pollen to the stigmasarranged with equally pointed precisionof all of the flowers it visits. Many flower rely on simple proximity between flower parts to ensure pollination. Others, such as the Sarracenia or lady-slipper orchids, have elaborate designs to ensure pollination while preventing self-pollination.
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          Anemophilous: flowers use the wind to move pollen from one flower to the next, examples include the grasses, Birch trees, Ragweed and Maples. They have no need to attract pollinators and therefore tend not to be "showy" flowers. Whereas the pollen of entomophilous flowers tends to be large-grained, sticky, and rich in protein (another "reward" for pollinators), anemophilous flower pollen is usually small-grained, very light, and of little nutritional value to insects, though it may still be gathered in times of dearth. Honeybees and bumblebees actively gather anemophilous corn (maize) pollen, though it is of little value to them.


          Some flowers are self pollinated and use flowers that never open or are self pollinated before the flowers open, these flowers are called cleistogamous. Many Viola species and some Salvia have these types of flowers.


          


          Flower-pollinator relationships


          Many flowers have close relationships with one or a few specific pollinating organisms. Many flowers, for example, attract only one specific species of insect, and therefore rely on that insect for successful reproduction. This close relationship is often given as an example of coevolution, as the flower and pollinator are thought to have developed together over a long period of time to match each other's needs.


          This close relationship compounds the negative effects of extinction. The extinction of either member in such a relationship would mean almost certain extinction of the other member as well. Some endangered plant species are so because of shrinking pollinator populations.


          


          Fertilization and dispersal
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          Some flowers with both stamens and a pistil are capable of self-fertilization, which does increase the chance of producing seeds but limits genetic variation. The extreme case of self-fertilization occurs in flowers that always self-fertilize, such as many dandelions. Conversely, many species of plants have ways of preventing self-fertilization. Unisexual male and female flowers on the same plant may not appear or mature at the same time, or pollen from the same plant may be incapable of fertilizing its ovules. The latter flower types, which have chemical barriers to their own pollen, are referred to as self-sterile or self-incompatible (see also: Plant sexuality).


          


          Evolution
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          While land plants have existed for about 425 million years, the first ones reproduced by a simple adaptation of their aquatic counterparts: spores. In the sea, plants -- and some animals -- can simply scatter out genetic clones of themselves to float away and grow elsewhere. This is how early plants, such as the modern fern, are thought to have reproduced. But plants soon evolved methods of protecting these copies to deal with drying out and other abuse which is even more likely on land than in the sea. The protection became the seed, though it had not yet evolved the flower. Early seed-bearing plants include the ginkgo and conifers. The earliest fossil of a flowering plant, Archaefructus liaoningensis, is dated about 125 million years old. Several groups of extinct gymnosperms, particularly seed ferns, have been proposed as the ancestors of flowering plants but there is no continuous fossil evidence showing exactly how flowers evolved. The apparently sudden appearance of relatively modern flowers in the fossil record posed such a problem for the theory of evolution that it was called an "abominable mystery" by Charles Darwin. Recently discovered angiosperm fossils such as Archaefructus, along with further discoveries of fossil gymnosperms, suggest how angiosperm characteristics may have been acquired in a series of steps.


          Recent DNA analysis ( molecular systematics) show that Amborella trichopoda, found on the Pacific island of New Caledonia, is the sister group to the rest of the flowering plants, and morphological studies suggest that it has features which may have been characteristic of the earliest flowering plants.
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          The general assumption is that the function of flowers, from the start, was to involve other animals in the reproduction process. Pollen can be scattered without bright colors and obvious shapes, which would therefore be a liability, using the plant's resources, unless they provide some other benefit. One proposed reason for the sudden, fully developed appearance of flowers is that they evolved in an isolated setting like an island, or chain of islands, where the plants bearing them were able to develop a highly specialized relationship with some specific animal (a wasp, for example), the way many island species develop today. This symbiotic relationship, with a hypothetical wasp bearing pollen from one plant to another much the way fig wasps do today, could have eventually resulted in both the plant(s) and their partners developing a high degree of specialization. Island genetics is believed to be a common source of speciation, especially when it comes to radical adaptations which seem to have required inferior transitional forms. Note that the wasp example is not incidental; bees, apparently evolved specifically for symbiotic plant relationships, are descended from wasps.


          Likewise, most fruit used in plant reproduction comes from the enlargement of parts of the flower. This fruit is frequently a tool which depends upon animals wishing to eat it, and thus scattering the seeds it contains.


          While many such symbiotic relationships remain too fragile to survive competition with mainland animals and spread, flowers proved to be an unusually effective means of production, spreading (whatever their actual origin) to become the dominant form of land plant life.


          While there is only hard proof of such flowers existing about 130 million years ago, there is some circumstantial evidence that they did exist up to 250 million years ago. A chemical used by plants to defend their flowers, oleanane, has been detected in fossil plants that old, including gigantopterids, which evolved at that time and bear many of the traits of modern, flowering plants, though they are not known to be flowering plants themselves, because only their stems and prickles have been found preserved in detail; one of the earliest examples of petrification.


          The similarity in leaf and stem structure can be very important, because flowers are genetically just an adaptation of normal leaf and stem components on plants, a combination of genes normally responsible for forming new shoots. The most primitive flowers are thought to have had a variable number of flower parts, often separate from (but in contact with) each other. The flowers would have tended to grow in a spiral pattern, to be bisexual (in plants, this means both male and female parts on the same flower), and to be dominated by the ovary (female part). As flowers grew more advanced, some variations developed parts fused together, with a much more specific number and design, and with either specific sexes per flower or plant, or at least "ovary inferior".


          Flower evolution continues to the present day; modern flowers have been so profoundly influenced by humans that many of them cannot be pollinated in nature. Many modern, domesticated flowers used to be simple weeds, which only sprouted when the ground was disturbed. Some of them tended to grow with human crops, and the prettiest did not get plucked because of their beauty, developing a dependence upon and special adaptation to human affection.


          


          Development
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          The molecular control of floral organ identity determination is fairly well understood. In a simple model, three gene activities interact in a combinatorial manner to determine the developmental identities of the organ primordia within the floral meristem. These gene functions are called A, B and C-gene functions. In the first floral whorl only A-genes are expressed, leading to the formation of sepals. In the second whorl both A- and B-genes are expressed, leading to the formation of petals. In the third whorl, B and C genes interact to form stamens and in the centre of the flower C-genes alone give rise to carpels. The model is based upon studies of homeotic mutants in Arabidopsis thaliana and snapdragon, Antirrhinum majus. For example, when there is a loss of B-gene function, mutant flowers are produced with sepals in the first whorl as usual, but also in the second whorl instead of the normal petal formation. In the third whorl the lack of B function but presence of C-function mimics the fourth whorl, leading to the formation of carpels also in the third whorl. See also The ABC Model of Flower Development.


          Most genes central in this model belong to the MADS-box genes and are transcription factors that regulate the expression of the genes specific for each floral organ.


          


          Flowering transition


          The transition to flowering is one of the major phase changes that a plant makes during its life cycle. The transition must take place at a time that will ensure maximal reproductive success. To meet these needs a plant is able to interpret important endogenous and environmental cues such as changes in levels of plant hormones and seasonable temperature and photoperiod changes. Many perennial and most biennial plants require vernalization to flower. The molecular interpretation of these signals through genes such as CONSTANS and FLC ensures that flowering occurs at a time that is favorable for fertilization and the formation of seeds. Flower formation is initiated at the ends of stems, and involves a number of different physiological and morphological changes. The first step is the transformation of the vegetative stem primordia into floral primordia. This occurs as biochemical changes take place to change cellular differentiation of leaf, bud and stem tissues into tissue that will grow into the reproductive organs. Growth of the central part of the stem tip stops or flattens out and the sides develop protuberances in a whorled or spiral fashion around the outside of the stem end. These protuberances develop into the sepals, petals, stamens, and carpels. Once this process begins, in most plants, it cannot be reversed and the stems develop flowers, even if the initial start of the flower formation event was dependent of some environmental cue. Once the process begins, even if that cue is removed the stem will continue to develop a flower.


          


          Symbolism
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          Many flowers have important symbolic meanings in Western culture. The practice of assigning meanings to flowers is known as floriography. Some of the more common examples include:


          
            	Red roses are given as a symbol of love, beauty, and passion.


            	Poppies are a symbol of consolation in time of death. In the UK, New Zealand, Australia and Canada, red poppies are worn to commemorate soldiers who have died in times of war.


            	Irises/ Lily are used in burials as a symbol referring to "resurrection/life". It is also associated with stars (sun) and its petals blooming/shining.


            	Daisies are a symbol of innocence.

          


          Flowers within art are also representative of the female genitalia, as seen in the works of artists such as Georgia O'Keefe, Imogen Cunningham, Veronica Ruiz de Velasco, and Judy Chicago, and in fact in Asian and western classical art. Many cultures around the world have a marked tendency to associate flowers with femininity.


          The great variety of delicate and beautiful flowers has inspired the works of numerous poets, especially from the 18th-19th century Romantic era. Famous examples include William Wordsworth's I Wandered Lonely as a Cloud and William Blake's Ah! Sun-Flower.


          Because of their varied and colorful appearance, flowers have long been a favorite subject of visual artists as well. Some of the most celebrated paintings from well-known painters are of flowers, such as Van Gogh's sunflowers series or Monet's water lilies. Flowers are also dried, freeze dried and pressed in order to create permanent, three-dimensional pieces of flower art.


          The Roman goddess of flowers, gardens, and the season of Spring is Flora. The Greek goddess of spring, flowers and nature is Chloris.


          In Hindu mythology, flowers have a significant status. Vishnu, one of the three major gods in the Hindu system, is often depicted standing straight on a lotus flower. Apart from the association with Vishnu, the Hindu tradition also considers the lotus to have spiritual significance. For example, it figures in the Hindu stories of creation.


          


          Usage


          In modern times, people have sought ways to cultivate, buy, wear, or otherwise be around flowers and blooming plants, partly because of their agreeable appearance and smell. Around the world, people use flowers for a wide range of events and functions that, cumulatively, encompass one's lifetime:


          
            	For new births or Christenings


            	As a corsage or boutonniere to be worn at social functions or for holidays


            	As tokens of love or esteem


            	For wedding flowers for the bridal party, and decorations for the hall


            	As brightening decorations within the home


            	As a gift of remembrance for bon voyage parties, welcome home parties, and "thinking of you" gifts


            	For funeral flowers and expressions of sympathy for the grieving

          


          People therefore grow flowers around their homes, dedicate entire parts of their living space to flower gardens, pick wildflowers, or buy flowers from florists who depend on an entire network of commercial growers and shippers to support their trade.


          Flowers provide less food than other major plants parts (seeds, fruits, roots, stems and leaves) but they provide several important foods and spices. Flower vegetables include broccoli, cauliflower and artichoke. The most expensive spice, saffron, consists of dried stigmas of a crocus. Other flower spices are cloves and capers. Hops flowers are used to flavor beer. Marigold flowers are fed to chickens to give their egg yolks a golden yellow colour, which consumers find more desirable. Dandelion flowers are often made into wine. Bee Pollen, pollen collected from bees, is considered a health food by some people. Honey consists of bee-processed flower nectar and is often named for the type of flower, e.g. orange blossom honey, clover honey and tupelo honey.


          Hundreds of fresh flowers are edible but few are widely marketed as food. They are often used to add colour and flavor to salads. Squash flowers are dipped in breadcrumbs and fried. Edible flowers include nasturtium, chrysanthemum, carnation, cattail, honeysuckle, chicory, cornflower, Canna, and sunflower. Some edible flowers are sometimes candied such as daisy and rose (you may also come across a candied pansy).


          Flowers can also be made into herbal teas. Dried flowers such as chrysanthemum, rose, jasmine, camomile are infused into tea both for their fragrance and medical properties. Sometimes, they are also mixed with tea leaves for the added fragrance.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Flower"
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          Fluid mechanics is the study of how fluids move and the forces on them. (Fluids include liquids and gases.) Fluid mechanics can be divided into fluid statics, the study of fluids at rest, and fluid dynamics, the study of fluids in motion. It is a branch of continuum mechanics, a subject which models matter without using the information that it is made out of atoms. The study of fluid mechanics goes back at least to the days of ancient Greece, when Archimedes made a beginning on fluid statics. However, fluid mechanics, especially fluid dynamics, is an active field of research with many unsolved or partly solved problems. Fluid mechanics can be mathematically complex. Sometimes it can best be solved by numerical methods, typically using computers. A modern discipline, called Computational Fluid Dynamics (CFD), is devoted to this approach to solving fluid mechanics problems. Also taking advantage of the highly visual nature of fluid flow is Particle Image Velocimetry, an experimental method for visualizing and analyzing fluid flow.


          


          Relationship to continuum mechanics


          Fluid mechanics is a subdiscipline of continuum mechanics, as illustrated in the following table.


          
            
              	Continuum mechanics the study of the physics of continuous materials

              	Solid mechanics: the study of the physics of continuous materials with a defined rest shape.

              	Elasticity: which describes materials that return to their rest shape after an applied stress.
            


            
              	Plasticity: which describes materials that permanently deform after a large enough applied stress.

              	Rheology: the study of materials with both solid and fluid characteristics
            


            
              	Fluid mechanics: the study of the physics of continuous materials which take the shape of their container.

              	Non-Newtonian fluids
            


            
              	Newtonian fluids
            

          


          In a mechanical view, a fluid is a substance that does not support tangential stress; that is why a fluid in rest has the shape of their containing vessel.And fluid in rest have zero shear stress


          


          Assumptions


          Like any mathematical model of the real world, fluid mechanics makes some basic assumptions about the materials being studied. These assumptions are turned into equations that must be satisfied if the assumptions are to hold true. For example, consider an incompressible fluid in three dimensions. The assumption that mass is conserved means that for any fixed closed surface (such as a sphere) the rate of mass passing from outside to inside the surface must be the same as rate of mass passing the other way. (Alternatively, the mass inside remains constant, as does the mass outside). This can be turned into an integral equation over the surface.


          Fluid mechanics assumes that every fluid obeys the following:


          
            	Conservation of mass


            	Conservation of momentum


            	The continuum hypothesis, detailed below.

          


          Further, it is often useful (and realistic) to assume a fluid is incompressible - that is, the density of the fluid does not change. Liquids can often be modelled as incompressible fluids, whereas gases cannot.


          Similarly, it can sometimes be assumed that the viscosity of the fluid is zero (the fluid is inviscid). Gases can often be assumed to be inviscid. If a fluid is viscous, and its flow contained in some way (e.g. in a pipe), then the flow at the boundary must have zero velocity. For a viscous fluid, if the boundary is not porous, the shear forces between the fluid and the boundary results also in a zero velocity for the fluid at the boundary. This is called the no-slip condition. For a porous media otherwise, in the frontier of the containing vessel, the slip condition is not zero velocity, and the fluid has a discontinuous velocity field between the free fluid and the fluid in the porous media (this is related to the Beavers and Joseph condition).


          


          The continuum hypothesis


          Fluids are composed of molecules that collide with one another and solid objects. The continuum assumption, however, considers fluids to be continuous. That is, properties such as density, pressure, temperature, and velocity are taken to be well-defined at "infinitely" small points, defining a REV (Reference Element of Volume), at the geometric order of the distance between two adjacent molecules of fluid. Properties are assumed to vary continuously from one point to another, and are averaged values in the REV. The fact that the fluid is made up of discrete molecules is ignored.


          The continuum hypothesis is basically an approximation, in the same way planets are approximated by point particles when dealing with celestial mechanics, and therefore results in approximate solutions. Consequently, assumption of the continuum hypothesis can lead to results which are not of desired accuracy. That said, under the right circumstances, the continuum hypothesis produces extremely accurate results.


          Those problems for which the continuum hypothesis does not allow solutions of desired accuracy are solved using statistical mechanics. To determine whether or not to use conventional fluid dynamics or statistical mechanics, the Knudsen number is evaluated for the problem. The Knudsen number is defined as the ratio of the molecular mean free path length to a certain representative physical length scale. This length scale could be, for example, the radius of a body in a fluid. (More simply, the Knudsen number is how many times its own diameter a particle will travel on average before hitting another particle). Problems with Knudsen numbers at or above unity are best evaluated using statistical mechanics for reliable solutions.


          


          Navier-Stokes equations


          Main article: Navier-Stokes equations


          The Navier-Stokes equations (named after Claude-Louis Navier and George Gabriel Stokes) are the set of equations that describe the motion of fluid substances such as liquids and gases. These equations state that changes in momentum (acceleration) of fluid particles depend only on the external pressure and internal viscous forces (similar to friction) acting on the fluid. Thus, the Navier-Stokes equations describe the balance of forces acting at any given region of the fluid.


          The Navier-Stokes equations are differential equations which describe the motion of a fluid. Such equations establish relations among the rates of change the variables of interest. For example, the Navier-Stokes equations for an ideal fluid with zero viscosity states that acceleration (the rate of change of velocity) is proportional to the derivative of internal pressure.


          This means that solutions of the Navier-Stokes equations for a given physical problem must be sought with the help of calculus. In practical terms only the simplest cases can be solved exactly in this way. These cases generally involve non-turbulent, steady flow (flow does not change with time) in which the Reynolds number is small.


          For more complex situations, such as global weather systems like El Nio or lift in a wing, solutions of the Navier-Stokes equations can currently only be found with the help of computers. This is a field of sciences by its own called computational fluid dynamics.


          


          General form of the equation


          The general form of the Navier-Stokes equations for the conservation of momentum is:


          
            	[image: \rho\frac{D\mathbf{v}}{D t} = \nabla\cdot\mathbb{P} + \rho\mathbf{f}]

          


          where


          
            	 is the fluid density,

          


          
            	[image: \frac{D}{D t}] is the substantive derivative (also called the material derivative)

          


          
            	[image: \mathbf{v}] is the velocity vector,


            	[image: \mathbf{f}] is the body force vector, and


            	[image: \mathbb{P}] is a tensor that represents the surface forces applied on a fluid particle (the comoving stress tensor).

          


          Unless the fluid is made up of spinning degrees of freedom like vortices, [image: \mathbb{P}] is a symmetric tensor. In general, (in three dimensions) [image: \mathbb{P}] has the form:


          
            	[image: \mathbb{P} = \begin{pmatrix} \sigma_{xx} & \tau_{xy} & \tau_{xz} \ \tau_{yx} & \sigma_{yy} & \tau_{yz} \ \tau_{zx} & \tau_{zy} & \sigma_{zz} \end{pmatrix} ]

          


          where


          
            	 are normal stresses, and


            	 are tangential stresses (shear stresses).

          


          The above is actually a set of three equations, one per dimension. By themselves, these aren't sufficient to produce a solution. However, adding conservation of mass and appropriate boundary conditions to the system of equations produces a solvable set of equations.


          


          Newtonian vs. non-Newtonian fluids


          A Newtonian fluid (named after Isaac Newton) is defined to be a fluid whose shear stress is linearly proportional to the velocity gradient in the direction perpendicular to the plane of shear. This definition means regardless of the forces acting on a fluid, it continues to flow. For example, water is a Newtonian fluid, because it continues to display fluid properties no matter how much it is stirred or mixed. A slightly less rigorous definition is that the drag of a small object being moved through the fluid is proportional to the force applied to the object. (Compare friction).


          By contrast, stirring a non-Newtonian fluid can leave a "hole" behind. This will gradually fill up over time - this behaviour is seen in materials such as pudding, oobleck, or sand (although sand isn't strictly a fluid). alternatively, stirring a non-Newtonian fluid can cause the viscosity to decrease, so the fluid appears "thinner" (this is seen in non-drip paints). There are many types of non-Newtonian fluids, as they are defined to be something that fails to obey a particular property.


          


          Equations for a Newtonian fluid


          The constant of proportionality between the shear stress and the velocity gradient is known as the viscosity. A simple equation to describe Newtonian fluid behaviour is


          
            	[image: \tau=-\mu\frac{dv}{dx}]

          


          where


          
            	 is the shear stress exerted by the fluid (" drag")


            	 is the fluid viscosity - a constant of proportionality


            	[image: \frac{dv}{dx}] is the velocity gradient perpendicular to the direction of shear

          


          For a Newtonian fluid, the viscosity, by definition, depends only on temperature and pressure, not on the forces acting upon it. If the fluid is incompressible and viscosity is constant across the fluid, the equation governing the shear stress (in Cartesian coordinates) is


          
            	[image: \tau_{ij}=\mu\left(\frac{\partial v_i}{\partial x_j}+\frac{\partial v_j}{\partial x_i} \right)]

          


          where


          
            	ij is the shear stress on the ith face of a fluid element in the jth direction


            	vi is the velocity in the ith direction


            	xj is the jth direction coordinate

          


          If a fluid does not obey this relation, it is termed a non-Newtonian fluid, of which there are several types.
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              	General
            


            
              	Name, symbol, number

              	fluorine, F, 9
            


            
              	Chemical series

              	halogens
            


            
              	Group, period, block

              	17, 2, p
            


            
              	Appearance

              	Yellowish brown gas

              [image: ]
            


            
              	Standard atomic weight

              	18.9984032 (5)gmol1
            


            
              	Electron configuration

              	1s2 2s2 2p5
            


            
              	Electrons per shell

              	2, 7
            


            
              	Physical properties
            


            
              	Phase

              	gas
            


            
              	Density

              	(0 C, 101.325 kPa)

              1.7 g/L
            


            
              	Melting point

              	53.53 K

              (219.62 C, 363.32 F)
            


            
              	Boiling point

              	85.03 K

              (188.12  C, 306.62  F)
            


            
              	Critical point

              	144.13 K, 5.172 MPa
            


            
              	Heat of fusion

              	(F2) 0.510 kJmol1
            


            
              	Heat of vaporization

              	(F2) 6.62 kJmol1
            


            
              	Specific heat capacity

              	(25 C) (F2)

              31.304 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	38

                    	44

                    	50

                    	58

                    	69

                    	85
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic
            


            
              	Oxidation states

              	1

              (strongly acidic oxide)
            


            
              	Electronegativity

              	3.98 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 1681.0 kJmol1
            


            
              	2nd: 3374.2 kJmol1
            


            
              	3rd: 6050.4 kJmol1
            


            
              	Atomic radius

              	50 pm
            


            
              	Atomic radius (calc.)

              	42 pm
            


            
              	Covalent radius

              	71 pm

              (see covalent radius of fluorine)
            


            
              	Van der Waals radius

              	147 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	nonmagnetic
            


            
              	Thermal conductivity

              	(300 K) 27.7 mWm1K1
            


            
              	CAS registry number

              	7782-41-4
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of fluorine
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	18F

                    	syn

                    	109.77 min

                    	

                    	1.656

                    	18O
                  


                  
                    	19F

                    	100%

                    	19F is stable with 10 neutrons
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          Fluorine (pronounced /ˈflʊəriːn/, Latin: fluere, meaning "to flow"), is the chemical element with the symbol F and atomic number 9. Atomic fluorine is univalent and is the most chemically reactive and electronegative of all the elements. In its elementally isolated (pure) form, fluorine is a poisonous, pale, yellowish brown gas, with chemical formula F2. Like other halogens, molecular fluorine is highly dangerous; it causes severe chemical burns on contact with skin.


          Fluorine's large electronegativity and small atomic radius gives it interesting bonding characteristics, particularly in conjunction with carbon, with which it forms stable compounds with a wide range of industrial applications. See covalent radius of fluorine, fluorocarbon, Perfluorocarbon, and fluoropolymer.


          


          Notable characteristics


          Pure fluorine (F2) is a corrosive pale yellow or brown gas that is a powerful oxidizing agent. It is the most reactive and most electronegative of all the elements (4.0), and readily forms compounds with most other elements. It has an oxidation number -1, except when bonded to another fluorine in F2 which gives it an oxidation number of 0. Fluorine even combines with argon, krypton, xenon, and radon. Even in dark, cool conditions, fluorine reacts explosively with hydrogen. The reaction with hydrogen occurs even at extremely low temperatures, using liquid hydrogen and solid fluorine. It is so reactive that metals, and even water, as well as other substances, burn with a bright flame in a jet of fluorine gas. It is far too reactive to be found in elemental form. In moist air it reacts with water to form also-dangerous hydrofluoric acid.


          Fluorides are compounds that combine fluorine with some positively charged counterpart. They often consist of crystalline ionic salts. Fluorine compounds with metals are among the most stable of salts.


          Hydrogen fluoride is a weak acid when dissolved in water. Consequently, fluorides of alkali metals produce basic solutions.


          


          Applications


          Chemical uses:


          
            	Atomic fluorine and molecular fluorine are used for plasma etching in semiconductor manufacturing, flat panel display production and MEMS (microelectromechanical systems) fabrication. Xenon difluoride is also used for this last purpose.


            	Hydrofluoric acid (chemical formula HF) is used to etch glass in light bulbs and other products.


            	Fluorine is indirectly used in the production of low friction plastics such as Teflon (or polytetrafluoroethylene), and in halons such as freon.


            	Along with some of its compounds, fluorine is used in the production of pure uranium from uranium hexafluoride and in the synthesis of numerous commercial fluorochemicals, including vitally important pharmaceuticals, agrochemical compounds, lubricants, and textiles.


            	Fluorochlorohydrocarbons are used extensively in air conditioning and in refrigeration. Chlorofluorocarbons have been banned for these applications because they contribute to ozone destruction and the ozone hole. Interestingly, since it is chlorine and bromine radicals which harm the ozone layer, not fluorine, compounds which do not contain chlorine or bromine but contain only fluorine, carbon and hydrogen (called hydrofluorocarbons) are not on the EPA list of ozone-depleting substances, and have been widely used as replacements for the chlorine- and bromine-containing fluorocarbons. Hydrofluorocarbons do have a greenhouse effect, but a small one compared with carbon dioxide and methane.


            	Sulfur hexafluoride is an extremely inert and nontoxic gas, very useful as an insulator in high-voltage electrical equipment. It does not occur in nature, so it is a useful tracer gas, though as an exceptionally potent greenhouse gas its use in unenclosed systems is inadvisable.


            	Sodium hexafluoroaluminate ( cryolite), is used in the electrolysis of aluminium.


            	In much higher concentrations, sodium fluoride has been used as an insecticide, especially against cockroaches.


            	Fluorides have been used in the past to help molten metal flow, hence the name.


            	Some researchers including US space scientists in the early 1960s have studied elemental fluorine gas as a possible rocket propellant due to its exceptionally high specific impulse. The experiments failed because fluorine proved difficult to handle, and its combustion products proved extremely toxic and corrosive.


            	Compounds of fluorine such as fluoropolymers, potassium fluoride and cryolite are utilized in applications such as anti- reflective coatings and dichroic mirrors on account of their unusually low refractive index.

          


          Dental and medical uses:


          
            	Compounds of fluorine, including sodium fluoride (NaF), stannous fluoride (SnF2) and sodium MFP, are used in toothpaste to prevent dental cavities. These compounds are also added to municipal water supplies, a process called water fluoridation, though a number of health concerns has sometimes led to controversy.


            	Many important agents for general anesthesia such as sevoflurane, desflurane, and isoflurane are hydrofluorocarbon derivatives.


            	The fluorinated antiinflammatories dexamethasone and triamcinolone are among the most potent of the synthetic corticosteroids class of drugs.


            	Fludrocortisone ("Florinef") is one of the most common mineralocorticoids, a class of drugs which mimics the actions of aldosterone.


            	Fluconazole is a triazole antifungal drug used in the treatment and prevention of superficial and systemic fungal infections.


            	Fluoroquinolones are a family of broad-spectrum antibiotics.


            	SSRI antidepressants, except in a few instances, are fluorinated molecules. These include citalopram, escitalopram oxalate, fluoxetine, fluvoxamine maleate, and paroxetine. A notable exception is sertraline. Because of the difficulty of biological systems in dealing with metabolism of fluorinated molecules, fluorinated antibiotics and antidepressants are among the major fluorinated organics found in treated city sewage and wastewater.

          


          
            	18F, a radioactive isotope that emits positrons, is often used in positron emission tomography, because its half-life of 110 minutes is long by the standards of positron-emitters.

          


          


          Compounds


          Fluorine forms a variety of very different compounds, owing to its small atomic size and covalent behaviour, and on the other hand, its oxidizing ability and extreme electronegativity. For example, hydrofluoric acid is extremely dangerous, while in synthetic drugs incorporating an aromatic ring (e.g. flumazenil), fluorine is used to prevent toxication or to delay metabolism.


          The fluoride ion is basic, therefore hydrofluoric acid is a weak acid in water solution. However, water is not an inert solvent in this case: when less basic solvents such as anhydrous acetic acid are used, hydrofluoric acid is the strongest of the hydrohalogenic acids. Also, owing to the basicity of the fluoride ion, soluble fluorides give basic water solutions. The fluoride ion is a Lewis base, and has a high affinity to certain elements such as calcium and silicon. For example, deprotection of silicon protecting groups is achieved with a fluoride. The fluoride ion is poisonous.


          Fluorine as a freely reacting oxidant gives the strongest oxidants known. Chlorine trifluoride, for example, can burn water and sand, both compounds of a weaker oxidant, oxygen.


          Fluorine compounds involving noble gases were first synthesised by Neil Bartlett in 1962xenon hexafluoroplatinate, XePtF6, being the first. Fluorides of krypton and radon have also been prepared. Also argon fluorohydride has been prepared, although it is only stable at cryogenic temperatures.


          The carbon-fluoride bond is covalent and very stable. The use of a fluorocarbon polymer, poly(tetrafluoroethene) or Teflon, is an example: it is thermostable and waterproof enough to be used in frying pans. Organofluorines may be safely used in applications such as drugs, without the risk of release of toxic fluoride. In synthetic drugs, toxication can be prevented. For example, an aromatic ring is useful but presents a safety problem: enzymes in the body metabolize some of them into poisonous epoxides. When the para position is substituted with fluorine, the aromatic ring is protected and epoxide is no longer produced.


          The substitution of hydrogen for fluorine in organic compounds offers a very large number of compounds. An estimated fifth of pharmaceutical compounds and 30% of agrochemical compounds contain fluorine. The -CF3 and -OCF3 moieties provide further variation, and more recently the -SF5 group.


          
            [image: Fluorite (CaF2) crystals]

            
              Fluorite (CaF2) crystals
            

          


          This element is recovered from fluorite, cryolite, and fluorapatite.


          For a list of fluorine compounds, see here.


          


          History


          Fluorine in the form of fluorspar (also called fluorite, calcium fluoride) was described in 1530 by Georgius Agricola for its use as a flux, which is a substance that is used to promote the fusion of metals or minerals. In 1670 Schwanhard found that glass was etched when it was exposed to fluorspar that was treated with acid. Carl Wilhelm Scheele and many later researchers, including Humphry Davy, Caroline Menard, Gay-Lussac, Antoine Lavoisier, and Louis Thenard all would experiment with hydrofluoric acid, easily obtained by treating calcium fluoride ( fluorspar) with concentrated sulfuric acid.


          It was eventually realized that hydrofluoric acid contained a previously unknown element. This element was not isolated for many years after this, due to its extreme reactivity; fluorine can only be prepared from its compounds electrolytically, and then it immediately attacks any susceptible materials in the area. Finally, in 1886, elemental fluorine was isolated by Henri Moissan after almost 74 years of continuous effort by other chemists. The derivation of elemental fluorine from hydrofluoric acid is exceptionally dangerous, killing or blinding several scientists who attempted early experiments on this halogen. These men came to be referred to as "fluorine martyrs". For Moissan, it earned him the 1906 Nobel Prize in chemistry (Moissan himself lived to be 54, and it is not clear whether his fluorine work shortened his life).


          The first large-scale production of fluorine was needed for the atomic bomb Manhattan project in World War II where the compound uranium hexafluoride (UF6) was needed as a gaseous carrier of uranium to separate the 235U and 238U isotopes of uranium. Today both the gaseous diffusion process and the gas centrifuge process use gaseous UF6 to produce enriched uranium for nuclear power applications. In the Manhattan Project, it was found that elemental fluorine was present whenever UF6 was, due to the spontaneous decomposition of this compound into UF4 and F2. The corrosion problem due to the F2 was eventually solved by electrolytically coating all UF6 carrying piping with nickel metal, which resists fluorine's attack. Joints and flexible parts were made from teflon, then a very recently discovered fluorocarbon plastic which was not attacked by F2.


          


          Preparation


          
            [image: Fluorine cell room at F2 Chemicals Ltd, Preston, UK]

            
              Fluorine cell room at F2 Chemicals Ltd, Preston, UK
            

          


          Industrial fluorine production starts with fluorspar (CaF2), which is heated with sulfuric acid (H2SO4) to produce anhydrous hydrogen fluoride (HF). The hydrogen fluoride is added to potassium fluoride (KF) to make potassium bifluoride (KHF2). Electrolysis of potassium bifluoride produces fluorine gas at the anode, and hydrogen gas at the cathode. This is essentially the same method employed by Moissan in 1886; the use of potassium bifluoride rather than hydrogen fluoride itself aids electrolysis by greatly increasing the conductivity.


          
            	2CaF2 + H2SO4  2HF + CaSO4


            	HF + KF  KHF2


            	2KHF2  2HF + H2 + F2

          


          In 1986, when preparing for a conference to celebrate the 100th anniversary of the discovery of fluorine, Karl Christe discovered a purely chemical preparation involving the reaction of solutions in anhydrous HF, K2MnF6, and SbF5 at 150 C:


          
            	K2MnF6 + 2SbF5  2KSbF6 + MnF3 + F2

          


          Though not a practical synthesis, it demonstrates that electrolysis is not essential.


          


          Safety


          


          Elemental fluorine


          Elemental fluorine (fluorine gas) is a highly toxic, corrosive oxidant, which can cause organic material, combustibles, or other flammable materials to ignite. It must be handled with great care and any contact with skin and eyes should be strictly avoided. Fluorine gas has a characteristic pungent odour that is detectable in concentrations as low as 20 ppb. As it is so reactive, all materials of construction must be carefully selected. All metal surfaces must be passivated before exposure to fluorine.


          


          Fluoride ion


          Fluoride ions are also highly toxic and must also be handled with great care and any contact with skin and eyes should be strictly avoided.


          


          Hydrogen fluoride and hydrofluoric acid


          Contact of exposed skin with hydrofluoric acid solutions poses one of the most extreme and insidious industrial threatsone which is exacerbated by the fact that hydrofluoric acid damages nerves in such a way as to make such burns initially painless. The HF molecule is a weaker acid which is significantly non-dissociated in water, and the intact molecule is capable of rapidly migrating through lipid layers of cells which would ordinarily stop an ion or partly ionized acid, and the burns it produces are typically deep. HF may react with calcium, permanently damaging the bone . More seriously, HF reaction with the body's calcium inside cells can cause cardiac arrhythmias, followed by cardiac arrest brought on by sudden chemical changes within the body ( hypocalcaemia). These cannot always be prevented with local or intravenous injection of calcium salts. Hydrofluoric acid spills over just 2.5% of the body's surface area (about 75 in2 or 5 dm2), despite copious immediate washing, have been fatal. If the patient survives, hydrofluoric acid burns typically produce open wounds of an especially slow-healing nature.


          Anhydrous hydrogen fluoride will rapidly form hydrofluoric acid on contact with moisture; its physiological effects are then the same.


          


          Organic fluorides


          Perfluorocarbons are generally inert and nontoxic, but there are many other fluorine compounds that have physiological effects, both good and bad. For example, fluoroacetic acid (one of the very few natural fluorine compounds) is very poisonous, while fluorouracil is an anti-cancer drug.
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          The flute is a musical instrument of the woodwind family. Unlike other woodwind instruments, a flute produces its sound from the flow of air against an edge, instead of using a reed. A musician who plays the flute is generally referred to as either a flautist or a flutist. Flute tones are sweet and blend well with other instruments.


          


          History
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              Early flutes were made of carved bone.
            

          


          The flute has appeared in many different forms in many different locations around the world. A three-hole flute made from a mammoth tusk, from the Geienklsterle cave in the German Swabian Alb and dated to 30,000 to 37,000 years ago, plus two flutes made from swan's bones excavated a decade earlier from the same cave in Germany, dated to circa 36,000 years ago are among the oldest known musical instruments. The Flute has been dated back to, almost or even further back in time, the prehistoric times. A bone fragment of the femur of a juvenile cave bear with two to four holes found at Divje Babe in Slovenia and dated to about 43,100 years ago may also be an early flute . Some early flutes were made out of tibias (shin bones). Playable 8000-year-old Gudi (instrument) (literally, "bone flute"), made from the wing bones of red-crowned cranes, with from five to eight holes each, were also excavated from a tomb in Jiahu, in the Central Chinese province of Henan.


          During the 16th and early 17th centuries in Europe, the transverse flute was available in several different sizes, in effect forming a "consort" much in the same way that recorders and other instrument families were used in consorts. At this stage, the transverse flute was usually made in one section (or two for the larger sizes) and had a cylindrical bore. As a result, the flute had a rather soft sound and limited range, and was used priimarily in compostions for the "soft consort".


          With the advent of the Baroque (17th and 18th centuries), the transverse flute was re-designed. Now often called the traverso (from the Italian), it was made in three or four sections, or joints, with a conical bore from the head joint down. The conical bore design gave the instrument a wider range and a more penetrating sound, without sacrificing the softer, expressive qualities of the instrument. In addition to chamber music, the traverso began to be used in orchestral music, eventually occupying an exalted status amongst the woodwinds. Many composers, such as Frenchmen Joseph Bodin de Boismortier, Michel Corrette and Michel Blavet, Italians Antonio Vivaldi and Pietro Locatelli, and Germans Georg Phillipp Telemann and Johann Joachim Quantz, wrote significant collections of sonatas and chamber works for the traverso. Quantz also wrote an important treatise on the flute and its performance pratice. Johann Sebastian Bach also contributed to the literature of the flute with his Sonatas for Flute and Continuo BWV 1034-35 and the Partita BWV 1013.


          The flute has been featured in many varying kinds of music. One short example from rock music is the ocarina solo featured in The Troggs' song "Wild Thing" in the mid-'60s; more recently, Ian Anderson of Jethro Tull (band) fame brought the flute to the world of rock and roll, playing a transverse flute as his instrument of choice for nearly forty years.


          


          Flute acoustics


          A flute produces sound when a stream of air directed across a hole in the instrument bounces in and out of the hole. [ ] Some engineers have called this a fluidic multivibrator, because it is functionally analogous to an electrical device or electronic circuit called a multivibrator.


          The air stream across this hole creates a Bernoulli or siphon effect leading to a von Karman vortex street, which excites the air contained in the usually cylindrical resonant cavity within the flute. The player changes the frequency of the air's vibrations by opening and closing holes in the body of the instrument, changing the effective length of the resonator, thus altering the volume of the resonant cavity, which determines the pitch of the note(s) being produced. Special effects whistles produce a glissando with a plunger at the end of the body, similar to a tyre pump or fly sprayer. This slide effect can be produced on a modern day flute just by using the head joint and your finger.


          To be louder, a flute must use a larger resonator, a larger air stream, or increased air stream velocity. A flute's volume can generally be increased by making its resonator and tone holes larger. This is why a police whistle, a form of flute, is very wide for its pitch, and why a pipe organ can be far louder than a concert flute: a large organ pipe can contain several cubic feet of air, and its tone hole may be several inches wide, while a concert flute's air stream measures a fraction of an inch across.


          The air stream must be directed at the correct angle and velocity, or else the air in the flute will not vibrate. In fippled flutes, a precisely formed and placed channel extrudes the air. In organs, the air is supplied by a regulated blower.


          In non-fipple flutes, the air stream is shaped and directed by the player's lips, called the embouchure. This allows the player a wide range of expression in pitch, volume, and timbre, especially in comparison to fipple flutes. However, it also makes an end blown flute or transverse flute considerably more difficult for a beginner to produce a full sound from than a fipple flute such as the recorder. Transverse and end-blown flutes also take more air to play, which requires deeper breathing and makes circular breathing a considerably trickier proposition.


          Generally, the quality called timbre or "tone colour" varies because the flute can produce harmonics in different proportions or intensities. A harmonic is a frequency that is a whole number multiple of a lower register, or " fundamental" note of the flute. Generally the air stream is thinner (vibrating in more modes), faster (providing more energy to excite the air's resonance), and aimed across the hole less deeply (permitting a more shallow deflection of the air stream) in the production of higher harmonics or upper partials.


          Almost all flutes can be played in fundamental, octave, tierce, quatre and cinque modes simply by blowing harder and making the air stream move more quickly and at a more shallow angle. Flute players select their instrument's resonant mode with embouchure and breath control, much as brass players do.
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          Many believe that the timbre is also affected by the material from which the instrument is made. For instance, instruments made of wood are often believed to be less bright than metal instruments. Different metals are also thought to influence the tone. However, a study in which professional players were blindfolded could find no significant differences between instruments made from a variety of different metals. In two different sets of blind listening, no instrument was correctly identified in a first listening, and in a second, only the silver instrument was identified by a significant fraction of the listeners. The study concluded that there was 'no evidence that the wall material has any appreciable effect on the sound colour or dynamic range of the instrument'. Physicists who study flutes usually agree that relatively small differences in shape are more important than differences in material, because the waves in the air couple only weakly to vibrations in the body. Wooden flutes usually have different shapes from metal instruments. For instance, the junction between the tone hole risers and the bore are usually sharper in wooden instruments, and these sharper edges are expected to have a substantial effect on sound. This does not mean that a gold flute is no better than, say, a brass one, as the gold flute is likely to have been hand-finished by a more proficient craftsman, and by that merit, possess superior acoustic qualities.


          


          Categories of flute
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              Playing the zampoa, a Pre-Inca instrument and type of pan pipes.
            

          


          In its most basic form, a flute can be an open tube which is blown like a bottle. Over time, the increasing demands of musical performance have led to the development of what many people consider the flute, the Western concert flute, which has a complex array of holes and keys.


          There are several broad classes of flutes. With most flutes, the musician blows directly across the edge of the mouthpiece. However, some flutes, such as the whistle, gemshorn, flageolet, recorder, tin whistle, tonette, fujara, and ocarina have a duct that directs the air onto the edge (an arrangement that is termed a " fipple"). This gives the instrument a distinct timbre which is different from non-fipple flutes and makes the instrument easier to play, but takes a degree of control away from the musician. Usually, fipple flutes are not referred to as flutes, even though the physics, technique and sound define them as being such.


          Another division is between side-blown (or transverse) flutes, such as the Western concert flute, piccolo, fife, dizi, and bansuri; and end-blown flutes, such as the ney, xiao, kaval, danso, shakuhachi, and quena. The player of a side-blown flute uses a hole on the side of the tube to produce a tone, instead of blowing on an end of the tube. End-blown flutes should not be confused with fipple flutes such as the recorder, which are also played vertically but have internal ducts to direct the air flow across the edge of the tone hole. The earliest extant transverse flute is a chi ( 篪) flute discovered in the Tomb of Marquis Yi of Zeng at the Suizhou site, Hubei province, China. It dates from 433 BC, of the later Zhou Dynasty. It is fashioned of lacquered bamboo with closed ends and has five stops that are at the flute's side instead of the top. Chi flutes are mentioned in Shi Jing, compiled and edited by Confucius.


          Flutes may be open at one or both ends. The ocarina, pan pipes, police whistle, and bosun's whistle are closed-ended. Open-ended flutes such as the concert flute and the recorder have more harmonics, and thus more flexibility for the player, and brighter timbres. An organ pipe may be either open or closed, depending on the sound desired.


          Flutes can be played with several different air sources. Conventional flutes are blown with the mouth, although some cultures use nose flutes. Organs are blown by bellows or fans.


          


          The Western concert flutes
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              An illustration of a Western concert flute
            

          


          The Western concert flute, a descendant of the 19th-Century "German Flute", is a transverse flute which is closed at the top. Near the top is the embouchure hole, across and into which the player blows. It has larger circular finger-holes than its baroque predecessors, designed to increase the instrument's dynamic range. Various combinations can be opened or closed by means of keys, to produce the different notes in its playing range. The note produced depends on which finger-holes are opened or closed and on how the flute is blown. There are two kinds of foot joints available for the concert flute: the standard C foot (shown above) or the longer B foot with an extra key extending the flute's range to B below middle C.There can also be a Bb below middle c foot joint added to the instrument. With the rare exception of custom-devised fingering systems, modern Western concert flutes conform to the Boehm system.


          The standard concert flute is pitched in the key of C and has a range of 3 octaves starting from middle C (or one half-step lower with a B foot). This means that the concert flute is one of the highest common orchestral instruments, with the exception of the piccolo, which plays an octave higher. G alto and C bass flutes, pitched respectively, a perfect fourth and an octave below the concert flute, are used occasionally. Parts are written for alto flute more frequently than for bass. Alto and bass flutes are considerably heavier than the normal C flute, making them more difficult to play for extended periods of time.


          Other sizes of flute and piccolo are used from time to time. A rarer instrument of the modern pitching system is the treble G flute. Instruments made according to an older pitch standard, used principally in wind-band music, include Db piccolo, Eb soprano flute (the primary instrument, equivalent to today's concert C flute), F alto flute, and Bb bass flute (incidentally, the clarinet and brass families retain this orientation to a Bb, rather than C tonal centre).


          The modern professional concert flute is generally made of silver, gold (both yellow and rose), or combinations of the two; a few of the most expensive flutes are fabricated from platinum. Student instruments are usually made of nickel-silver alloy, composed of nickel, copper, and zinc, (also known as " German silver") or nickel- or silver-plated brass. Curved head joints are also available for student flutes, enabling children as young as 3 years old, whose arms are not yet long enough to adapt to the standard horizontal playing position, to successfully hold and play the flute. Wooden flutes and head joints have a warmer, softer tone which is more desirable to some people than the brighter sound of metal-bodied flutes is obtainable from wooden flutes, whose somewhat less highly polished bores tend to darken the timbre. Wooden flutes were far more common before the early 20th century. The silver flute was introduced by Theobald Boehm in 1847 but did not become common until later in the twentieth century. Wm. S. Haynes, a flute manufacturer in Boston, told Georges Barrere, an eminent flutist, that in 1905 he made one silver flute to every 100 wooden flutes but in the 1930s, he made one wooden flute to every 100 silver flutes. Today the silver flute is still far more popular than the wooden flute and is accepted as the standard in most symphony orchestras.


          The modern concert flute comes with various options. The Bb thumb key (invented and pioneered by Briccialdi) is practically standard. The B foot joint, however, is an option available on middle-to-upper end models. Other, more recent additions include a C#-trill key, and an increasingly popular roller between the Eb-key and the the C#-key.
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              A closed hole "Take-down" flute in case
            

          


          Open-hole "French model" flutes, whose central openings are covered by the fingertips when depressed, are frequently chosen by concert-level players, though in Germany, Italy, and Eastern Europe, professionals commonly select ones with closed-hole "plateau" keys. Students may use temporary plugs to cover the holes in the keys until they master the more precise finger placement needed to play open-hole keys. Some players state that open-hole keys permit louder and clearer sound projection in the flute's lower register.


          Open-hole keys are also needed for traditional Celtic music and other ethnic styles, and certain modern "extended" avant garde pieces requiring the player to produce harmonic overtones, or to manipulate "breathy" sounds in addition to the traditional "pure" tones. Also, on an open-hole flute, "quarter tones", which fall halfway between the regular halftone steps of the chromatic scale, are achievable. Click here for a chart of quarter tone fingerings.


          To play the Western concert flute, one holds the flute in a horizontal position, and blows transversely across the hole in the head joint. To play individual notes, one depresses the keys of the flute in distinct combinations fingerings. However, in addition to the standard finger patterns, there are a number of alternate "trill" fingerings, employing a combination of open and closed keys, and auxiliary "trill" keys (which are normally kept closed by springs until depressed), that can assist one in playing difficult passages, or in compensating for the perceived out-of-tuneness of certain notes of the equal-tempered scale in a given key. Click here for a trill fingering chart.


          The standard range of the concert flute extends from B3 to D7, sometimes to F7. There is an additional octave above C7 known as the altissimo register, which reaches C8, but its usage is rare, required only in advanced musical pieces, as this upper range demands fine breath control and exacting embouchure technique to produce. For a fingering chart, click here.


          


          Flute Terms


          
            	Crown - the cap at the end of the head joint that unscrews to expose the cork, and which helps keep the head joint cork positioned at the proper depth of insertion.


            	Lip plate - the part of the head joint which contacts the player's lower lip, allowing precise positioning and direction of the air stream.


            	Riser - a metal section shaped like a 'top hat with the top cut off', which raises the lip plate from the head joint tube.


            	Head joint - the top section of the flute, has the tone hole/lip plate where the player initiates the sound by blowing air across the opening.


            	Body - the middle section of the flute with the majority of the keys.


            	Closed-hole - a finger key which is fully covered.


            	Open-hole - a finger key with a perforated centre, allowing the use of techinques such as pitch bending or glissando.


            	Pointed arms - arms connecting the keys to the rods which are pointed and extend to the keys' centers; found on more expensive flutes.


            	French model - a flute with pointed French-style arms and open-hole finger keys, as distinguished from the plateau style with closed holes.


            	Inline G - the standard postion of the left-hand G (third-finger) key - in line with the first and second keys.


            	Offset G - a G key which is extended to the side of the other two left-hand finger keys (along with the G# key), thus requiring less bending of the wrist, rendering it easier to reach and cover effectively, and less uncomfortable and fatiguing to play.


            	Split E mechanism - a system whereby the second G key (positioned below the G# key) is closed when the right middle-finger key is depressed, enabling a clearer third octave E; standard on most flutes, but omitted from many intermediate- and professional-grade flutes, as it can reduce the tonal quality of 3rd octave F#.


            	Trill Keys - two small, teardrop shaped keys between the right-hand keys on the body; the first enables an easy C-D trill, and the second enables C-D#. A Bb lever or "trill" key is located in line directly above the right first-finger key. An optional C# trill key which facilitates the trill from B to C# is sometimes found on intermediate- and professional-quality flutes.


            	Foot joint - the last section of the flute (played farthest towards the right).


            	C foot - a foot joint with a lowest note of middle C; typical on student model flutes.


            	B foot - a foot joint with a lowest note of B below middle C, which is an option for intermediate - and professional-grade flutes.


            	D# roller - an optional feature added to the Eb key on the foot joint, facilitating the transition between Eb/D# and Db/C#, and C.


            	" Gizmo key" - an amusingly named optional key on the B foot joint which can be used to play low B, as well as assisting in playing C7.
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          Variation in Materials Used


          
            	Leonardo de Lorenzo - My complete story of the Flute

          


          Inexpensive Western concert flutes are normally made of brass, polished and then silver-plated and lacquered to prevent corrosion. They can also be made from a range of metals such as silver (Britannia or Sterling); gold (yellow, white, or rose); platinum; and even alloys. They can be either gold on the inside and silver on the outside, or vice versa.


          Most metal flutes are made of alloys that contain significant amounts of copper or silver. These alloys are biostatic because of the oligodynamic effect, and thus suppress growth of unpleasant molds, fungi and bacteria.


          Good instruments are designed to prevent or reduce galvanic corrosion between the tube and the valve mechanism. For example, many quality concert flutes have bronze springs.


          


          Members of the concert flute family


          From high to low, the members of the concert flute family include:


          
            	Piccolo in C or Db


            	Treble flute in G


            	Soprano flute in Eb


            	Concert flute (also called C flute, Boehm flute, silver flute, or simply flute)


            	Flte d'amour (also called tenor flute) in Bb or A


            	Alto flute in G


            	Bass flute in C


            	Contra-alto flute in G


            	Contrabass flute in C (also called octobass flute)


            	Subcontrabass flute in G (also called double contra-alto flute) or C (also called double contrabass flute)


            	Double contrabass flute in C (also called octocontrabass flute or subcontrabass flute)


            	Hyperbass flute in C (also spelled hyper-bass flute)

          


          Click here for a picture of the flute family, including their alternate head joints and foot joints.


          Each of the above instruments has its own range. The piccolo reads music in C like the concert flute but sounds one octave higher. The alto flute is in the key of G, and extends the low register range of the flute to the G below middle C. Its highest note is a high G (4 ledger lines above the treble clef staff). The bass flute is an octave lower than the concert flute, and the contrabass flute is an octave lower than the bass flute.


          Less commonly seen flutes include the treble flute in G, pitched one octave higher than the alto flute; the soprano flute, between the treble and concert; and the tenor flute or flte d'amour in Bb or A, pitched between the concert and alto.


          The lowest sizes (larger than the bass flute) have all been developed in the 20th century; these include the sub-bass flute, which is pitched in F, between the bass and contrabass; the subcontrabass flute (pitched in G or C), the contra-alto flute (pitched in G, one octave below the alto), and the double contrabass flute in C, one octave lower than the contrabass. The flute sizes other than the concert flute and piccolo are sometimes called harmony flutes.


          


          The Indian Bamboo Flute


          The Indian Bamboo Flute, one of the instruments of Indian classical music, developed independently of the Western flute. The Hindu god Krishna is traditionally considered a master of the instrument. The Indian flutes are very simple instruments when compared with their Western counterparts; they are made of bamboo and are keyless. The Indian concert flutes are available in standard pitches. In Carnatic Music, the pitches are referred by numbers such as 1(C), 1-1/2(C#), 2(D), 2-1/2(D#), 3(E), 4(F), 4-1/2(F#), 5(G), 5-1/2(G#), 6(A), 6-1/2(A#) & 7(B) (The above is assuming the tonic note is C). However, the pitch of a composition is itself not fixed and hence any of the flutes may be used for the concert (as long as the accompanying instruments, if any, are tuned appropriately) and is largely left to the personal preference of the artist.


          Two main varieties of Indian flutes are currently used. The first is the Bansuri, which has six finger holes and one blowing hole, is used predominantly in Hindustani music, the music of Northern India. The second is Venu or Pullanguzhal, which has eight finger holes, and is played predominantly in Carnatic music, the music of Southern India. Presently, the 8-holed flute with cross-fingering technique, is common among many Carnatic flautists. This was introduced by the eminent flautist T. R. Mahalingam in the mid-20th Century. Prior to this, the South Indian flute had only seven finger holes, with the fingering standard developed by Sharaba Shastri of the Palladam school, at the beginning of the 20th Century.


          The quality of the sound from the flute depends somewhat on the specific bamboo used to make it, and it is generally agreed that the best bamboo grows in the Nagarcoil area in South India.


          


          Dvoyanka (Double Flute)


          The dvoyanka is a double flute from the Balkans made of a single piece of wood, with six sound holes on one side. It is most frequently made of ash-wood, plum tree, pear tree, cornel or boxwood. The tune is played on the one pipe, which is accompanied by a drone from the other pipe. This kind of playing is similar by structure to music played on the kaval. It is also a favorite instrument of shepherds. Line-dances and lively melodies are frequently played on the dvoyanka. Shepherds directed their flocks by their playing, since sheep remember and recognize a melody in time. A shepherd could teach his flock to start from the pen towards the pasture at one melody, and to return to the village in the evening at another. The dvoyanka is similar to the dvojnica, an instrument typical for the regions of Central and Western Serbia and also Serbian regions across the river Drina, which are made and played somewhat differently to the dvoyanka.
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          The Consolidated line, or C-line, was a series of diesel-electric railway locomotive designs produced by Fairbanks-Morse and its Canadian licensee, the Canadian Locomotive Company. Individual locomotives in this series were commonly referred to as "C-liners." A combined total of 165 units (123 cab-equipped lead A units and 42 cabless booster B units) were produced by F-M and the CLC between 1950 and 1955.


          


          Genesis of the C-liner


          Since 1932, Fairbanks-Morse had specialized in the manufacture of opposed piston diesel engines for United States Naval vessels. Not long after, the company produced a 300 hp 5 x 6 engine that saw limited use in railcar applications on the B&O, Milwaukee Road, and a few other lines. Additionally, two of the 5 x 6s were placed in an experimental centre cab switcher locomotive under development by the Reading Railroad (road #87, built in 1939 by the St. Louis Car Company, or SLCC, and scrapped in 1953). A 5 x 6 powered the plant switcher at F-M's Beloit, Wisconsin manufacturing facility.


          In 1939, the SLCC placed F-M 800 hp 8 x 10 engines in six streamlined railcars, which are known today as the FM OP800. In 1944, F-M began production of its own 1,000 hp yard switcher, the H-10-44. Milwaukee Road #760 (originally delivered as #1802), the first Fairbanks-Morse locomotive constructed in their own plant, is now preserved and on display at the Illinois Railway Museum. F-M had yet to produce a railroad road locomotive, or any locomotive prior to the 1944 switcher which was built several years after its conception; all other locomotive producers, except for General Motors (and a few others who manufactured small industrial locomotives), were forced by the government to continue to build reciprocating steam locomotives during much of the war. All national locomotive production was subject to strict wartime restrictions regarding the number and type of railroad-related products they could manufacture (the U.S. Government in the name of the Navy commandeered all F-M O-P production well into 1944). Following World War II, North American railways began phasing out their aging steam locomotives and sought to replace them with state-of-the-art diesel locomotives at an ever-increasing rate due to the impossible economics of steam propulsion. Fairbanks-Morse, along with its competing firms, sought to capitalize on this new market opportunity.


          In December, 1945 F-M produced its first streamlined, cab/carbody dual service diesel locomotive as direct competition to such models as the ALCO PA and EMD E-unit. Assembly of the 2,000 hp unit, which was mounted on a A1A-A1A wheelset, was subcontracted out to General Electric due to lack of space at F-M's Wisconsin plant. GE built the locomotives at its Erie, Pennsylvania facility, thereby giving rise to the name " Erie-built". F-M retained the services of renowned industrial designer Raymond Loewy to create a visually impressive carbody for the Erie-built. The line was only moderately successful, as a total of 82 cab and 28 booster units was sold through 1949, when production was ended. A nine-month strike by the Beloit, WI shop forces right at the beginning doomed the project. The Erie-built's successor was to be manufactured in Beloit and designed from the ground up; the result of this effort was the Consolidated line, which debuted in January, 1950.


          


          C-liner models


          


          C-liners took many of their design cues from the Erie-builts, and appeared in the F-M catalogue with a variety of options. All of the designs were based on a common 56'3" (17.2meter) carbody, but the customer could choose cab or booster units equipped with 1,600 hp, 2,000 hp, or 2,400 hp opposed piston engine prime movers. Each option was also offered in both passenger and freight configurations.


          All freight units, and the CLC-built Model CPA/B-16-4 were designed with an B-B wheel arrangement, while passenger units (in addition to having different gearing) featured an unusual B-A1A wheel configuration, as the rear truck required an extra unpowered axle to help distribute the weight of the steam generator. Most C-liners were fitted out with electrical generators and traction motors manufactured by Westinghouse Electric.


          However, the LAST C-liners Built by CLC for CN had General Electric Equipments and had NO Dynamic Brake.


          CN 6700-05, CPA-16-5. CN 6800-05, CPB-16-5.


          


          Failure in the marketplace


          Orders for the C-liners were initially received from the New York Central, followed by the Long Island Rail Road, the Pennsylvania Railroad, the Milwaukee Road and the New Haven. Orders to the Canadian Locomotive Company were also forthcoming in Canada from the Canadian Pacific and Canadian National railways. However, accounts of mechanical unreliability and poor technical support soon began to emerge. It quickly became apparent that the 2,400 h.p. Westinghouse generators were prone to failure, and the F-M prime movers initially suffered from relatively poor piston life and proved difficult to maintain. Moreover, railroads were quickly moving away from cowl unit designs, and standardizing on road-switcher designs, as offered by the competition in the form of the EMD GP7 or the ALCO RS-3.


          By 1952, orders had dried up in the United States, with a total production run of only 99 units. The units proved relatively more popular in Canada, particularly with the CPR, and orders continued there until 1955. Several variants were only ever produced by the Canadian Locomotive Company, and Canadian roads accepted a total of 66 units. However, Westinghouse had announced in 1953 that it was leaving the locomotive equipment market, in part because of the generator reliability issues in the F-M units. This development made continuing production of the C-liners impractical without a redesign, and since marketplace acceptance was already marginal, the decision was made to end production.


          With the Train Master series, F-M continued production of their own road-switcher designs, but these also ultimately proved unsuccessful in the marketplace and Fairbanks-Morse departed the locomotive market.


          


          Units produced by Fairbanks-Morse (19501953)


          


          Freight units


          


          CFA-16-4 (cabs)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	Chicago, Milwaukee, St. Paul and Pacific Railroad

              	
                
                  12
                

              

              	23A,C28A,C
            


            
              	New York Central Railroad

              	
                
                  8
                

              

              	66006607
            


            
              	Pennsylvania Railroad

              	
                
                  16
                

              

              	9448A9455A, 9492A9499A
            

          


          


          CFB-16-4 (cabless boosters)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	Chicago, Milwaukee, St. Paul and Pacific Railroad

              	
                
                  6
                

              

              	23B28B
            


            
              	New York Central Railroad

              	
                
                  4
                

              

              	69006903
            


            
              	Pennsylvania Railroad

              	
                
                  8
                

              

              	9448B9454B (even nos. only), 9492B9498B (even nos. only)
            

          


          


          CFA-20-4 (cabs)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	New York Central Railroad

              	
                
                  12
                

              

              	50065017
            

          


          


          CFB-20-4 (cabless boosters)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	New York Central Railroad

              	
                
                  3
                

              

              	51025104
            

          


          


          Passenger units


          


          CPA-20-5 (cabs)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	Long Island Rail Road

              	
                
                  8
                

              

              	20012008
            

          


          


          CPA-24-5 (cabs)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	Fairbanks-Morse (demonstrator units)

              	
                
                  2
                

              

              	4801, 4802 (sold to the NH and assigned road #0790 & #0791)
            


            
              	Long Island Rail Road

              	
                
                  4
                

              

              	24012404
            


            
              	New York, New Haven and Hartford Railroad

              	
                
                  8
                

              

              	792799
            


            
              	New York Central Railroad

              	
                
                  8
                

              

              	45004507
            

          


          


          Units produced by the Canadian Locomotive Company (19501954)


          


          Freight units


          


          CFA-16-4 (cabs)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	Canadian National Railway

              	
                
                  23
                

              

              	87008744 (even numbers only)
            


            
              	Canadian Pacific Railway

              	
                
                  6
                

              

              	40764081
            

          


          


          CFB-16-4 (cabless boosters)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	Canadian National Railway

              	
                
                  3
                

              

              	87018705 (odd numbers only)
            


            
              	Canadian Pacific Railway

              	
                
                  4
                

              

              	44554458
            

          


          


          Passenger units


          


          CPA-16-4 (cabs)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	Fairbanks-Morse (demonstrator units)

              	
                
                  2
                

              

              	7005, 7006 (sold to the CP and assigned road #4064 & #4065)
            


            
              	Canadian Pacific Railway

              	
                
                  8
                

              

              	40524057, 4104, 4105
            

          


          


          CPB-16-4 (cabless boosters)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	Canadian Pacific Railway

              	
                
                  8
                

              

              	44494454, 4471, 4472
            

          


          


          CPA-16-5 (cabs)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	Canadian National Railway

              	
                
                  6
                

              

              	67006705
            

          


          


          CPB-16-5 (cabless boosters)


          
            
              	Railroad

              	 Quantity 

              	Road numbers
            


            
              	Canadian National Railway

              	
                
                  6
                

              

              	68006805
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/FM_Consolidated_line"
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        Foie gras
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              Foie gras with mustard seeds and spring onions in duck jus
            

          


          Foie gras (pronounced /fwɑːˈgrɑː/ in English; French for "fat liver") is "the liver of a duck or a goose that has been specially fattened by gavage" (as defined by French law).


          Foie gras is one of the most popular and well-known delicacies in French cuisine and its flavour is described as rich, buttery, and delicate, unlike that of a regular duck or goose liver. Foie gras can be sold whole, or prepared into mousse, parfait, or pt (the lowest quality), and is typically served as an accompaniment to another food item, such as toast or steak.


          The technique of gavage dates as far back as 2500 BC, when the ancient Egyptians began keeping birds for food and deliberately fattened the birds through force-feeding. Today, France is by far the largest producer and consumer of foie gras, though it is produced and consumed worldwide, particularly in other European nations, the United States, and China.


          Gavage-based foie gras production is controversial, due to the force feeding procedure, and the possible health consequences of an enlarged liver, and a number of countries and other jurisdictions have laws against force feeding or the sale of foie gras due to how it is traditionally produced.


          In modern gavage-based foie gras production, force feeding takes place 1218 days before slaughter. The duck or goose is typically fed a controlled amount of corn mash through a tube inserted in the animal's cuticle-lined esophagus.


          Fattened liver can be produced by alternative methods without gavage, and this is referred to either as "fatty goose liver" or as foie gras (outside France), though it does not conform to the French legal definition, and there is debate about the quality of the liver produced. This method involves timing the slaughter to coincide with the winter migration, when livers are naturally fattened. This has only recently been produced commercially, and is a very small fraction of the market.


          Foie gras production has been banned in nations such as some members of the European Union, Turkey, and Israel because of the force-feeding process. Foie gras producers maintain that force feeding ducks and geese is not uncomfortable for the animals nor is it hazardous to their health.


          


          History


          
            [image: A bas relief depiction of overfeeding geese]

            
              A bas relief depiction of overfeeding geese
            

          


          


          Ancient times


          As early as 2500 BC, the ancient Egyptians learned that many birds could be fattened through overfeeding and began this practice. Whether they particularly sought the fattened livers of migratory birds as a delicacy remains undetermined. In the necropolis of Saqqara, in the tomb of Mereruka, an important royal official, there is a bas relief scene wherein workers grasp geese around the necks in order to push food down their throats. At the side stand tables piled with more food pellets, probably roasted grain, and a flask for moistening the feed before giving it to the geese.


          The practice of geese-fattening spread from Egypt to the Mediterranean. The earliest reference to fattened geese is from the 5th century BC Greek poet Cratinus, who wrote of geese-fatteners, yet Egypt maintained its reputation as the source for fattened geese. When the Spartan king Agesilaus visited Egypt in 361 BC, he was greeted with fattened geese and calves, the riches of Egyptian farmers.


          It was not until the Roman period, however, that foie gras is mentioned as a distinct food, which the Romans named iecur ficatum; iecur means liver and ficatum derives from ficus, meaning fig in Latin. The emperor Elagabalus fed his dogs on foie gras during the four years of his chaotic reign. Pliny the Elder (1st century AD) credits his contemporary, Roman gastronome Marcus Gavius Apicius, with feeding dried figs to geese in order to enlarge their livers:


          
            "Apicius made the discovery, that we may employ the same artificial method of increasing the size of the liver of the sow, as of that of the goose; it consists in cramming them with dried figs, and when they are fat enough, they are drenched with wine mixed with honey, and immediately killed."


             Pliny the Elder, Natural History, Book VIII. Chapter 77

          


          Hence, the term iecur ficatum, fig-stuffed liver; feeding figs to enlarge a goose's liver may derive from Hellenistic Alexandria, since much of Roman luxury cuisine is of Greek inspiration. Ficatum was closely associated with animal liver and it became the root word for "liver" in each of these languages: foie in French, hgado in Spanish, fgado in Portuguese, fegato in Italian and ficat in Romanian, all meaning "liver"; this etymology has been explained in different manners.


          


          Postclassical Europe


          After the fall of the Roman empire, goose liver temporarily vanished from European cuisine. Some claim that Gallic farmers preserved the foie gras tradition until the rest of Europe rediscovered it centuries later, but the medieval French peasant's food animals were mainly pig and sheep. Others claim that the tradition was preserved by the Jews, who learned the method of enlarging a goose's liver during the Roman colonisation of Israel or earlier from Egyptians. The Jews carried this culinary knowledge as they migrated farther north and west to Europe.


          The Judaic dietary law, Kashrut, forbade lard as a cooking medium, and butter, too, was proscribed as an alternative since Kashrut also prohibited mixing meat and dairy products. Jewish cuisine used olive oil in the Mediterranean, and sesame oil in Babylonia, but neither cooking medium was easily available in Western and Central Europe, so poultry fat (known in Yiddish as schmaltz), which could be abundantly produced by overfeeding geese, was substituted in their stead. The delicate taste of the goose's liver was soon appreciated; Hans Wilhelm Kirchhof of Kassel wrote in 1562 that the Jews raise fat geese and particularly love their livers. Some Rabbis were concerned with the kashrut dietary complications consequent to overfeeding geese, because Jewish law prohibits eating a treyf animal. The chasam sofer, Rabbi Moses Sofer, contended that it is not a treyf animal as none of its limbs is damaged. This matter remained a debated topic in Jewish dietary law until the Jewish taste for goose liver declined in the 19th century. Another kashrut matter, still a problem today, is that even properly slaughtered and inspected meat must be drained of blood before being considered fit to eat. Usually, salting achieves that; however, as liver is regarded as "(almost) wholly blood", broiling is the only way of kashering. Properly broiling a foie gras while preserving its delicate taste is an arduous endeavour few engage in seriously. Even so, there are grilled meat restaurants in Israel, such as Tel Aviv's Yehuda Avazi's, that offer grilled goose foie gras.


          
            [image: Bartolomeo Scappi]

            
              Bartolomeo Scappi
            

          


          Gentile gastronomes began appreciating fattened goose liver, which they could buy in the local Jewish ghetto of their cities. In 1570, Bartolomeo Scappi, chef de cuisine to Pope Pius V, published his cookbook Opera, wherein he describes that "the liver of [a] domestic goose raised by the Jews is of extreme size and weighs [between] two and three pounds." In 1581, Marx Rumpolt of Mainz, chef to several German nobles, published the massive cookbook Kochbuch, describing that the Jews of Bohemia produced livers weighing more than three pounds; he lists recipes for itincluding one for goose liver mousse. Jnos Keszei, chef to the court of Michael Apafi, the prince of Transylvania, included foie gras recipes in his 1680 cookbook A New Book About Cooking, instructing cooks to "envelop the goose liver in a calf's thin skin, bake it and prepare [a] green or [a] brown sauce to accompany it. I used goose liver fattened by Bohemian Jews, its weight was more than three pounds. You may also prepare a mush of it."


          


          Main producers


          
            
              	Country

              	Production (tons, 2005)

              	% of total
            


            
              	France

              	18,450

              	78.5%
            


            
              	Hungary

              	1,920

              	8.2%
            


            
              	Bulgaria

              	1,500

              	6.4%
            


            
              	United States

              	340 (2003)

              	1.4%
            


            
              	Canada (Quebec)

              	200 (2005)

              	0.9%
            


            
              	China

              	150

              	0.6%
            


            
              	Others

              	940

              	4.0%
            


            
              	Total

              	23,500

              	100%
            

          


          France is the leading producer and consumer of duck and goose foie gras. In 2005, the country produced 18,450 tonnes of foie gras (78.5% of the world's estimated total production of 23,500 tonnes) of which 96% was duck liver and the rest goose liver. Total French consumption of foie gras was 19,000 tonnes in 2005. Approximately 30,000 people are members of the French foie gras industry, with 90% of them residing in the Prigord ( Dordogne), the Midi-Pyrnes rgions in the southwest, and ( Alsace). The European Union recognizes the foie gras produced according to traditional farming methods (label rouge) in southwestern France with a geographical indication of provenance.


          Hungary is the world's second-greatest foie gras "Libamj" producer and the largest exporter (1,920 tonnes in 2005). France is the principal market for Hungarian foie gras; mainly exported raw. Approximately 30,000 Hungarian goose farmers are dependent on the foie gras industry. French food companies spice, process, and cook the foie gras so it may be sold as a French product in its domestic and export markets.


          Bulgaria produced 1,500 tons of foie gras in 2005; Qubec, Canada, also has a thriving foie gras industry; Canadian chefs use Qubec foie gras as a demonstration of national pride. The demand for foie gras in the Far East is such that China has become a sizeable producer; however, Chinese foie gras is viewed with some suspicion by the French.


          


          Forms of foie gras


          
            [image: An entire foie gras (partly prepared for a terrine).]

            
              An entire foie gras (partly prepared for a terrine).
            

          


          In France, foie gras exists in different, legally-defined presentations, from the expensive to the cheap:


          
            	foie gras entier (whole foie gras), made of one or two whole liver lobes; either cooked (cuit), semi-cooked (mi-cuit), or fresh (frais);


            	foie gras, made of pieces of livers reassembled together;


            	bloc de foie gras, a fully-cooked, molded block composed of 98% or more foie gras; if termed avec morceaux ("with pieces"), it must contain at least 50% foie gras pieces for goose, and 30% for duck.

          


          Additionally, there exist pt de foie gras; mousse de foie gras (both must contain 50% or more foie gras); parfait de foie gras (must contain 75% or more foie gras); and other preparations (no legal obligation established).


          Fully cooked preparations are generally sold in either glass containers or metal cans for long-term preservation. Whole, fresh foie gras is usually unavailable in France, except in some producers' markets in the producing regions. Frozen whole foie gras sometimes is sold in French supermarkets.


          Whole foie gras is readily available from gourmet retailers in Quebec, the United States, Hungary, Australia, Argentina and regions with a sizable market for the product. In US, raw foie gras is classified as Grade A, B or C, with Grade A typically being the best for searing.


          


          Production methods


          The physiological basis of foie gras production is migratory birds' capacity for weight gain, particularly in the liver, in preparation for migration. Moulard ducks are the most commonly used breed for foie gras. Moulards are a cross breed between a male muscovy duck and a female pekin duck. Moulard ducks do not exhibit pre-migratory gorging instincts because neither the Pekin nor the muscovy are migratory birds.


          Typical foie gras production involves force-feeding birds more food than they would eat in the wild, and much more than they would voluntarily eat domestically. The feed, usually corn boiled with fat (to facilitate ingestion), deposits large amounts of fat in the liver, thereby producing the buttery consistency sought by the gastronome.


          


          Physiology and preparation


          The geese and ducks used in foie gras production are, generally, Toulouse geese, and sterile hybrid ducks Cairina moschata drakes crossed with female domestic ducks (Anas platyrhynchos). Geese and ducks are omnivorous, and, like many birds, have expansive throats allowing them to store large amounts of food, either whole or pre-digested, in the esophagus while awaiting digestion in the stomach, similar to python feeding. In the wild this dilation allows them to swallow large foodstuffs, such as a whole fish, for a later, long digestion. Wild geese may consume 300 grams of protein and another 800 grams of grasses per day. Farmed geese allowed to graze on carrots adapt to eat 100 grams of protein, but may consume up to 2500 grams of the carrots per day. A wild duck may double its weight in the autumn, storing fat throughout much of its body and especially on the liver, in preparation for winter migration. Force feeding produces a liver that is six to ten times its ordinary size. Storage of fat in the liver produces steatosis of the liver cells.


          The geese or ducks used in foie gras production are usually kept in a building on straw for the first four weeks, then kept outside for some weeks, feeding on grasses that toughen the esophagus. The birds are then brought inside for gradually longer periods while introduced to a high starch diet. The next feeding phase, which the French call gavage or finition d'engraissement, or "completion of fattening", involves forced daily ingestion of controlled amounts of feed for 12 to 15 days with ducks and for 15 to 18 days with geese. During this phase ducks are usually fed twice daily while geese are fed up to 4 times daily.


          


          Fattening


          In modern production, the bird is typically fed a controlled amount of feed, depending on the stage of the fattening process, its weight, and the amount of feed it last ingested. At the start of production, a bird might be fed a dry weight of 250grams (9oz) of food per day, and up to 1,000grams (35oz) (in dry weight) by the end of the process. The actual amount of food force-fed is much greater, since the birds are fed a mash whose composition is about 53% dry and 47% liquid (by weight).


          The feed is administered using a funnel fitted with a long tube (2030 cm long), which forces the feed into the animal's esophagus; if an auger is used, the feeding takes about 45 to 60 seconds. Modern systems usually use a tube fed by a pneumatic pump; with such a system the operation time per duck takes about 2 to 3 seconds. During feeding, efforts are made to avoid damaging the bird's esophagus, which could cause injury or death.


          


          Alternative production


          While force feeding is required to meet the French legal definition of "foie gras", producers outside of France do not always force feed birds in order to produce fattened livers that they consider to be foie gras, instead allowing them to eat freely, termed ad libitum. Interest in alternative production methods has grown recently due to ethical concerns in gavage-based foie gras production. Such livers are alternatively termed fatty goose liver, ethical foie gras, or humane foie gras, though these latter terms are also used for gavage-based foie gras production that is more concerned with the animal's welfare (using rubber hoses rather than steel pipes for feeding). Award-winning Spanish producer Patera de Sousa produces foie gras under the brand Ganso Ibrico by taking advantage of the natural instinct of geese to fatten their livers in preparation for migration, which results in a seasonal product, as slaughter can only happen in winter, prior to migration. Others have expressed skepticism at these claims of humane treatment, as earlier attempts to produce fattened livers without gavage have not produced satisfactory results. In 2006, Schiltz Goose Farms began developing non-force-fed fatty goose livers by similar seasonal methods, producing their first "fatty goose livers" in 2007, with sizes two to three times that of normal goose livers (by comparison with up to six times for force-fed geese).


          


          Preparations


          
            [image: Foie gras on a burger]

            
              Foie gras on a burger
            

          


          Generally, French preparations of foie gras are over low heat, as fat melts faster from the traditional goose foie gras than the duck foie gras produced in most other parts of the world. American and other New World preparations, typically employing duck foie gras, have more recipes and dish preparations for serving that foie gras hot, rather than cool or cold.


          The recent (in French culinary tradition) introduction of duck foie gras has resulted in some recipes returning to France from America. In Hungary, goose foie gras traditionally is fried in goose fat, which is then poured over the foie gras and left to cool; it also is eaten warm, after being fried or roasted, with some chefs smoking the foie gras over a cherry wood fire.


          In other parts of the world foie gras is served in exotic dishes such as foie gras sushi rolls, in various forms of pasta or alongside steak tartare or atop a steak as a garnish.


          


          Cold preparations


          Traditional low-heat cooking methods result in terrines, pts, parfaits, foams and mousses of foie gras, often flavored with truffle, mushrooms or brandy such as Cognac or Armagnac. These slow-cooked forms of foie gras are cooled and served at or below room temperature.


          In a very traditional form of terrine, au torchon ("in a towel"), a whole lobe of foie is molded, wrapped in a towel and slow-cooked in a bain Marie.


          Raw foie gras is also cured in salt ("cru au sel"), served slightly chilled.


          Given the high fatty content, foie gras can be converted into a savory ice cream, typically crusted with coarse salt.


          


          Hot preparations


          Given the increased internationalization of cuisines and food supply, foie gras is increasingly found in hot preparations not only in the United States, but in France and elsewhere. Duck foie gras ("foie gras de canard") has slightly lower fat content and is generally more suitable in texture to cooking at high temperature than is goose foie gras ("foie gras d'oie"), but chefs have been able to cook goose foie gras employing similar techniques developed for duck, albeit with more care.


          Raw foie gras can be roasted, sauteed, pan-seared (poll) or (with care and attention), grilled. As foie gras has high fat content, contact with heat needs to be brief and therefore at high temperature, lest it burn or melt. Optimal structural integrity for searing requires the foie gras to be cut to a thickness between 15 and 25 mm, resulting in a rare, uncooked centre. Some chefs prefer not to devein the foie gras, as the veins can help preserve the integrity of the fatty liver. It is increasingly common to sear the foie gras on one side only, leaving the other side uncooked. Practitioners of molecular gastronomy such as Heston Blumenthal of the Fat Duck restaurant first flash-freeze foie gras in liquid nitrogen, with the searing process resulting in a piece at room temperature.


          Hot foie gras requires minimal spices; typically black pepper, paprika (in Hungary) and salt. It has become fashionable in 3-star restaurants to use artisanal coarse salt to provide a visual and textural garnish.


          


          Accompaniments
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              Foie gras is often served with dessert wines, such as Sauternes.
            

          


          Foie gras may be flavored with truffles, prunes, or liquors such as Armagnac and Cointreau.


          Most presentations of foie gras match it to a sweet fruit, including quince, pears, apples, prunes, plums, cherries, raspberries, blackcurrants, huckleberries, figs or elderberries. These can be in the form of sauces, coulis, jam, stewed, caramelized or pureed.


          Chefs have been experimenting with various other contrasting and strong, supporting savory flavours, ranging from red beets to onion chutneys to sweet corn and peas to various mushrooms including morels or cepes to bittersweet chocolate mols.


          Sauces include onion or leek-based sauces, red wine or fortified red wine reductions, truffle and mushroom sauces or wasabi drizzles.


          It is commonly served accompanied with crusty or toasted bread such as a brioche, or, more rustically, toasted baguette ends.


          Wine matching is traditionally a late-harvest, Botrytised dessert wine such as Sauternes, Vin de paille ( a savory Jura wine), Tokay or new-world late harvest wine, as the rich, sweet flavours go well together; classic wine and food matching. Some diners prefer foie gras with a spicy white wine, such as a Gewurtztraminer from Alsace. When foie gras is served with stronger sauces such as port-wine reductions or bitter chocolate sauces, a fortified wine such as Port or Banyuls is in order. Other dessert wines can match foie gras, including Juranon wines from Barn, or a Muscat grape such as Muscat de Beaumes-de-Venise, or an ice wine, ice cider, or sweet Champagne wines. When foie gras is served with truffles, mushrooms or other earthy-type flavours, it can be paired with a red burgundy wine or burgundy-style Pinot Noirs.


          Accompaniments may include caramelized onions, onion jam, cornichons and Sauternes jelly.


          


          Consumption


          Foie gras is a luxury dish. Many in France only consume foie gras on special occasions, such as Christmas or New Year's Eve rveillon dinners, though the recent increased availability of foie gras has made it a less exceptional dish. In some areas of France foie gras is eaten year-round.


          Duck foie gras is the slightly cheaper and, since a change of production methods in the 1950s, by far the most common kind, particularly in the US. The taste of duck foie gras is often referred to as musky with a subtle bitterness. Goose foie gras is noted for being less gamey and smoother, with a nuttier flavor.


          


          Controversy


          Animal rights and welfare groups such as PETA, Farm Sanctuary and the Humane Society of the United States contend that foie gras production methods, and force feeding in particular, constitute cruel and inhumane treatment of animals. Specific complaints include livers swollen to many times their normal size, impaired liver function, expansion of the abdomen making it difficult for birds to walk, death if the force feeding is continued, and scarring of the esophagus. PETA claims that the insertion and removal of the feeding tube scratch the throat and the esophagus, causing irritations and wounds and thus exposing the animal to risk of mortal infections.


          In June 2007, research uncovered a possible link between foie gras and Amyloidosis-related disorders (including Creutzfeldt-Jakob Disease, type II diabetes and rheumatoid arthritis). Transgenic mice with predisposition to amyloidosis were either fed or injected with amyloid protein extracted from commercial foie gras. Animals in both groups displayed "extensive systemic pathological (amyloid) deposits". After cooking the foie gras per manufacturer specification, mice injected with its extracted amyloid showed reduced but still noticeable effect. The authors conclude that exposure to serum amyloid A in foie gras is the likely cause, and suggest it could be a contributing factor of certain diseases in a susceptible population.


          Some research exists which suggests that excessive consistent foie gras consumption "may be linked to the onset of diseases including Alzheimers, type 2 diabetes and rheumatoid arthritis." However, the research is disputed and a correlation between foie gras consumption and these diseases has not been confirmed.


          
            Retrieved from " http://en.wikipedia.org/wiki/Foie_gras"
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              	Folic acid
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              	IUPAC name

              	(S)-2-(4-((2-amino-4-hydroxypteridin-6-yl)methylamino)benzamido)pentanedioic acid
            


            
              	Other names

              	N-[4(2-Amino-4-hydroxy pteridin-6-ylmethylamino) benzoyl]-L(+)-glutamic acid; pteroyl-L-glutamic acid; Vitamin B9; Vitamin M; Folacin
            


            
              	Identifiers
            


            
              	CAS number

              	[59-30-3]
            


            
              	RTECS number

              	LP5425000
            


            
              	SMILES

              	
                
                  
                    
                  


                  
                    C1=CC(=CC=C1C(=O)NC

                    (CCC(=O)O)C(=O)O)

                    NCC2=CN=C3C(=N2)

                    C(=O)N=C(N3)N
                  

                

              
            


            
              	Properties
            


            
              	Molecular formula

              	C19H19N7O6
            


            
              	Molar mass

              	441.403 g/mol
            


            
              	Appearance

              	yellow-orange crystalline powder
            


            
              	Melting point

              	
                250 C (523 K), decomp.

              
            


            
              	Solubility in water

              	0.0016 mg/ml (25 C)
            


            
              	Acidity (pKa)

              	1st: 2.3, 2nd: 8.3
            


            
              	Hazards
            


            
              	Main hazards

              	non-toxic, non-flammable
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox references
            

          


          Folic acid and folate (the anion form) are forms of the water-soluble Vitamin B9. These occur naturally in food and can also be taken as supplements. Folate gets its name from the Latin word folium ("leaf").


          


          History


          A key observation by researcher Lucy Wills in 1931 led to the identification of folate as the nutrient needed to prevent anaemia during pregnancy. Dr. Wills demonstrated that anaemia could be reversed with brewer's yeast. Folate was identified as the corrective substance in brewer's yeast in the late 1930s and was extracted from spinach leaves in 1941. It was first synthesized in 1946 by Yellapragada Subbarao.


          


          Biological roles of folate


          
            	DNA and cell division

          


          Folate is necessary for the production and maintenance of new cells. This is especially important during periods of rapid cell division and growth such as infancy and pregnancy. Folate is needed to synthesize DNA bases (most notably thymine, but also purine bases) needed for DNA replication. Thus folate deficiency hinders DNA synthesis and cell division, affecting most notably bone marrow and cancer, both of which participate in rapid cell division. RNA transcription, and subsequent protein synthesis, are less affected by folate deficiency as the mRNA can be recycled and used again (as opposed to DNA synthesis where a new genomic copy must be created). Since folate deficiency limits cell division, erythropoiesis, production of red blood cells (RBCs) is hindered and leads to megaloblastic anaemia which is characterized by large immature RBCs. This pathology results from persistently thwarted attempts at normal DNA replication, DNA repair, and cell division and produces abnormally large cells (megaloblasts) with abundant cytoplasm capable of RNA and protein synthesis but with clumping and fragmentation of nuclear chromatin. Some of these large cells, although immature, are released early from the marrow in an attempt to compensate for the anaemia caused by lack of RBCs. Both adults and children need folate to make normal RBCs and prevent anaemia. Deficiency of folate in pregnant women has been implicated in neural tube defects and so many cereals sold in developed countries are enriched with folate to avoid such complications.


          
            	Biochemistry of DNA base and amino acid production

          


          In the form of a series of tetrahydrofolate (THF) compounds, folate derivatives are substrates in a number of single-carbon-transfer reactions, and also are involved in the synthesis of dTMP (2'-deoxythymidine-5'-phosphate) from dUMP (2'-deoxyuridine-5'-phosphate). It is a substrate for an important reaction that involves vitamin B12 and it is necessary for the synthesis of DNA, required for all dividing cells.


          The pathway leading to the formation of tetrahydrofolate (FH4) begins when folate (F) is reduced to dihydrofolate (DHF) (FH2), which is then reduced to THF. Dihydrofolate reductase catalyses the last step. Vitamin B3 in the form of NADPH is a necessary cofactor for both steps of the synthesis.


          Methylene-THF (CH2FH4) is formed from THF by the addition of methylene groups from one of three carbon donors: formaldehyde, serine, or glycine. Methyl tetrahydrofolate (CH3-THF) can be made from methylene-THF by reduction of the methylene group with NADPH. If is important to note that Vitamin B12 is the only acceptor of methyl-THF. There is also only one acceptor for methyl-B12 which is homocysteine in a reaction catalyzed by homocysteine methyltransferase. This is important because a defect in homocysteine methyltransferase or a defeciency of B12 can lead to a methyl-trap of THF and a subsequent deficiency. Thus, a deficiency in B12 can generate a large pool of methyl-THF that is unable to undergo reactions and will mimic folate deficiency. Another form of THF, formyl-THF or folinic acid) results from oxidation of methylene-THF or is formed from formate donating formyl group to THF. Finally, histidine can donate a single carbon to THF to form methenyl-THF.


          In other words: F  DHF2  THF  CH2-THF Formyl-THF <--> Methynl-THF <--> Methylene-THF --> Methyl-THF


          Overview of drugs that interfere with folate reactions A number of drugs interfere with the biosynthesis of folic acid and THF. Among them are the dihydrofolate reductase inhibitors such as trimethoprim, pyrimethamine and methotrexate; the sulfonamides (competitive inhibitors of para-aminobenzoic acid in the reactions of dihydropteroate synthetase).


          
            	Recommended Daily Allowance (RDA)

          


          
            
              1998 RDAs for Folate
            

            
              	Men

              	Women
            


            
              	(19+)

              	(19+)

              	Pregnancy

              	Breast feeding
            


            
              	400 g

              	400 g

              	600 g

              	500 g
            


            
              	1 g of food folate = 0.6 g folic acid from supplements and fortified foods
            

          


          The National Health and Nutrition Examination Survey (NHANES III 1988-91) and the Continuing Survey of Food Intakes by Individuals (1994-96 CSFII) indicated that most adults did not consume adequate folate. However, the folic acid fortification program in the United States has increased folic acid content of commonly eaten foods such as cereals and grains, and as a result diets of most adults now provide recommended amounts of folate equivalents.


          


          Folate deficiency


          


          Human reproduction


          Folic acid is very important for all women who may become pregnant. Adequate folate intake during the periconceptional period, the time just before and just after a woman becomes pregnant, helps protect against a number of congenital malformations including neural tube defects. Neural tube defects result in malformations of the spine ( spina bifida), skull, and brain ( anencephaly). The risk of neural tube defects is significantly reduced when supplemental folic acid is consumed in addition to a healthy diet prior to and during the first month following conception. Women who could become pregnant are advised to eat foods fortified with folic acid or take supplements in addition to eating folate-rich foods to reduce the risk of some serious birth defects. The most notable birth defects that occur from folate deficiency are neural tube defects. Taking 400 micrograms of synthetic folic acid daily from fortified foods and/or supplements has been suggested. The Recommended Dietary Allowance (RDA) for folate equivalents for pregnant women is 600-800 micrograms, twice the normal RDA of 400 micrograms for women who are not pregnant.


          Recent research has shown that it is also very important for men who are planning on fathering children, reducing birth defect risks.


          


          Folic acid supplements and masking of B12 deficiency


          There has been concern about the interaction between vitamin B12 and folic acid.Folic acid supplements can correct the anaemia associated with vitamin B12 deficiency. Unfortunately, folic acid will not correct changes in the nervous system that result from vitamin B12 deficiency. Permanent nerve damage could theoretically occur if vitamin B12 deficiency is not treated. Therefore, intake of supplemental folic acid should not exceed 1000 micrograms (1000 g or 1 mg) per day to prevent folic acid from masking symptoms of vitamin B12 deficiency. In fact, to date the evidence that such masking actually occurs is scarce, and there is no evidence that folic acid fortification in Canada or the US has increased the prevalence of vitamin B12 deficiency or its consequences.


          However one recent study has demonstrated that high folic or folate levels when combined with low B12 levels are associated with significant cognitive impairment among the elderly. If the observed relationship for seniors between folic acid intake, B12 levels, and cognitive impairment is replicated and confirmed, this is likely to re-open the debate on folic acid fortification in food, even though public health policies tend generally to support the developmental needs of infants and children over slight risks to other population groups.


          In any case, it is important for older adults to be aware of the relationship between folic acid and vitamin B12 because they are at greater risk of having a vitamin B12 deficiency. If you are 50 years of age or older, ask your physician to check your B12 status before you take a supplement that contains folic acid.


          


          Health risk of too much folic acid


          The risk of toxicity from folic acid is low. The Institute of Medicine has established a tolerable upper intake level (UL) for folate of 1 mg for adult men and women, and a UL of 800 g for pregnant and lactating (breast-feeding) women less than 18 years of age. Supplemental folic acid should not exceed the UL to prevent folic acid from masking symptoms of vitamin B12 deficiency.


          Research suggests high levels of folic acid can interfere with some antimalarial treatments.


          A 10000-patient study at Tufts University in 2007 concluded that excess folic acid worsens the effects of B12 deficiency and in fact may affect the absorption of B12.


          


          Some current issues and controversies about folate


          


          Dietary fortification of folic acid


          Since the discovery of the link between insufficient folic acid and neural tube defects (NTDs), governments and health organizations worldwide have made recommendations concerning folic acid supplementation for women intending to become pregnant. For example, the United States Public Health Service (see External links) recommends an extra 0.4 mg/day, which can be taken as a pill. However, many researchers believe that supplementation in this way can never work effectively enough since about half of all pregnancies in the U.S. are unplanned and not all women will comply with the recommendation.


          This has led to the introduction in many countries of fortification, where folic acid is added to flour with the intention of everyone benefiting from the associated rise in blood folate levels. This is controversial, with issues having been raised concerning individual liberty, and the masking effect of folate fortification on pernicious anaemia (vitamin B12 deficiency). However, almost all American countries now fortify their flour, along with a number of Middle Eastern countries and Indonesia. Mongolia and a number of ex-Soviet republics are amongst those having widespread voluntary fortification; about five more countries (including Morocco, the first African country) have agreed but not yet implemented fortification. In the UK the Food Standards Agency has recommended fortification. To date, no EU country has yet mandated fortification. Australia and New Zealand have jointly agreed to fortification. Australia will fortify all flour, whereas New Zealand will fortify bread (excluding organic and unleavened varieties) from 18 September 2009. The requirement is 0.135mg of folate per 100g of bread.


          There has been previous debate in the United Kingdom and Australia regarding the inclusion of folic acid in products such as bread and flour.
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          In 1996, the United States Food and Drug Administration (FDA) published regulations requiring the addition of folic acid to enriched breads, cereals, flours, corn meals, pastas, rice, and other grain products. This ruling took effect 1998- 01-01, and was specifically targeted to reduce the risk of neural tube birth defects in newborns. There are concerns that the amount of folate added is insufficient . In October 2006, the Australian press claimed that U.S. regulations requiring fortification of grain products were being interpreted as disallowing fortification in non-grain products, specifically Vegemite (an Australian yeast extract containing folate). The FDA later said the report was inaccurate, and no ban or other action was being taken against Vegemite.


          Since the folic acid fortification program took effect, fortified foods have become a major source of folic acid in the American diet. The Centers for Disease Control and Prevention in Atlanta, Georgia used data from 23 birth defect registries that cover about half of United States births and extrapolated their findings to the rest of the country. This data indicates that since the addition of folic acid in grain-based foods as mandated by the Food and Drug Administration, the rate of neural tube defects dropped by 25% in the United States.


          Although folic acid does reduce the risk of birth defects, it is only one part of the picture and should not be considered a cure. Even women taking daily folic acid supplements have been known to have children with neural tube defects.


          


          Heart disease


          Adequate concentrations of folate, vitamin B12, or vitamin B6 may decrease the circulating level of homocysteine, an amino acid normally found in blood. There is evidence that an elevated homocysteine level is an independent risk factor for heart disease and stroke. The evidence suggests that high levels of homocysteine may damage coronary arteries or make it easier for blood clotting cells called platelets to clump together and form a clot. However, there is currently no evidence available to suggest that lowering homocysteine with vitamins will reduce risk of heart disease. Clinical intervention trials are needed to determine whether supplementation with folic acid, vitamin B12 or vitamin B6 can lower the risk of developing coronary heart disease. The NORVIT trial suggests that folic acid supplementation may do more harm than good.


          As of 2006, studies have shown that giving folic acid to reduce levels of homocysteine does not result in clinical benefit. One of these studies suggests that folic acid in combination with B12 may even increase some cardiovascular risks.


          However a 2005 study found that 5 mg. of folate daily over a three-week period reduced pulse pressure by 4.7 mmHg. compared with a placebo, and concluded that


          
            	Folic acid is a safe and effective supplement that targets large artery stiffness and may prevent isolated systolic hypertension.

          


          Also, as a result of new research, "heart experts" at Johns Hopkins Medical Centre reported in March 2008 in favour of therapeutic folate, although they cautioned that it was premature for those at risk of heart attack to self-medicate.


          


          Stroke


          Folic acid appears to reduce the risk of stroke. The reviews indicate only that in some individuals the risk of stroke appears to be reduced, but a definite recommendation regarding supplementation beyond the current recommended daily allowance has not been established for stroke prevention. Observed stroke reduction is consistent with the reduction in pulse pressure produced by folate supplementation of 5 mg per day, since hypertension is a key risk factor for stroke.


          


          Cancer


          The association between folate and cancer appears to be complex. It has been suggested that folate may help prevent cancer, as it is involved in the synthesis, repair, and functioning of DNA, and a deficiency of folate may result in damage to DNA that may lead to cancer. Some investigations have proposed that good levels of folic acid may be related to lower risk of esophagus, stomach and ovarian cancer, but benefices of folic acid against cancer may depend on when it is taken and on individual conditions. In addition folic acid may not be helpful, and could even be damaging, in people who already are suffering from cancer or from a precancerous condition. Conversely, it has been suggested that excess folate may promote tumor initiation. Diets high in folate are associated with decreased risk of colorectal cancer; some studies show an association which is stronger for folate from foods alone than for folate from foods and supplements, while other studies find that folate from supplements is more effective due to greater bioavailability and a 2007 randomized clinical trial found that folate supplements did not reduce the risk of colorectal adenomas. A 2006 prospective study of 81,922 Swedish adults found that diets high in folate from foods, but not from supplements, were associated with a reduced risk of pancreatic cancer. Most epidemiologic studies suggest that diets high in folate are associated with decreased risk of breast cancer, but results are not uniformly consistent: one large cancer screening trial reported a potential harmful effect of high folate intake on breast cancer risk, suggesting that routine folate supplementation should not be recommended as a breast cancer preventive, but a 2007 Swedish prospective study found that a high folate intake was associated with a lower incidence of postmenopausal breast cancer. It is very difficult to affirm how each nutrient or nutrient combination affects a persons risk of cancer. People whose diets are rich in vegetables and low in animal fat and meat have lower risks for some of the most frequent types of cancer. Taking a variety of healthful foods, with most of them coming from plant sources, is a better solution than taking vitaminic supplements. So the authorities are not really sure if this will work for cancer or not, (or the age at which it is safe to start taking folate supplements) but hopefully this will all become clear in the light of research now underway.


          


          Antifolates


          Folate is important for cells and tissues that rapidly divide. Cancer cells divide rapidly, and drugs that interfere with folate metabolism are used to treat cancer. The antifolate methotrexate is a drug often used to treat cancer because it inhibits the production of the active form of THF from the inactive dihydrofolate (DHF). Unfortunately, methotrexate can be toxic, producing side effects such as inflammation in the digestive tract that make it difficult to eat normally.


          Folinic acid, under the drug name leucovorin, is a form of folate (formyl-THF) that can help "rescue" or reverse the toxic effects of methotrexate. Folinic acid is not the same as folic acid. Folic acid supplements have little established role in cancer chemotherapy. There have been cases of severe adverse effects of accidental substitution of folic acid for folinic acid in patients receiving methotrexate cancer chemotherapy. It is important for anyone receiving methotrexate to follow medical advice on the use of folic or folinic acid supplements. The supplement of folinic acid in patients undergoing methotrexate treatment is to give non rapidly dividing cells enough folate to maintain normal cell functions. The amount of folate given will be depleted by rapidly dividing cells (cancer) very fast and so will not negate the effects of methotrexate. Low dose methotrexate is used to treat a wide variety of non-cancerous diseases such as rheumatoid arthritis, lupus, scleroderma, psoriasis, asthma, sarcoidoisis, primary biliary cirrhosis, and inflammatory bowel disease. Low doses of methotrexate can deplete folate stores and cause side effects that are similar to folate deficiency. Both high folate diets and supplemental folic acid may help reduce the toxic side effects of low dose methotrexate without decreasing its effectiveness. Anyone taking low dose methotrexate for the health problems listed above should consult with a physician about the need for a folic acid supplement. While the role in folate as a cancer treatment is well established its long term effectiveness is diminished by cellular response. In response to decreased THF the cell begins to transcribe more DHF reductase, the enzyme that reduces DHF to THF. Because methotrexate is a competitive inhibitor of DHF reductase increased concentrations of DHF reductase can overcome the drugs inhibition.


          


          Depression


          Some evidence links low levels of folate with depression. There is some limited evidence from randomised controlled trials that using folic acid in addition to antidepressant medication may have benefits. Researchers at the University of York and Hull York Medical School have confirmed a link between depression and low levels of folate in a research study involving 15,315 . However, the evidence is probably too limited at present for this to be a routine treatment recommendation.


          


          Memory and mental agility


          In a 3-year trial on 818 people over the age of 50, short-term memory, mental agility and verbal fluency were all found to be better among people who took 800 micrograms of folic acid dailytwice the current RDAthan those who took placebo. The study was reported in The Lancet on 19 January 2007.


          


          Fertility


          Folate is necessary for fertility in both men and women. In men, it contributes to spermatogenesis. In women, on the other hand, it contributes to oocyte maturation, implantation, placentation, in addition to the general effects of folic acid and pregnancy. Therefore, it is necessary to receive sufficient amounts through the diet, in order to avoid subfertility.


          


          Induction of acute renal failure


          Folic acid is used in extremely high doses to induce Acute renal failure in murine models. The exact method through which folic acid induces kidney injury in such massive dose is unknown, however it is characterized by the appearance of folic acid crystals in renal tubules and acute tubular necrosis. This method of renal injury is also linked to increased expression of Tumor necrosis factor-alpha. The dose of folic acid used to induce renal injury is usually around 250mg of folic acid per kg of body weightapproximately 120 times the FDA's daily recommended intake of 0.4mg. The folic acid is usually administered in a vehicle of 0.3mmol/L of sodium bicarbonate.
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        Folklore


        
          

          Folklore is the body of expressive culture, including tales, music, dance, legends, oral history, proverbs, jokes, popular beliefs, customs, and so forth within a particular population comprising the traditions (including oral traditions) of that culture, subculture, or group. It is also the set of practices through which those expressive genres are shared. The academic and usually ethnographic study of folklore is sometimes called folkloristics. The word 'folklore' was first used by the English antiquarian William Thoms in a letter published by the London Journal Athenaeum in 1846.


          


          History


          The concept of folklore developed as part of the 19th century ideology of romantic nationalism, leading to the reshaping of oral traditions to serve modern ideological goals; only in the 20th century did ethnographers begin to attempt to record folklore without overt political goals. The Brothers Grimm, Wilhelm and Jakob Grimm, collected orally transmitted German tales and published the first series as Kinder- und Hausmrchen ("Children's and Household Tales") in 1812.


          The term was coined in 1846 by an Englishman, William Thoms, who wanted to use an Anglo-Saxon term for what was then called "popular antiquities." Johann Gottfried von Herder first advocated the deliberate recording and preservation of folklore to document the authentic spirit, tradition, and identity of the German people; the belief that there can be such authenticity is one of the tenets of the romantic nationalism which Herder developed. The definition most widely accepted by current scholars of the field is "artistic communication in small groups," coined by Dan Ben-Amos a scholar at the University of Pennsylvania, and the term, and the associated field of study, now include non-verbal art forms and customary practices.
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          Types of folklore


          Folklore can be divided into four areas of study: artifact (such as voodoo dolls), describable and transmissible entity (oral tradition), culture, and behaviour (rituals). These areas do not stand alone however, often a particular item or element may fit into more than one of these areas.


          


          Folklore as describable and transmissible entity


          Folklore can contain religious or mythic elements, it equally concerns itself with the sometimes mundane traditions of everyday life. Folklore frequently ties the practical and the esoteric into one narrative package. It has often been conflated with mythology, and vice versa, because it has been assumed that any figurative story that does not pertain to the dominant beliefs of the time is not of the same status as those dominant beliefs. Thus, Roman religion is called "myth" by Christians. In that way, both "myth" and "folklore" have become catch-all terms for all figurative narratives which do not correspond with the dominant belief structure.


          Sometimes "folklore" is religious in nature, like the tales of the Welsh Mabinogion or those found in Icelandic skaldic poetry. Many of the tales in the Golden Legend of Jacob de Voragine also embody folklore elements in a Christian context: examples of such Christian mythology are the themes woven round Saint George or Saint Christopher. In this case, the term "folklore" is being used in a pejorative sense. That is, while the tales of Odin the Wanderer have a religious value to the Norse who composed the stories, because it does not fit into a Christian configuration it is not considered "religious" by Christians who may instead refer to it as "folklore."


          Folktales are general term for different varieties of traditional narrative. The telling of stories appears to be a cultural universal, common to basic and complex societies alike. Even the forms folktales take are certainly similar from culture to culture, and comparative studies of themes and narrative ways have been successful in showing these relationships. Also it is considered to be an oral tale to be told for everybody.


          On the other hand, folklore can be used to accurately describe a figurative narrative, which has no sacred or religious content. In the Jungian view, which is but one method of analysis, it may instead pertain to unconscious psychological patterns, instincts or archetypes of the mind. This may or may not have components of the fantastic (such as magic, ethereal beings or the personification of inanimate objects). These folktales may or may not emerge from a religious tradition, but nevertheless speak to deep psychological issues. The familiar folktale, " Hansel and Gretel," is an example of this fine line. The manifest purpose of the tale may primarily be one of mundane instruction regarding forest safety or secondarily a cautionary tale about the dangers of famine to large families, but its latent meaning may evoke a strong emotional response due to the widely understood themes and motifs such as The Terrible Mother, Death, and Atonement with the Father.


          There can be both a moral and psychological scope to the work, as well as entertainment value, depending upon the nature of the teller, the style of the telling, the ages of the audience members, and the overall context of the performance. Folklorists generally resist universal interpretations of narratives and, wherever possible, analyze oral versions of tellings in specific contexts, rather than print sources, which often show the work or bias of the writer or editor.


          Contemporary narratives common in the Western world include the urban legend. There are many forms of folklore that are so common, however, that most people do not realize they are folklore, such as riddles, children's rhymes and ghost stories, rumors (including conspiracy theories), gossip, ethnic stereotypes, and holiday customs and life-cycle rituals. UFO abduction narratives can be seen, in some sense, to refigure the tales of pre-Christian Europe, or even such tales in the Bible as the Ascent of Elijah to heaven. Adrienne Mayor, in introducing a bibliography on the topic, noted that most modern folklorists are largely unaware of classical parallels and precedents, in materials that are only partly represented by the familiar designation Aesopica: "Ancient Greek and Roman literature contains rich troves of folklore and popular beliefs, many of which have counterparts in modern contemporary legends" (Mayor, 2000).


          Vladimir Propp's classic study Morphology of the Folktale (1928) became the basis of research into the structure of folklore texts. Propp discovered a uniform structure in Russian fairy tales. His book has been translated into English, Italian, Polish and other languages. The English translation was issued in USA in 1958, some 30 years after the publication of the original. It was met by approving reviews and significantly influenced later research on folklore and, more generally, structural semantics.


          


          Material culture


          Elements such as dolls, decorative items used in religious rituals, hand-built houses and barns, and handmade clothing and other crafts are considered to be folk artifacts, grouped within the field as "material culture." Additionally, figures that depict characters from folklore, such as statues of the three wise monkeys may be considered to be folklore artifacts, depending on how they are used within a culture. The operative definition would depend on whether the artifacts are used and appreciated within the same community in which they are made, and whether they follow a community aesthetic.


          


          Culture as folklore


          Folklorist William Bascom states that folklore has many cultural aspects, such as allowing for escape from societal consequences. In addition, folklore can also serve to validate a culture (romantic nationalism), as well as transmit a culture's morals and values. Folklore can also be used to assert social pressures, or relive them, in the case of humor and carnival.

          In addition, folklorists study medical, supernatural, religious, and political belief systems as an essential, often unspoken, part of expressive culture.


          


          Behaviour as folklore


          Many rituals can be considered folklore, whether formalized in a cultural or religious system (e.g. weddings, baptisms, harvest festivals) or practiced within a family or secular context. For example, in certain parts of the United States (as well as other countries) one places a knife, or a pair of scissors, under the mattress to "cut the birth pains" after giving birth. Additionally, children's counting-out games can be defined as behavioural folklore.


          


          Categories of folklore


          
            
              	Genres

                
                  	Archetypes, stereotypes and stock characters.


                  	Ballad


                  	Blason Populaire


                  	Childlore


                  	Children's street culture


                  	Counting rhymes


                  	Costumbrismo


                  	Craft


                  	Custom


                  	Folk play


                  	Epic poetry


                  	Factoids


                  	Festival


                  	Folk art


                  	Folk belief


                  	Folk magic


                  	Folk medicine


                  	Folk metaphor


                  	Folk poetry and rhyme


                  	Folk simile


                  	Folk song


                  	Folk narrative

                    
                      	Anecdote


                      	Fairy tale


                      	Fable


                      	Ghost story


                      	Joke


                      	Legend


                      	Myth


                      	Parable


                      	Tall tale


                      	Urban legend

                    

                  


                  	Games


                  	Holiday lore and customs


                  	Mythology


                  	Riddle


                  	Saying

                    
                      	Maxim


                      	Proverb

                    

                  


                  	Superstition


                  	Taunts


                  	Weather lore


                  	Xerox lore

                

              

            

          


          National or ethnic


          
            
              	European

                
                  	Alpine (Austrian and Swiss) folklore


                  	Albanian folklore


                  	English folklore


                  	Estonian folklore


                  	Dutch folklore


                  	Finnish folklore


                  	French folklore


                  	German folklore


                  	Hungarian folklore


                  	Irish folklore


                  	Italian folklore


                  	Lithuanian folklore


                  	Montenegrin folklore


                  	Romanian folklore


                  	Scandinavian folklore


                  	Scottish folklore


                  	
                    Slavic folklore

                    
                      	Polish folklore


                      	Russian folklore

                    

                  


                  	Swiss folklore


                  	Welsh folklore

                

              


              	American

                
                  	United States folklore


                  	Latin American folklore

                    
                      	Brazilian folklore


                      	Caribbean folklore


                      	Colombian folklore

                    

                  

                

              


              	Australian folklore


              	East Asian

                
                  	Chinese folklore


                  	Japanese folklore


                  	Korean folklore

                

              


              	Near Eastern

                
                  	Arab folklore


                  	Jewish folklore ( Aggadah)


                  	Iranian folklore


                  	Turkish folklore

                

              


              	South Asian

                
                  	Indian folklore


                  	Pakistani folklore

                

              


              	Southeast Asian

                
                  	Philippine folklore
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        Folk music


        
          

          Folk song can have a number of different meanings, including:


          
            	Traditional music: The original meaning of the term "folk music" was synonymous with the term "Traditional music", also often including World Music and Roots music; the term "Traditional music" was given its more specific meaning to distinguish it from the other definitions that "Folk music" is now considered to encompass.


            	Folk music can also describe a particular kind of popular music which is based on traditional music. In contemporary times, this kind of folk music is often performed by professional musicians. Related genres include Folk rock and Progressive folk music.


            	In American culture, folk music refers to the American folk music revival, music exemplified by such musicians as Woody Guthrie, who is most noted for " This Land is Your Land." Pete Seeger, Ramblin' Jack Elliot, Bob Dylan, Phil Ochs, and Joan Baez, who popularized and encouraged the lyrical style in the 1950s and 1960s

          


          


          Traditional music


          The Tech Multimedia Music Dictionary defines it as "music of the common people that has been passed on by memorization or repetition rather than by writing, and has deep roots in its own culture." It is still being passed on in this way today.


          According to Webster's dictionary, folk music is the "traditional and typically anonymous music that is an expression of the life of the people in a community". People play and sing together rather than watching others perform.


          Folk music is somewhat synonymous with traditional music. Both terms are used semi-interchangeably amongst the general population; however, some musical communities that actively play living folkloric musics (see Irish traditional music and Traditional Filipino music for specific examples), have adopted the term traditional music as a means of distinguishing their music from the popular music called "folk music", especially the post-1960s " singer-songwriter" genre.


          The terminology used for the Grammy Awards first included the word "folk" in 1959. In 1970 this was changed to "Ethnic or Traditional", to make a distinction from protest song or singer-songwriter. The phrase "singer-songwriter" has never been used by them. Instead they have used the phrase "male pop vocal" to include everything from James Taylor to Stevie Wonder. In 1969 the "Songwriters Hall of Fame" was set up. Their website identifies the Brill Building songwriters as the earliest singer-songwriters. In Europe, however, there is some awareness that Jacques Brel was an important pioneer of angst-ridden confessional songs, years before Carole King was successful.


          


          Defining a folk song


          Folk songs are commonly seen as songs that express something about a way of life that exists now or existed in the past or is about to disappear (or in some cases, to be preserved or somehow revived). However, despite the assembly of an enormous body of work over some two centuries, there is still no certain definition of what folk music (or folklore, or the folk) is.


          Gene Shay, co-founder and host of the Philadelphia Folk Festival, defined folk music in an April 2003 interview by saying: "In the strictest sense, it's music that is rarely written for profit. It's music that has endured and been passed down by oral tradition. [...] Also, what distinguishes folk music is that it is participatoryyou don't have to be a great musician to be a folk singer. [...] And finally, it brings a sense of community. It's the people's music."


          Recent research has suggested that the "folk process" may not be so simple to distinguish from other popular music processes. Early folk music was often written down and transformed by experts, even though they may have been amateurs.


          Charles Seeger (1980) describes three contemporary defining criteria of folk music:


          
            	A "schema comprising four musical types: 'primitive' or 'tribal'; 'elite' or 'art'; 'folk'; and 'popular'. Usually...folk music is associated with a lower class in societies which are culturally and socially stratified, that is, which have developed an elite, and possibly also a popular, musical culture." Cecil Sharp (1907)?, A.L. Lloyd (1972).


            	"Cultural processes rather than abstract musical types...continuity and oral transmission...seen as characterizing one side of a cultural dichotomy, the other side of which is found not only in the lower layers of feudal, capitalist and some oriental societies but also in 'primitive' societies and in parts of 'popular cultures'." Redfield (1947) and Dundes (1965).


            	Less prominent, "a rejection of rigid boundaries, preferring a conception, simply of varying practice within one field, that of 'music'."

          


          Some consider "folk music" simply music that a (usually) local population can - and does - sing along to. Much modern popular music over the past few decades falls into this category. Jack Knight, a modern songwriter, defines a "folk song" as any song that when played or performed gets people's lips moving in unison. Jazz musician Louis Armstrong and blues musician Big Bill Broonzy have both been attributed with the remark, "All music is folk music. I ain't never heard a horse sing a song."


          


          Classical and folk


          There was a vogue for folk music during the start of the Romantic period. One of the first to use it was Josef Haydn (see Haydn and folk music). Beethoven made arrangements of Irish, Welsh and Scottish folk songs (over 150 settings) (see List of compositions by Ludwig van Beethoven). Later composers used the material more liberally. Liszt, Brahms, Bruch, Tchaikovsky and Dvorak wrote folk dances that are often indistinguishable from tunes that come from the authentic tradition. Percy Grainger particularly enjoyed Morris dance tunes, and made many keyboard settings of them. Ralph Vaughan Williams made choral arrangement of English folk songs. Holst composed pseudo-folk dance tunes, as did Malcolm Arnold. Benjamin Britten made voice-and-piano arrangements of folk songs, though the chromatic harmonisation probably makes them hard for a folk enthusiast to enjoy. Using early types of recording equipment Bartok and Grainger made field recordings of folk singers and musicians. Bartok also arranged Magyar dances for keyboard, though they tend to be remote from the originals.


          


          Folk revivals


          As folk traditions decline, there is often a conscious effort to resuscitate them. Such efforts are often exerted by bridge figures such as Jean Ritchie. Folk revivals also involve collaboration between traditional folk musicians and other participants (often of urban background) who come to the tradition as adults.


          The folk revival of the 1950s in Britain and America had something of this character. In 1950 Alan Lomax came to Britain, where at a Working Men's Club in the remote County Durham mining village of Tow Law he met two other seminal figures: A.L.'Bert' Lloyd and Ewan MacColl, who were performing folk music to the locals there. Lloyd was a colourful figure who had travelled the world and worked at such varied occupations as sheep-shearer in Australia and shanty-man on a whaling ship. MacColl, born in Salford of Scottish parents, was a brilliant playwright and songwriter who had been strongly politicised by his earlier life. MacColl had also learned a large body of Scottish traditional songs from his mother. The meeting of MacColl and Lloyd with Lomax is credited with being the point at which the British roots revival began. The two colleagues went back to London where they formed the Ballads and Blues Club which eventually became renamed the Singers' Club and was possibly the first of what became known as folk clubs. It closed in 1991. As the 1950s progressed into the 1960s, the folk revival movement built up in both Britain and America. It is sometimes claimed that the earliest folk festival was the Mountain Dance and Folk Festival, 1928, in Asheville, Carolina, founded by Bascom Lamar Lunsford. Sidmouth Festival began in 1954, and Cambridge Folk Festival began in 1965.


          Brittany's Folk revival began in the 1950s with the "bagado" and the "kan-ha-diskan" before growing to world fame through Alan Stivell 's work since the mid-1960s.


          


          Eastern Europe


          During the Communist era national folk dancing was actively promoted by the state. Dance troupes from Russia and Poland toured Western Europe many times from about 1937 to 1990, and less frequently thereafter. The best known were the Red Army Choir and dancers. They recorded many albums. From Bulgaria, an all-female choir from Bulgarian State Radio sold albums around Europe. The first and most famous was " Le Mystere des Voix Bulgares" which even gained a certain chic after being promoted by British DJ John Peel. In Hungary, the group Muzsiks and the singer Mrta Sebestyn became known throughout the world due to their numerous American tours and their participation in the Hollywood movie The English Patient and Sebestyn's work with the Deep Forest band.


          Another example is the Hungarian model, the tnchz movement. This model involves strong cooperation between musicology experts and enthusiastic amateurs, resulting in a strong vocational foundation and a very high professional level. They also had the advantage that rich, living traditions of Hungarian folk music and folk culture still survived in rural areas, but also in Romania (especially Transylvania). The involvement of experts meant an effort to understand and revive folk traditions in their full complexity. Music, dance, and costumes remained together as they once had been in the rural communities: rather than merely reviving folk music, the movement revived broader folk traditions. Started in the 1970s, tanchaz soon became a massive movement creating an alternative leisure activity for youths apart from discos and music clubsor one could say that it created a new kind of music club. The tanchaz movement spread to ethnic Hungarian communities around the world. Today, almost every major city in the U.S. and Australia has its own Hungarian folk music and folk dance group; there are also groups in Japan, Hong Kong, Argentina and Western Europe.


          


          Balkans
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          The Balkan folk music is a type of folk music distinct from others in Europe. This is mainly because it was influenced by traditional music of the Balkan ethnic groups and mutual music influences of this ethnic groups in the period of Ottoman Empire. The music is sometimes characterised by complex rhythm. It comprises the music of: Bosnia and Herzegovina, Croatia, Greece, Montenegro, Serbia, Republic of Macedonia, Albania, Turkey and other countries including the historical states such as the Ottoman Empire, Yugoslavia or the State Union of Serbia and Montenegro and the geographical regions such as Thrace. An important part of the whole Balkan folk music is the music of the local Romani ethnic minority. The famous folk singers in the Balkans are Saban Saulic, Mitar Miric, Safet Isovic, Halid Beslic, Nada Topcagic, Marinko Rokvic & plenty more.


          


          The emergence of popular folk artists


          During the twentieth century, a crucial change in the history of folk music began. Folk material came to be adopted by artists who marketed themselves more widely alongside other popular artists; they performed traditional music and songs in amplified concerts, and disseminated their work by recordings and broadcasting. In other words, a new genre of popular music had arisen. This genre was linked by nostalgia and imitation to the original traditions of folk music as it was sung by ordinary people. However, as a popular genre it quickly evolved to be quite different from its original roots.


          The rise of folk music as a popular genre began with performers whose own lives were rooted in the authentic folk tradition. Thus, for example, Woody Guthrie began by singing songs he remembered his mother singing to him as a child. Later, in the 1930s and 1940s, Guthrie collected folk music and also composed his own songs, as did Pete Seeger, who was the son of a professional musicologist. Through dissemination on commercial recordings, this vein of music became popular in the United States during the 1930s ( Jimmie Rodgers), the 1940s ( Burl Ives), but more significantly, in the 1950s, through singers like the Weavers (Seeger's group), Harry Belafonte, The Kingston Trio, and The Limeliters, who tried to reproduce and honour the work that had been collected in preceding decades. The commercial popularity of such performers probably peaked in the U.S. with the Hootenanny television series and the associated magazine ABC-TV Hootenanny in 19631964, which was cancelled after the arrival of the Beatles, the "British invasion" and the rise of folk rock.


          The itinerant folksinger lifestyle was exemplified by Ramblin' Jack Elliott, a disciple of Woody Guthrie who in turn influenced Bob Dylan. Sometimes these performers would locate scholarly work in libraries and revive the songs in their recordings, for example, in Joan Baez's rendition of "Henry Martin", which adds a guitar accompaniment to a version collected and edited by Cecil Sharp. Publications like Sing Out! magazine helped spread both traditional and composed songs, as did folk-revival-oriented record companies. Although forever associated with folk/protest music of the 1960s, it should be noted that Bob Dylan never thought of himself solely as a folk musician.


          Folk music is easily identified with the ordinary working people who created it, and preserving treasured things against the claimed relentless encroachments of capitalism is likewise a goal of many politically progressive people. Thus, in the 1960s such singers as Joan Baez, Phil Ochs, Tom Paxton, and Bob Dylan followed in Guthrie's footsteps and to begin writing " protest music" and topical songs, particularly against the Vietnam War, and likewise expressed in song their support for the American Civil Rights Movement. The influential Welsh-language singer-songwriter, Dafydd Iwan, may also be mentioned as a similar example operating in a different cultural context. Some critics, especially proponents of the ethnocentric Neofolk genre, claim that this type of American 'progressive' folk is not folk music at all, but 'anti-folk'. This is based on the idea that as liberal politics supposedly eschews the importance of ethnicity, it is incompatible with all folkish traditions. Proponents of this view often cite romantic nationalism as the only political tradition that 'fits' with folk music.


          Simultaneous to the American folk movement was the Canadian folk movement, exemplified by artists Gordon Lightfoot, Leonard Cohen, and Joni Mitchell, all three of whom would become the only singers to receive an Order of Canada, and all of whom would achieve varying degrees of lasting international success.


          In Ireland, The Clancy Brothers & Tommy Makem (although the members were all Irish born, the group became famous while based in New York's Greenwich Village, it must be noted), The Dubliners, Clannad, Planxty, The Chieftains, The Pogues and a variety of other folk bands have done much over recent years to revitalise and re-popularise Irish traditional music. These bands were rooted, to a greater or lesser extent, in a living tradition of Irish music, and they benefited from collection efforts on the part of the likes of Seamus Ennis and Peter Kennedy, among others.


          In the United Kingdom, the folk revival didnt create any popular stars (although Ewan MacColl's The First Time Ever I Saw Your Face would eventually prove to be a hit for other artists), but it helped raise the profile of the music, and folk clubs sprang up all over, a boon to young artists like Martin Carthy and Roy Bailey who emerged. It also inspired a generation of singer-songwriters, such as Bert Jansch, Ralph McTell (whose Streets Of London would become a hit), Donovan, Roy Harper and many others. Bob Dylan came to London to check out the growing folk scene of the early 1960s, and Paul Simon spent several months there; his version of Scarborough Fair owed a lot to Carthy's take on the song.


          Folk didnt hit any kind of mass popularity until the electric folk movement of Fairport Convention, The Byrds and Steeleye Span took old songs and mixed their tunes with rock. Both bands had hit singles and albums that sold well, bringing a new audience to traditional music.


          The revival of the fifties and sixties had mostly died out by 1975. There was another revival in the second half of the 1990s. Once more folk music made an impact on mainstream music. There was a younger generation of artists, in some cases children of revival-inspired artists; ( Eliza Carthy, for example, is the daughter of Martin Carthy and Norma Waterson). This time, notably, the instrumentation was largely acoustic, rather than electric. The skill level of players and singers was as high as before. As the number of summer folk festivals increased, so more talented performers have come in, and folk music has found at least a toehold in the mainstream with artists like Kate Rusby and Spiers and Boden featured in the press.


          


          The blending of folk and popular genres


          The experience of the 20th century suggests that as soon as a folk tradition comes to be marketed as popular music, its musical content will quickly be modified to become more like popular music. Such modified folk music often incorporates electric guitars, drum kit, or forms of rhythmic syncopation that are characteristic of popular music but were absent in the original.


          One example of this sort is contemporary country music, which descends ultimately from a rural American folk tradition, but has evolved to become vastly different from its original model. Rap music evolved from an African-American inner-city folk tradition, but is likewise very different nowadays from its folk original. A third example is contemporary bluegrass, which is a professionalised development of American old time music, intermixed with blues and jazz.


          Sometimes, however, the exponents of amplified music were bands such as Fairport Convention, Pentangle, Mr. Fox and Steeleye Span who saw the electrification of traditional musical forms as a means to reach a far wider audience, and their efforts have been largely recognised for what they were by even some of the most die-hard of purists. Traditional folk music forms also merged with rock and roll to form the hybrid generally known as folk rock which evolved through performers such as The Byrds, Simon and Garfunkel and The Mamas and the Papas. Since the 1970s a genre of "contemporary folk", fueled by new singer-songwriters, has continued to make the coffee-house circuit and keep the tradition of acoustic non-classical music alive in the United States. Such artists include Chris Castle, Steve Goodman, and John Prine. While from London The Pogues and Ireland The Corrs brought traditional tunes back into the album charts.


          In the 1980s a group of artists like Phranc and The Knitters propagated a form of folk music also called country punk, cowpunk or folk punk, which eventually evolved into alt country. More recently the same spirit has been embraced and expanded on by performers such as Dave Alvin, Miranda Stone and Steve Earle. At the same time, a line of singers from Joan Baez to Tom Paxton have continued to use traditional forms for original material.


          The appropriation of folk has even continued into hard rock and heavy metal, with bands such as Korpiklaani, Skyclad, Waylander and Finntroll melding distinctive elements of folk styles from a wide variety of traditions, including in many cases traditional instruments such as fiddles, tin whistles, accordions and bagpipes as an element of their sound. Unlike other folk-related genres, folk metal shies away from monotheistic religion in favour of more ancient pagan inspired themes. Folk inspirations are a massive part of subgenres of black metal, with genres such as viking metal being defined on their folk stance, and many a band incorporating folk interludes into albums (eg, Bergtatt and Kveldssanger, the first two albums by once-black metal, now- experimental band Ulver). There is also a Metal band that uses medieval instruments along with guitars.


          A similar stylistic shift, without using the "folk music" name, has occurred with the phenomenon of Celtic music, which in many cases is based on an amalgamation of Irish traditional music, Scottish traditional music, and other traditional musics associated with lands in which Celtic languages are or were spoken (a significant research showing that the musics have any genuine genetic relationship is still to be done - at this point, only a book in French written by Alan Stivell studies a bit the subject of Celtic Music-); so Breton music and Galician music are often included in the genre).


          Most filk music can also be considered folk music both stylistically and culturally (though the 'community' it arose from, is an unusual and thoroughly modern one).


          Neofolk music is a modern form of music that began in the 1980s. Fusing traditional European folk music with post-industrial music forms, historical topics, philosophical commentary, traditional songs and paganism, the genre is largely European. Although it is not uncommon for neofolk artists to be entirely acoustic, playing with entirely traditional instruments.


          Another trend is "anti-folk", begun in New York City in the 1980s by Lach in response to the "confined" American folk music revival. It now has a home at the Antihootenany in the East Village, where artists like Beck, Regina Spektor, the Moldy Peaches and Nellie McKay got their starts, and artists continue to push the envelope of "folk."


          The Contemporary Christian Music scene has also been emerging with its own form of folk singers, including David M. Bailey, the Smalltown Poets and others.


          Folk music is still popular among some audiences today, with folk music clubs meeting to share traditional-style songs, and there are major folk music festivals in many countries, eg the Port Fairy Folk Festival is a major annual event in Australia attracting top international folk performers as well as many local artists. Indeed, even for those who consider themselves hip, the arrival of Americana and Naturalismo including the music of Bonnie "Prince" Billy, Devendra Banhart, Tin Pan Caravan, Moses Atwood and many others have shown that folk music can still be cutting edge.


          The Cambridge Folk Festival in Cambridge, England is always sold out within days, and is noted for having a very wide definition of who can be invited as folk musicians. The "club tents" allow attendees to discover large numbers of unknown artists, who, for ten or 15 minutes each, present their work to the festival audience.


          In Germany Ougenweide is a well-known folk band.


          


          Pastiche and parody


          Popular culture sometimes creates pastiches of folk music for its own ends. One famous example is the pseudo-ballad sung about brave Sir Robin in the film Monty Python and the Holy Grail. Enthusiasts for folk music might properly consider this song to be pastiche and not parody, because the tune is pleasant and far from inept, and the topic being lampooned is not balladry but the medieval heroic tradition. The arch-shaped melodic form of this song (first and last lines low in pitch, middle lines high) is characteristic of traditional English folk music. A more recent similarly incisive send-up of folk music, this time American in origin, is the film A Mighty Wind by Christopher Guest and Eugene Levy.


          In the magazine fRoots there was a long-running parody of the English Folk Dance and Song Society (EFDSS). They were called "Dance Earnestly and Forget About Song Society" (DEAFASS). DEAFASS supporters favored the accordion over the melodeon and the string bass over the electric bass.


          Another instance of pastiche is the notoriously well-known theme song for the television show Gilligan's Island (music by George Wyle, lyrics by Sherwood Schwartz). This tune is also folk-like in character, and in fact is written in a traditional folk mode (modes are a type of musical scale); the mode of "Gilligan's Island" is ambiguous between Dorian and Aeolian. The lyrics begin with the traditional folk device in which the singer invites his hearers to listen to the tale that follows. Moreover, two of the stanzas repeat the final short line, a common device in English folk stanzas. However, the raising of the key by a semitone with each new verse is an unmistakable trait of commercial music and never occurred in the original folk tradition.


          Folk music is easy to parody because it is, at present, a popular music genre that relies on a traditional music genre. As such, it is likely to lack the sophistication and glamour that attach to other forms of popular music. Folk music satire ranges from the worst excesses of Rambling Syd Rumpo and Bill Oddie to the deft and subtle artistry of Sid Kipper, Eric Idle and Tom Lehrer. Even "serious" folk musicians are not averse to poking fun at the form from time to time, for example Martin Carthy's devastating rendition of "All the Hard Cheese of Old England" (written by Les Barker), to the tune of "All the Hard Times of Old England", Robb Johnson's "Lack of Jolly Ploughboy", and more recently "I'm Sending an E-mail to Santa" by the Yorkshire-based harmony group Artisan. Other musicians have been known to take the tune of a traditional folk song and add their own words, often humorous, or on a similar-sounding yet different subject; these include The Wurzels, The Incredible Dr. Busker and The Mrs Ackroyd Band.


          Filk music originated in the 1950s as science fiction and fantasy oriented parodies of popular folk songs. While it eventually developed into a different style of folk music entirely, it still retains its fair share of parodies.


          Folkies is the popular term for folk music enthusiasts. While the term itself is neutral and is used by some folk music enthusiasts in an informal and friendly manner, it has at times been used by the popular press at least since the late 1950s, as part of a light-hearted beatnik stereotype.


          
            Retrieved from " http://en.wikipedia.org/wiki/Folk_music"
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          Food is any substance, usually composed primarily of carbohydrates, fats, water and/or proteins, that can be eaten or drunk by an animal for nutrition or pleasure. Items considered food may be sourced from plants, animals or other categories such as fungus or fermented products like alcohol. Although many human cultures sought food items through hunting and gathering, today most cultures use farming, ranching, and fishing, with hunting, foraging and other methods of a local nature included but playing a minor role.


          Most traditions have a recognizable cuisine, a specific set of cooking traditions, preferences, and practices, the study of which is known as gastronomy. Many cultures have diversified their foods by means of preparation, cooking methods and manufacturing. This also includes a complex food trade which helps the cultures to economically survive by-way-of food, not just by consumption.


          Many cultures study the dietary analysis of food habits. While humans are omnivores, religion and social constructs such as morality often affect which foods they will consume. Food safety is also a concern with foodborne illness claiming many lives each year. In many languages, food is often used metaphorically or figuratively, as in "food for thought".


          


          Production
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          Food is traditionally obtained through farming, ranching, and fishing, with hunting, foraging and other methods of subsistence locally important. More recently, there has been a growing trend towards more sustainable agricultural practices. This approach, which is partly fueled by consumer demand, encourages biodiversity, local self-reliance and organic farming methods. Major influences on food production are international organizations, (e.g. the World Trade Organization and Common Agricultural Policy), national government policy (or law), and war.


          


          Preparation


          While some food can be eaten raw, many foods undergo some form of preparation for reasons of safety, palatability, or flavor. At the simplest level this may involve washing, cutting, trimming or adding other foods or ingredients, such as spices. It may also involve mixing, heating or cooling, pressure cooking, fermentation, or combination with other food. In a home, most food preparation takes place in a kitchen. Some preparation is done to enhance the taste or aesthetic appeal; other preparation may help to preserve the food; and others may be involved in cultural identity. A meal is made up of food which is prepared to be eaten at a specific time and place.


          


          Animal slaughter and butchering
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          The preparation of animal-based food will usually involve slaughter, evisceration, hanging, portioning and rendering. In developed countries, this is usually done outside the home in slaughterhouses which are used to process animals en mass for meat production. Many countries regulate their slaughterhouses by law. For example the United States has established the Humane Slaughter Act of 1958, which requires that an animal be stunned before killing. This act, like those in many countries, exempts slaughter in accordance to religious law, such as kosher shechita and dhabiĥa halal. Strict interpretations of kashrut require the animal to be fully aware when its carotid artery is cut.


          On the local level a butcher may commonly break down larger animal meat into smaller manageable cuts and pre-wrapped for commercial sale or wrapped to order in butcher paper. In addition fish and seafood may be fabricated into smaller cuts by a fish monger at the local level. However fish butchery may be done on board a fishing vessel and quick-frozen for preservation of quality.



          


          Cooking
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          The term "cooking" encompasses a vast range of methods, tools and combinations of ingredients to improve the flavor or digestibility of food. Cooking technique, known as culinary art, generally requires the selection, measurement and combining of ingredients in an ordered procedure in an effort to achieve the desired result. Constraints on success include the variability of ingredients, ambient conditions, tools, and the skill of the individual cooking. The diversity of cooking worldwide is a reflection of the myriad nutritional, aesthetic, agricultural, economic, cultural and religious considerations that impact upon it.


          Cooking requires applying heat to a food which usually, though not always, chemically transforms it, thus changing its flavor, texture, appearance, and nutritional properties. Cooking proper, as opposed to roasting, requires the boiling of water in a container, and was practiced at least since the 10th millennium BC with the introduction of pottery. There is archaeological evidence of roasted foodstuffs at Homo erectus campsites dating from 420,000 years ago.


          


          Cooking equipment and methods


          There are many types of cooking equipment used for cooking. Ovens are one type of cooking equipment which can be used for baking or roasting and offer a dry-heat cooking method. Different cuisines will use different types of ovens, for example Indian culture uses a Tandoor oven is a cylindrical clay oven which operates at a single high temperature, while western kitchens will use variable temperature convection ovens, conventional ovens, toaster ovens in addition to non-radiant heat ovens like the microwave oven. Ovens may be wood-fired, coal-fired, gas, electric, or oil-fired.
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          Various types of cook-tops are used as well. They carry the same variations of fuel types as the ovens mentioned above. cook-tops are used to heat vessels placed on top of the heat source, such as a saut pan, sauce pot, frying pan, pressure cooker, etc. These pieces of equipment can use either a moist or dry cooking method and include methods such as steaming, simmering, boiling, and poaching for moist methods; while the dry methods include sauting, pan frying, or deep-frying.


          


          In addition, many cultures use grills for cooking. A grill operates with a radiant heat source from below, usually covered with a metal grid and sometimes a cover. An open bit barbecue in the American south is one example along with the American style outdoor grill fueled by wood, liquid propane or charcoal along with soaked wood chips for smoking. A Mexican style of barbecue is called barbacoa, which involves the cooking of meats and whole sheep over open fire. In Argentina, asado is prepared on a grill held over an open pit or fire made upon the ground, on which a whole animal is grilled or in other cases smaller cuts of the animal.


          


          Raw food
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          Certain cultures highlight animal and vegetable foods in their raw state. Sushi in Japan is one such cuisine that features raw sliced fish, either in sashimi, nigiri, or maki styles. Steak tartare and salmon tartare are dishes made from diced or ground raw beef or salmon respectively, mixed with various ingredients and served with baguette, brioche or frites. In Italy, carpaccio is a dish of very thin sliced raw beef, drizzled with a vinaigrette made with olive oil. A popular health food movement known as raw foodism promotes a mostly vegan diet of raw fruits, vegetables and grains prepared in various ways, including juicing, food dehydration, not passing the 118 degree mark, and sprouting.


          


          Restaurants
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          Many cultures produce food for sale in restaurants for paying customers. These restaurants often have trained chefs who prepare the food, while trained waitstaff serve the customers. The term restaurant is credited to the French from the 19th century, as it relates to the restorative nature of the bullions that were once served in them. However, the concept pre-dates the naming of these establishments, as evidence suggests commercial food preparation may have existed during the age of the city of Pompeii, as well as an urban sales of prepared foods in China during the Song Dynasty. The coffee shops or cafes of 17th century Europe may also be considered an early version of the restaurant. In 2005 the United States spent $496 billion annually for out-of-home dining. Expenditures by type of out-of-home dining was as follows, 40% in full-service restaurants, 37.2% in limited service restaurants ( fast food), 4.7% in hotels and motels, 6.6% in schools or colleges, 5.4% in bars and vending machines, 4.0% in recreational places, and 2.2% in other which includes military bases.



          


          Food manufacture


          
            [image: Packaged household food items]

            
              Packaged household food items
            

          


          Packaged foods are manufactured outside the home for purchase. This can be as simple as a butcher preparing meat, or as complex as a modern international food industry. Early food processing techniques were limited by available food preservation, packaging and transportation. This mainly involved salting, curing, curdling, drying, pickling, fermentation and smoking. During the industrialization era in the 19th century, food manufacturing arose. This development took advantage of new mass markets and emerging new technology, such as milling, preservation, packaging and labeling and transportation. It brought the advantages of pre-prepared time saving food to the bulk of ordinary people who did not employ domestic servants.


          At the start of the 21st century, a two-tier structure has arisen, with a few international food processing giants controlling a wide range of well-known food brands. There also exists a wide array of small local or national food processing companies. Advanced technologies have also come to change food manufacture. Computer-based control systems, sophisticated processing and packaging methods, and logistics and distribution advances, can enhance product quality, improve food safety, and reduce costs.


          


          Commercial trade


          


          International exports and imports
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          World Bank reported that the EU was the top food importer in 2005 followed at a distance by the USA and Japan. Food is now traded and marketed on a global basis. The variety and availability of food is no longer restricted by the diversity of locally grown food or the limitations of the local growing season. Between 1961 and 1999 there has been a 400% increase in worldwide food exports. Some countries are now economically dependent on food exports, which in some cases account for over 80% of all exports.


          In 1994 over 100 countries became signatories to the Uruguay Round of the General Agreement on Tariffs and Trade in a dramatic increase in trade liberalization. This included an agreement to reduce subsidies paid to farmers, underpinned by the WTO enforcement of agricultural subsidy, tariffs, import quotas and settlement of trade disputes that cannot be bilaterally resolved. Where trade barriers are raised on the disputed grounds of public health and safety, the WTO refer the dispute to the Codex Alimentarius Commission, which was founded in 1962 by the United Nations Food and Agriculture Organization and the World Health Organization. Trade liberalization has greatly affected world food trade.


          


          Marketing and retailing
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          Food marketing brings together the producer and the consumer. It is the chain of activities that brings food from "farm gate to plate." The marketing of even a single food product can be a complicated process involving many producers and companies. For example, fifty-six companies are involved in making one can of chicken noodle soup. These businesses include not only chicken and vegetable processors but also the companies that transport the ingredients and those who print labels and manufacture cans. The food marketing system is the largest direct and indirect non-government employer in the United States.


          In the pre-modern era, the sale of surplus food took place once a week when farmers took their wares on market day, into the local village market place. Here food was sold to grocers for sale in their local shops for purchase by local consumers. With the onset of industrialization, and the development of the food processing industry, a wider range of food could be sold and distributed in distant locations. Typically early grocery shops would be counter-based shops, in which purchasers told the shop-keeper what they wanted, so that the shop-keeper could get it for them.


          In the 20th century supermarkets were born. Supermarkets brought with them a self service approach to shopping using shopping carts, and were able to offer quality food at lower cost through economies of scale and reduced staffing costs. In the latter part of the 20th century, this has been further revolutionized by the development of vast warehouse-sized out-of-town supermarkets, selling a wide range of food from around the world.


          Unlike food processors, food retailing is a two-tier market in which a small number of very large companies control a large proportion of supermarkets. The supermarket giants wield great purchasing power over farmers and processors, and strong influence over consumers. Nevertheless, less than ten percent of consumer spending on food goes to farmers, with larger percentages going to advertising, transportation, and intermediate corporations.


          


          Famine and hunger
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          Food deprivation leads to malnutrition and ultimately starvation. This is often connected with famine, which involves the absence of food in entire communities. This can have a devastating and widespread effect on human health and mortality. Rationing is sometimes used to distribute food in times of shortage, most notably during times of war.


          Starvation is a significant international problem. Approximately 815 million people are undernourished, and over 16,000 children die per day from hunger-related causes. Food deprivation is regarded as a deficit need in Maslow's hierarchy of needs and is measured using famine scales.


          


          Food aid


          Food aid can benefit people suffering from a shortage of food. It can be used to improve peoples' lives in the short term, so that a society can increase its standard of living to the point that food aid is no longer required. Conversely, badly managed food aid can create problems by disrupting local markets, depressing crop prices, and discouraging food production. Sometimes a cycle of food aid dependence can develop. Its provision, or threatened withdrawal, is sometimes used as a political tool to influence the policies of the destination country, a strategy known as food politics. Sometimes, food aid provisions will require certain types of food be purchased from certain sellers, and food aid can be misused to enhance the markets of donor countries. International efforts to distribute food to the neediest countries are often co-ordinated by the World Food Programme.


          


          Safety
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          Foodborne illness, commonly called "food poisoning," is caused by bacteria, toxins, viruses, parasites, and prions. Roughly 7 million people die of food poisoning each year, with about 10 times as many suffering from a non-fatal version. The two most common factors leading to cases of bacterial foodborne illness are cross-contamination of ready-to-eat food from other uncooked foods and improper temperature control. Less commonly, acute adverse reactions can also occur if chemical contamination of food occurs, for example from improper storage, or use of non-food grade soaps and disinfectants. Food can also be adulterated by a very wide range of articles (known as 'foreign bodies') during farming, manufacture, cooking, packaging, distribution or sale. These foreign bodies can include pests or their droppings, hairs, cigarette butts, wood chips, and all manner of other contaminants. It is possible for certain types of food to become contaminated if stored or presented in an unsafe container, such as a ceramic pot with lead-based glaze.
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          Food poisoning has been recognized as a disease of man since as early as Hippocrates. The sale of rancid, contaminated or adulterated food was commonplace until introduction of hygiene, refrigeration, and vermin controls in the 19th century. Discovery of techniques for killing bacteria using heat and other microbiological studies by scientists such as Louis Pasteur contributed to the modern sanitation standards that are ubiquitous in developed nations today. This was further underpinned by the work of Justus von Liebig, which led to the development of modern food storage and food preservation methods. In more recent years, a greater understanding of the causes of food-borne illnesses has led to the development of more systematic approaches such as the Hazard Analysis and Critical Control Points ( HACCP), which can identify and eliminate many risks.


          


          Allergies


          Some people have allergies or sensitivities to foods which are not problematic to most people. This occurs when a person's immune system mistakes a certain food protein for a harmful foreign agent and attacks it. About 2% of adults and 8% of children have a food allergy. The amount of the food substance required to provoke a reaction in a particularly susceptible individual can be quite small. In some instances, traces of food in the air, too minute to be perceived through smell, have been known to provoke lethal reactions in extremely sensitive individuals. Common food allergens are gluten, corn, shellfish (mollusks), peanuts, and soy. Allergens frequently produce symptoms such as diarrhea, rashes, bloating, vomiting, and regurgitation. The digestive complaints usually develop within half an hour of ingesting the allergen.


          Rarely, food allergies can lead to a medical emergency, such as anaphylactic shock, hypotension (low blood pressure), and loss of consciousness. An allergen associated with this type of reaction is peanut, although latex products can induce similar reactions. Initial treatment is with epinephrine (adrenaline), often carried by known patients in the form of an Epi-pen.


          


          Diet
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          Cultural and religious diets


          Dietary habits are the habitual decisions a person or culture makes when choosing what foods to eat. Although humans are omnivores, many cultures hold some food preferences and some food taboos. Dietary choices can also define cultures and play a role in religion. For example, only kosher foods are permitted by Judaism, and halal/ haram foods by Islam, in the diet of believers. In addition, the dietary choices of different countries or regions have different characteristics. This is highly related to a culture's cuisine.


          
            [image: Children in this photograph from a Nigerian orphanage show symptoms of malnutrition, with four illustrating the gray-blond hair symptomatic of kwashiorkor.]

            
              Children in this photograph from a Nigerian orphanage show symptoms of malnutrition, with four illustrating the gray-blond hair symptomatic of kwashiorkor.
            

          


          


          Diet deficiencies


          Dietary habits play a significant role in the health and mortality of all humans. Imbalances between the consumed fuels and expended energy results in either starvation or excessive reserves of adipose tissue, known as body fat. Poor intake of various vitamins and minerals can lead to diseases which can have far-reaching effects on health. For instance, 30% of the world's population either has, or is at risk for developing, Iodine deficiency. It is estimated that at least 3 million children are blind due to vitamin A deficiency. Vitamin C deficiency results in scurvy. Calcium, Vitamin D and phosphorus are inter-related; the consumption of each may affect the absorption of the others. Kwashiorkor and marasmus are childhood disorders caused by lack of dietary protein.


          


          Moral, ethical, and health conscious diet


          Many individuals limit what foods they eat for reasons of morality, or other habit. For instance vegetarians choose to forgo food from animal sources to varying degrees. Others choose a healthier diet, avoiding sugars or animal fats and increasing consumption of dietary fibre and antioxidants. Obesity, a serious problem in the western world, leads to higher chances of developing heart disease, diabetes, and many other diseases. More recently, dietary habits have been influenced by the concerns that some people have about possible impacts on health or the environment from genetically modified food. Further concerns about the impact of industrial farming on animal welfare, human health and the environment are also having an effect on contemporary human dietary habits. This has led to the emergence of a counterculture with a preference for organic and local food.


          


          Nutrition
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          Between the extremes of optimal health and death from starvation or malnutrition, there is an array of disease states that can be caused or alleviated by changes in diet. Deficiencies, excesses and imbalances in diet can produce negative impacts on health, which may lead to diseases such as scurvy, obesity or osteoporosis, as well as psychological and behavioural problems. The science of nutrition attempts to understand how and why specific dietary aspects influence health.


          Nutrients in food are grouped into several categories. Macronutrients means fat, protein, and carbohydrates. Micronutrients are the minerals and vitamins. Additionally food contains water and dietary fibre.


          


          Legal definition


          Some countries list a legal definition of food. These countries list food as any item that is to be processed, partially processed or unprocessed for consumption. The listing of items included as foodstuffs include any substance, intended to be, or reasonably expected to be, ingested by humans. In addition to these foodstuffs drink, chewing gum, water or other items processed into said food items are part of the legal definition of food. Items not included in the legal definition of food include animal feed, live animals unless being prepared for sale in a market, plants prior to harvesting, medicinal products, cosmetics, tobacco and tobacco products, narcotic or psychotropic substances, and residues and contaminants.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Food"
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          Football is the name given to a number of different team sports, all of which involve (to varying degrees) kicking a ball with the foot in an attempt to score a goal. The most popular of these sports world-wide is association football, also known as soccer and most commonly just football. The English language word "football" is also applied to gridiron football (which includes American football and Canadian football), Australian rules football, Gaelic football, rugby football (rugby league and rugby union), and related games. Each of these codes (specific sets of rules, or the games defined by them) is referred to as "football".


          These games involve:


          
            	two teams of between 11 and 18 players


            	kicking a spherical or prolate spheroid ball (which is itself called a football) with the foot;


            	a clearly defined area in which to keep the ball;


            	scoring goals and/or points, by moving the ball to an opposing team's end of the field and either into a goal area, or over a line;


            	the goal and/or line being defended by the opposing team;


            	players being required to move the balldepending on the codeby kicking, carrying and/or hand passing the ball;


            	goals and/or points resulting from players putting the ball between two goalposts and;

          


          In most codes, there are rules restricting the movement of players offside, and players scoring a goal must put the ball either under or over a crossbar between the goalposts. Other features common to several football codes include: points being mostly scored by players carrying the ball across the goal line and; players receiving a free kick after they take a mark/make a fair catch.


          Peoples from around the world have played games which involved kicking and/or carrying a ball, since ancient times. However, most of the modern codes of football have their origins in Europe.


          


          Etymology


          While it is widely believed that the word "football" (or "foot ball") originated in reference to the action of a foot kicking a ball, there is a rival explanation, which has it that football originally referred to a variety of games in medieval Europe, which were played on foot. These games were usually played by peasants, as opposed to the horse-riding sports often played by aristocrats. While there is no conclusive evidence for this explanation, the word football has always implied a variety of games played on foot, not just those that involved kicking a ball. In some cases, the word football has even been applied to games which have specifically outlawed kicking the ball.
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          History


          


          Early history


          


          Ancient games


          Documented evidence of what is possibly the oldest activity resembling football can be found in a Chinese military manual written during the Warring States Period in about the 476 BC221 BC. It describes a practice known as cuju (蹴鞠, literally "kick ball"), which originally involved kicking a leather ball through a hole in a piece of silk cloth strung between two 30-foot (9.1m) poles. During the Han Dynasty (206 BC220 AD), cuju games were standardized and rules were established. Variations of this game later spread to Japan and Korea, known as kemari and chuk-guk respectively. By the Chinese Tang Dynasty (618907), the feather-stuffed ball was replaced by an air-filled ball and cuju games had become professionalized, with many players making a living playing cuju. Also, two different types of goal posts emerged: One was made by setting up posts with a net between them and the other consisted of just one goal post in the middle of the field.


          The Japanese version of cuju is kemari (蹴鞠), and was adopted during the Asuka period from the Chinese. This is known to have been played within the Japanese imperial court in Kyoto from about 600 AD. In kemari several people stand in a circle and kick a ball to each other, trying not to let the ball drop to the ground (much like keepie uppie). The game appears to have died out sometime before the mid-19th century. It was revived in 1903 and is now played at a number of festivals.


          The Ancient Greeks and Romans are known to have played many ball games some of which involved the use of the feet. The Roman writer Cicero describes the case of a man who was killed whilst having a shave when a ball was kicked into a barber's shop. The Roman game harpastum is believed to have been adapted from a team game known as "" (episkyros) or phaininda that is mentioned by Greek playwright, Antiphanes (388311 BC) and later referred to by Clement of Alexandria. These games appears to have resembled rugby.
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          There are a number of references to traditional, ancient, and/or prehistoric ball games, played by indigenous peoples in many different parts of the world. For example, in 1586, men from a ship commanded by an English explorer named John Davis, went ashore to play a form of football with Inuit (Eskimo) people in Greenland. There are later accounts of an Inuit game played on ice, called Aqsaqtuk. Each match began with two teams facing each other in parallel lines, before attempting to kick the ball through each other team's line and then at a goal. In 1610, William Strachey of the Jamestown settlement, Virginia recorded a game played by Native Americans, called Pahsaheman. In Victoria, Australia, indigenous people played a game called Marn Grook ("ball game"). An 1878 book by Robert Brough-Smyth, The Aborigines of Victoria, quotes a man called Richard Thomas as saying, in about 1841, that he had witnessed Aboriginal people playing the game: "Mr Thomas describes how the foremost player will drop kick a ball made from the skin of a possum and how other players leap into the air in order to catch it." It is widely believed that Marn Grook had an influence on the development of Australian rules football (see below).


          Games played in Central America with rubber balls by indigenous peoples are also well-documented as existing since before this time, but these had more similarities to basketball or volleyball, and since their influence on modern football games is minimal, most do not class them as football.


          These games and others may well go far back into antiquity and may have influenced later football games. However, the main sources of modern football codes appear to lie in western Europe, especially England.


          


          Medieval and early modern Europe


          The Middle Ages saw a huge rise in popularity of annual Shrovetide football matches throughout Europe, particularly in England. The game played in England at this time may have arrived with the Roman occupation, but there is little evidence to indicate this. Reports of a game played in Brittany, Normandy, and Picardy, known as La Soule or Choule, suggest that some of these football games could have arrived in England as a result of the Norman Conquest.
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          These forms of football, sometimes referred to as " mob football", would be played between neighbouring towns and villages, involving an unlimited number of players on opposing teams, who would clash in a heaving mass of people, struggling to move an item such as an inflated pig's bladder, to particular geographical points, such as their opponents' church. Shrovetide games have survived into the modern era in a number of English towns (see below).


          The first detailed description of football in England was given by William FitzStephen in about 11741183. He described the activities of London youths during the annual festival of Shrove Tuesday:


          
            	After lunch all the youth of the city go out into the fields to take part in a ball game. The students of each school have their own ball; the workers from each city craft are also carrying their balls. Older citizens, fathers, and wealthy citizens come on horseback to watch their juniors competing, and to relive their own youth vicariously: you can see their inner passions aroused as they watch the action and get caught up in the fun being had by the carefree adolescents.

          


          Most of the very early references to the game speak simply of "ball play" or "playing at ball". This reinforces the idea that the games played at the time did not necessarily involve a ball being kicked.


          In 1314, Nicholas de Farndone, Lord Mayor of the City of London issued a decree banning football in the French used by the English upper classes at the time. A translation reads: "[f]orasmuch as there is great noise in the city caused by hustling over large foot balls [rageries de grosses pelotes de pee] in the fields of the public from which many evils might arise which God forbid: we command and forbid on behalf of the king, on pain of imprisonment, such game to be used in the city in the future." This is the earliest reference to football.


          The earliest mention of a ball game that involves kicking was in 1321, in Shouldham, Norfolk: "[d]uring the game at ball as he kicked the ball, a lay friend of his... ran against him and wounded himself".


          In 1363, King Edward III of England issued a proclamation banning "...handball, football, or hockey; coursing and cock-fighting, or other such idle games", showing that "football"  whatever its exact form in this case  was being differentiated from games involving other parts of the body, such as handball.


          King Henry IV of England also presented one of the earliest documented uses of the English word "football", in 1409, when he issued a proclamation forbidding the levying of money for "foteball".


          There is also an account in Latin from the end of the 15th century of football being played at Cawston, Nottinghamshire. This is the first description of a "kicking game" and the first description of dribbling: "[t]he game at which they had met for common recreation is called by some the foot-ball game. It is one in which young men, in country sport, propel a huge ball not by throwing it into the air but by striking it and rolling it along the ground, and that not with their hands but with their feet... kicking in opposite directions" The chronicler gives the earliest reference to a football field, stating that: "[t]he boundaries have been marked and the game had started.


          Other firsts in the medival and early modern eras:


          
            	"a football", in the sense of a ball rather than a game, was first mentioned in 1486. This reference is in Dame Juliana Berners' Book of St Albans. It states: "a certain rounde instrument to play with ...it is an instrument for the foote and then it is calde in Latyn 'pila pedalis', a fotebal."


            	a pair of football boots was ordered by King Henry VIII of England in 1526.


            	women playing a form of football was in 1580, when Sir Philip Sidney described it in one of his poems: "[a] tyme there is for all, my mother often sayes, When she, with skirts tuckt very hy, with girles at football playes."


            	the first references to goals are in the late 16th and early 17th centuries. In 1584 and 1602 respectively, John Norden and Richard Carew referred to "goals" in Cornish hurling. Carew described how goals were made: "they pitch two bushes in the ground, some eight or ten foote asunder; and directly against them, ten or twelue [twelve] score off, other twayne in like distance, which they terme their Goales". He is also the first to describe goalkeepers and passing of the ball between players.


            	the first direct reference to scoring a goal is in John Day's play The Blind Beggar of Bethnal Green (performed circa 1600; published 1659): "I'll play a gole at camp-ball" (an extremely violent variety of football, which was popular in East Anglia). Similarly in a poem in 1613, Michael Drayton refers to "when the Ball to throw, And drive it to the Gole, in squadrons forth they goe".

          


          


          Calcio Fiorentino
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          In the 16th century, the city of Florence celebrated the period between Epiphany and Lent by playing a game which today is known as "calcio storico" ("historic kickball") in the Piazza della Novere or the Piazza Santa Croce. The young aristocrats of the city would dress up in fine silk costumes and embroil themselves in a violent form of football. For example, calcio players could punch, shoulder charge, and kick opponents. Blows below the belt were allowed. The game is said to have originated as a military training exercise. In 1580, Count Giovanni de' Bardi di Vernio wrote Discorso sopra 'l giuoco del Calcio Fiorentino. This is sometimes said to be the earliest code of rules for any football game. The game was not played after January 1739 (until it was revived in May 1930).


          


          Official disapproval and attempts to ban football


          Numerous attempts have been made to ban football games, particularly the most rowdy and disruptive forms. This was especially the case in England and in other parts of Europe, during the Middle Ages and early modern period. Between 1324 and 1667, football was banned in England alone by more than 30 royal and local laws. The need to repeatedly proclaim such laws demonstrated the difficulty in enforcing bans on popular games. King Edward II was so troubled by the unruliness of football in London that on April 13, 1314 he issued a proclamation banning it: "Forasmuch as there is great noise in the city caused by hustling over large balls from which many evils may arise which God forbid; we command and forbid, on behalf of the King, on pain of imprisonment, such game to be used in the city in the future."


          The reasons for the ban by Edward III, on June 12, 1349, were explicit: football and other recreations distracted the populace from practicing archery, which was necessary for war.


          By 1608, the local authorities in Manchester were complaining that: "With the ffotebale...[there] hath beene greate disorder in our towne of Manchester we are told, and glasse windowes broken yearlye and spoyled by a companie of lewd and disordered persons ..." That same year, the word "football" was used disapprovingly by William Shakespeare. Shakespeare's play King Lear contains the line: "Nor tripped neither, you base football player" (Act I, Scene 4). Shakespeare also mentions the game in A Comedy of Errors (Act II, Scene 1):


          
            	Am I so round with you as you with me,



            	That like a football you do spurn me thus?



            	You spurn me hence, and he will spurn me hither:



            	If I last in this service, you must case me in leather.

          


          "Spurn" literally means to kick away, thus implying that the game involved kicking a ball between players.


          King James I of England's Book of Sports (1618) however, instructs Christians to play at football every Sunday afternoon after worship. The book's aim appears to be an attempt to offset the strictness of the Puritans regarding the keeping of the Sabbath.


          


          Establishment of modern codes


          


          English public schools


          While football continued to be played in various forms throughout Britain, its public schools (known as private schools in other countries) are widely credited with four key achievements in the creation of modern football codes. First of all, the evidence suggests that they were important in taking football away from its "mob" form and turning it into an organised team sport. Second, many early descriptions of football and references to it were recorded by people who had studied at these schools. Third, it was teachers, students and former students from these schools who first codified football games, to enable matches to be played between schools. Finally, it was at English public schools that the division between "kicking" and "running" (or "carrying") games first became clear.


          The earliest evidence that games resembling football were being played at English public schools  mainly attended by boys from the upper, upper-middle and professional classes  comes from the Vulgaria by William Horman in 1519. Horman had been headmaster at Eton and Winchester colleges and his Latin textbook includes a translation exercise with the phrase "We wyll playe with a ball full of wynde".


          Richard Mulcaster, a student at Eton College in the early 16th century and later headmaster at other English schools, has been described as the greatest sixteenth Century advocate of football. Among his contributions are the earliest evidence of organised team football. Mulcaster's writings refer to teams ("sides" and "parties"), positions ("standings"), a referee ("judge over the parties") and a coach "(trayning maister)". Mulcaster's "footeball" had evolved from the disordered and violent forms of traditional football:


          
            	[s]ome smaller number with such overlooking, sorted into sides and standings, not meeting with their bodies so boisterously to trie their strength: nor shouldring or shuffing one an other so barbarously ... may use footeball for as much good to the body, by the chiefe use of the legges.

          


          In 1633, David Wedderburn, a teacher from Aberdeen, mentioned elements of modern football games in a short Latin textbook called "Vocabula." Wedderburn refers to what has been translated into modern English as "keeping goal" and makes an allusion to passing the ball ("strike it here"). There is a reference to "get hold of the ball," suggesting that some handling was allowed. It is clear that the tackles allowed included the charging and holding of opposing players ("drive that man back").


          A more detailed description of football is given in Francis Willughby's Book of Games, written in about 1660. Willughby, who had studied at Sutton Coldfield School, is the first to describe goals and a distinct playing field: "a close that has a gate at either end. The gates are called Goals." His book includes a diagram illustrating a football field. He also mentions tactics ("leaving some of their best players to guard the goal"); scoring ("they that can strike the ball through their opponents' goal first win") and the way teams were selected ("the players being equally divided according to their strength and nimbleness"). He is the first to describe a "law" of football: "they must not strike [an opponent's leg] higher than the ball"


          English public schools also devised the first offside rules, during the late 18th century. In the earliest manifestations of these rules, players were "off their side" if they simply stood between the ball and the goal which was their objective. Players were not allowed to pass the ball forward, either by foot or by hand. They could only dribble with their feet, or advance the ball in a scrum or similar formation. However, offside laws began to diverge and develop differently at the each school, as is shown by the rules of football from Winchester, Rugby, Harrow and Cheltenham, during in the period of 18101850.


          By the early 19th century, (before the Factory Act of 1850), most working class people in Britain had to work six days a week, often for over twelve hours a day. They had neither the time nor the inclination to engage in sport for recreation and, at the time, many children were part of the labour force. Feast day football played on the streets was in decline. Public school boys, who enjoyed some freedom from work, became the inventors of organised football games with formal codes of rules.


          Football was adopted by a number of public schools as a way of encouraging competitiveness and keeping youths fit. Each school drafted its own rules, which varied widely between different schools and were changed over time with each new intake of pupils. Two schools of thought developed regarding rules. Some schools favoured a game in which the ball could be carried (as at Rugby, Marlborough and Cheltenham), while others preferred a game where kicking and dribbling the ball was promoted (as at Eton, Harrow, Westminster and Charterhouse). The division into these two camps was partly the result of circumstances in which the games were played. For example, Charterhouse and Westminster at the time had restricted playing areas; the boys were confined to playing their ball game within the school cloisters, making it difficult for them to adopt rough and tumble running games.
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          William Webb Ellis, a pupil at Rugby School, is said to have "with a fine disregard for the rules of football, as played in his time [emphasis added], first took tha ball in his arms and ran with it, thus creating the distinctive feature of the rugby game." in 1823. This act is usually said to be the beginning of Rugby football, but there is little evidence that it occurred, and most sports historians believe the story to be apocryphal. The act of 'taking the ball in is arms' is often misinterpreted as 'picking the ball up' as it is widley believed that Webb Ellis' 'crime' was handling the ball, as in modern soccer, however handling the ball as the time was often permitted and in some cases compulsory , the rule for which Webb Ellis showed disregard was running forward with it as the rules of his time only allowed a player to retreat backwards or kick forwards.


          The boom in rail transport in Britain during the 1840s meant that people were able to travel further and with less inconvenience than they ever had before. Inter-school sporting competitions became possible. However, it was difficult for schools to play each other at football, as each school played by its own rules. The solution to this problem was usually that the match be divided into two halves, one half played by the rules of the host "home" school, and the other half by the visiting "away" school.


          Apart from Rugby football, the public school codes have barely been played beyond the confines of each school's playing fields. However, many of them are still played at the schools which created them (see Surviving public school games below).


          


          The first clubs


          During this period, the Rugby school rules appear to have spread at least as far, perhaps further, than the other schools' codes. For example, two clubs which claim to be the world's first and/or oldest football club, in the sense of a club which is not part of a school or university, are strongholds of rugby football: the Barnes Club, said to have been founded in 1839, and Guy's Hospital Football Club, in 1843. Neither date nor the variety of football played is well-documented, but such claims nevertheless allude to the popularity of rugby before other modern codes emerged.


          In 1845, three boys at Rugby school were tasked with codifying the rules then being used at the school. These were the first set of written rules (or code) for any form of football. This further assisted the spread of the Rugby game. For instance, Dublin University Football Club  founded at Trinity College, Dublin in 1854 and later famous as a bastion of the Rugby School game  is the world's oldest documented football club in any code.


          


          The first competitions


          The longest running football fixture is the Cordner-Eggleston Cup, contested between Melbourne Grammar School and Scotch College every year since 1858. It is believed by many to also be the first match of Australian rules football, although it was played under experimental rules in its first year. The first football trophy tournament was the Caledonian Challenge Cup, donated by the Royal Caledonian Society of Melbourne, played in 1861 under the Melbourne Rules. The oldest football league is a rugby football competition, the United Hospitals Challenge Cup (1874), while the oldest rugby trophy is the Rugby League Challenge Cup (1897). The South Australian Football Association (30th April 1877) is the oldest surviving Australian rules football competition. The The Football League (1888) is recognised as the longest running Association Football league, while the oldest trophy is the FA Cup, while the oldest national trophy in soccer is the Scottish Cup (1874).


          


          Cambridge rules


          In 1848, at Cambridge University, Mr. H. de Winton and Mr. J.C. Thring, who were both formerly at Shrewsbury School, called a meeting at Trinity College, Cambridge with 12 other representatives from Eton, Harrow, Rugby, Winchester and Shrewsbury. An eight-hour meeting produced what amounted to the first set of modern rules, known as the Cambridge rules. No copy of these rules now exists, but a revised version from circa 1856 is held in the library of Shrewsbury School. The rules clearly favour the kicking game. Handling was only allowed for a player to take a clean catch entitling them to a free kick and there was a primitive offside rule, disallowing players from "loitering" around the opponents' goal. The Cambridge rules were not widely adopted outside English public schools and universities (but it was arguably the most significant influence on the Football Association committee members responsible for formulating the rules of Association football).


          


          The first modern balls
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          In Europe, early footballs were made out of animal bladders, more specifically pig's bladders, which were inflated. Later leather coverings were introduced to allow the ball to keep their shape. However, in 1851, Richard Lindon and William Gilbert, both shoemakers from the town of Rugby (near the school), exhibited both round and oval-shaped balls at the Great Exhibition in London. Richard Lindon's wife is said to have died due to lung disease caused by blowing up pig's bladders. Lindon also won medals for the invention of the "Rubber inflatable Bladder" and the "Brass Hand Pump".


          In 1855, the U.S. inventor Charles Goodyear  who had patented vulcanized rubber  exhibited a spherical football, with an exterior of vulcanized rubber panels, at the Paris Exhibition Universelle. The ball was to prove popular in early forms of football in the U.S.A.


          


          Sheffield rules


          By the late 1850s, many football clubs had been formed throughout the English-speaking world, to play various codes of football. Sheffield Football Club, founded in 1857 in the English city of Sheffield by Nathaniel Creswick and William Prest, was later recognised as the world's oldest club playing association football. However, the club initially played its own code of football: the Sheffield rules. The code was largly independent of the public school rules the most significant difference being the lack of an offside rule.


          The code was responsible for many innovations that later spread to association football. These included free kicks, corner kicks, handball, throw-ins and the crossbar. By the 1870s they became the dominant code in the north and midlands of England. At this time series of rule changes by both the London and Sheffield FAs gradually eroded the differences between the two games until the adoption of a common code in 1877.


          


          Australian rules
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          The invention of Australian rules football is usually attributed to Tom Wills, who published a letter in Bell's Life in Victoria & Sporting Chronicle, on July 10, 1858, calling for a "foot-ball club" with a "code of laws" to keep cricketers fit during winter. (Official sources which include Wills' cousin, H.C.A. Harrison, as a founder of the code are now generally believed to be incorrect.)


          Wills had been educated in England, at Rugby School and had played cricket for Cambridge University. The extent to which he was influenced by the various British and Irish football games is a matter of controversy, but there were similarities between some of them and his game. Australian football also has some similarities to the Australian Aboriginal game of Marn Grook (see above), which he reportedly witnessed as a child in western Victoria.


          On July 31, 1858, Wills and people responding to his letter met and experimented with various forms of football. On August 7, Wills was one of the umpires at a game between Melbourne Grammar School and Scotch College, which took place under modified Rugby School rules.


          Melbourne Football Club was founded on May 14, 1859, and is the oldest surviving Australian football club, and on May 17, 1859, at the Parade Hotel, East Melbourne, members of the club drew up the first set of laws for Australian rules football. The drafters included Wills, W.J. Hammersley, J.B. Thompson and Thomas Smith. Their code also had pronounced similarities to the Sheffield rules, most notably in the absence of an offside rule, this could be due to Henry Creswick who emigrated from Sheffield and may have been a relative of Nathaniel Creswick. A free kick was awarded for a mark (clean catch). Running while holding the ball was allowed and although it was not specified in the rules, a rugby ball was used. The club shared many members with the Melbourne Cricket Club, which was based at the Melbourne Cricket Ground, and cricket ovals  which vary in size and are much larger than the fields used in other forms of football  became the standard playing field for Australian rules. The 1859 rules did not include some elements which would soon become important to the game, such as the requirement to bounce the ball while running.


          Australian rules is sometimes said to be the first form of football to be codified but, as was the case in all kinds of football at the time, there was no official body supporting the rules, and play varied from one club to another. By 1866, however, several other clubs in the Colony of Victoria had agreed to play an updated version of the Melbourne FC rules, which were later known as "Victorian Rules" and " Australasian Rules". The formal name of the code later became Australian rules football (and, more recently, Australian football). By the end of the 19th century, the code had spread to the other Australian colonies and other parts of the world. However, rugby football would remain more popular in New South Wales and Queensland.


          


          The Football Association
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          During the early 1860s, there were increasing attempts in England to unify and reconcile the various public school games. In 1862, J. C. Thring, who had been one of the driving forces behind the original Cambridge Rules, was a master at Uppingham School and he issued his own rules of what he called "The Simplest Game" (these are also known as the Uppingham Rules). In early October 1863 another new revised version of the Cambridge Rules was drawn up by a seven member committee representing former pupils from Harrow, Shrewsbury, Eton, Rugby, Marlborough and Westminster.


          At the Freemason's Tavern, Great Queen Street, London on the evening of October 26, 1863, representatives of several football clubs in the London Metropolitan area met for the inaugural meeting of The Football Association (FA). The aim of the Association was to establish a single unifying code and regulate the playing of the game among its members. Following the first meeting, the public schools were invited to join the association. All of them declined, except Charterhouse and Uppingham. In total, six meetings of the FA were held between October and December 1863. After the third meeting, a draft set of rules were published. However, at the beginning of the fourth meeting, attention was drawn to the recently-published Cambridge Rules of 1863. The Cambridge rules differed from the draft FA rules in two significant areas; namely running with (carrying) the ball and hacking (kicking opposing players in the shins). The two contentious FA rules were as follows:


          
            
              IX. A player shall be entitled to run with the ball towards his adversaries' goal if he makes a fair catch, or catches the ball on the first bound; but in case of a fair catch, if he makes his mark he shall not run.

              

              X. If any player shall run with the ball towards his adversaries' goal, any player on the opposite side shall be at liberty to charge, hold, trip or hack him, or to wrest the ball from him, but no player shall be held and hacked at the same time.

            


            
              
            

          


          At the fifth meeting it was proposed that these two rules be removed. Most of the delegates supported this, but F. W. Campbell, the representative from Blackheath and the first FA treasurer, objected. He said: "hacking is the true football". However, the motion to ban hacking was carried and Blackheath withdrew from the FA. After the final meeting on 8 December, the FA published the " Laws of Football", the first comprehensive set of rules for the game later known as football (later known in some countries as soccer).


          The first FA rules still contained elements that are no longer part of association football, but which are still recognisable in other games (most notably Australian football): for instance, a player could make a fair catch and claim a mark, which entitled him to a free kick, and; if a player touched the ball behind the opponents' goal line, his side was entitled to a free kick at goal, from 15 yards in front of the goal line.


          


          Rugby football
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          In Britain, by 1870, there were about 75 clubs playing variations of the Rugby school game. There were also "rugby" clubs in Ireland, Australia, Canada and New Zealand. However, there was no generally accepted set of rules for rugby until 1871, when 21 clubs from London came together to form the Rugby Football Union (RFU). (Ironically, Blackheath now lobbied to ban hacking.) The first official RFU rules were adopted in June 1871. These rules allowed passing the ball. They also included the try, where touching the ball over the line allowed an attempt at goal, though drop-goals from marks and general play, and penalty conversions were still the main form of contest.


          


          


          North American football codes


          As was the case in Britain, by the early 19th century, North American schools and universities played their own local games, between sides made up of students. Students at Dartmouth College in New Hampshire played a game called Old division football, a variant of the association football codes, as early as the 1820s.
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          The first game of rugby in Canada is generally said to have taken place in Montreal, in 1865, when British Army officers played local civilians. The game gradually gained a following, and the Montreal Football Club was formed in 1868, the first recorded football club in Canada.


          In 1869, the first game played in the United States under rules based on the English FA (soccer) code occurred, between Princeton and Rutgers. This is also often considered to be the first US game of college football, in the sense of a game between colleges (although the eventual form of American football would come from rugby, not soccer).


          Modern American football grew out of a match between McGill University of Montreal, and Harvard University in 1874. At the time, Harvard students are reported to have played the Boston Game  a running code  rather than the FA-based kicking games favored by US universities. This made it easy for Harvard to adapt to the rugby-based game played by McGill and the two teams alternated between their respective sets of rules. Within a few years, however, Harvard had both adopted McGill's rugby rules and had persuaded other US university teams to do the same. In 1876, at the Massasoit Convention, it was agreed by these universities to adopt most of the Rugby Football Union rules. However, a touch-down only counted toward the score if neither side kicked a field goal. The convention decided that, in the US game, four touchdowns would be worth one goal; in the event of a tied score, a goal converted from a touchdown would take precedence over four touch-downs.


          Princeton, Rutgers and others continued to compete using soccer-based rules for a few years before switching to the rugby-based rules of Harvard and its competitors. US colleges did not generally return to soccer until the early twentieth century.
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          In 1880, Yale coach Walter Camp, devised a number of major changes to the American game, beginning with the reduction of teams from 15 to 11 players, followed by reduction of the field area by almost half, and; the introduction of the scrimmage, in which a player heeled the ball backwards, to begin a game. These were complemented in 1882 by another of Camp's innovations: a team had to surrender possession if they did not gain five yards after three downs (i.e. successful tackles).


          Over the years Canadian football absorbed some developments in American football, but also retained many unique characteristics. One of these was that Canadian football, for many years, did not officially distinguish itself from rugby. For example, the Canadian Rugby Football Union, founded in 1884 was the forerunner of the Canadian Football League, rather than a rugby union body. (The Canadian Rugby Union was not formed until 1965.) American football was also frequently described as "rugby" in the 1880s.


          


          Gaelic football


          In the mid-19th century, various traditional football games, referred to collectively as caid, remained popular in Ireland, especially in County Kerry. One observer, Father W. Ferris, described two main forms of caid during this period: the "field game" in which the object was to put the ball through arch-like goals, formed from the boughs of two trees, and; the epic "cross-country game" which took up most of the daylight hours of a Sunday on which it was played, and was won by one team taking the ball across a parish boundary. "Wrestling", "holding" opposing players, and carrying the ball were all allowed.


          By the 1870s, Rugby and Association football had started to become popular in Ireland. Trinity College, Dublin was an early stronghold of Rugby (see the Developments in the 1850s section, above). The rules of the English FA were being distributed widely. Traditional forms of caid had begun to give way to a "rough-and-tumble game" which allowed tripping.


          There was no serious attempt to unify and codify Irish varieties of football, until the establishment of the Gaelic Athletic Association (GAA) in 1884. The GAA sought to promote traditional Irish sports, such as hurling and to reject imported games like Rugby and Association football. The first Gaelic football rules were drawn up by Maurice Davin and published in the United Ireland magazine on February 7, 1887. Davin's rules showed the influence of games such as hurling and a desire to formalise a distinctly Irish code of football. The prime example of this differentiation was the lack of an offside rule (an attribute which, for many years, was shared only by other Irish games like hurling, and by Australian rules football).


          


          The split in Rugby football


          
            [image: An English cartoon from the 1890s lampooning the divide in rugby football which led to the formation of rugby league. The caricatures are of Rev. Frank Marshall, an arch-opponent of player payments, and James Miller, a long-time opponent of Marshall. The caption reads: Marshall: "Oh, fie, go away naughty boy, I don't play with boys who can’t afford to take a holiday for football any day they like!" Miller: "Yes, that’s just you to a T; you’d make it so that no lad whose father wasn’t a millionaire could play at all in a really good team. For my part I see no reason why the men who make the money shouldn’t have a share in the spending of it."]

            
              An English cartoon from the 1890s lampooning the divide in rugby football which led to the formation of rugby league. The caricatures are of Rev. Frank Marshall, an arch-opponent of player payments, and James Miller, a long-time opponent of Marshall. The caption reads:

              Marshall: "Oh, fie, go away naughty boy, I don't play with boys who cant afford to take a holiday for football any day they like!" Miller: "Yes, thats just you to a T; youd make it so that no lad whose father wasnt a millionaire could play at all in a really good team. For my part I see no reason why the men who make the money shouldnt have a share in the spending of it."
            

          


          The International Rugby Football Board (IRFB) was founded in 1886, but rifts were beginning to emerge in the code. Professionalism was beginning to creep into the various codes of football.


          In England, by the 1890s, a long-standing Rugby Football Union ban on professional players was causing regional tensions within rugby football, as many players in northern England were working class and could not afford to take time off to train, travel, play and recover from injuries. This was not very different from what had occurred ten years earlier in soccer in Northern England but the authorities reacted very differently in the RFU, attempting to alienate the working class support in Northern England. In 1895, following a dispute about a player being paid broken time payments, which replaced wages lost as a result of playing rugby, representatives of the northern clubs met in Huddersfield to form the Northern Rugby Football Union (NRFU). The new body initially permitted only various types of player wage replacements. However, within two years, NRFU players could be paid, but they were required to have a job outside sport.


          The demands of a professional league dictated that rugby had to become a better "spectator" sport. Within a few years the NRFU rules had started to diverge from the RFU, most notably with the abolition of the line-out. This was followed by the replacement of the ruck with the "play-the-ball ruck", which allowed a two-player ruck contest between the tackler at marker and the player tackled. Mauls were stopped once the ball carrier was held, being replaced by a play-the ball-ruck. The separate Lancashire and Yorkshire competitions of the NRFU merged in 1901, forming the Northern Rugby League, the first time the name rugby league was used officially in England.


          Over time, the RFU form of rugby, played by clubs which remained members of national federations affiliated to the IRFB, became known as rugby union.


          


          The globalisation of Association football


          The need for a single body to oversee Association football had become apparent by the beginning of the 20th century, with the increasing popularity of international fixtures. The English Football Association had chaired many discussions on setting up an international body, but was perceived as making no progress. It fell to associations from seven other European countries: France, Belgium, Denmark, Netherlands, Spain, Sweden, and Switzerland, to form an international association. The Fdration Internationale de Football Association (FIFA) was founded in Paris on May 21, 1904. Its first president was Robert Gurin. The French name and acronym has remained, even outside French-speaking countries.


          


          The reform of American football


          Both forms of rugby and American football were noted at the time for serious injuries, as well as the deaths of a significant number of players. By the early 20th century in the USA, this had resulted in national controversy and American football was banned by a number of colleges. Consequently, a series of meetings was held by 19 colleges in 190506. This occurred reputedly at the behest of President Theodore Roosevelt. He was considered a fancier of the game, but he threatened to ban it unless the rules were modified to reduce the numbers of deaths and disabilities. The meetings are now considered to be the origin of the National Collegiate Athletic Association.


          One proposed change was a widening of the playing field. However, Harvard University had just built a concrete stadium and therefore objected to widening, instead proposing legalisation of the forward pass. The report of the meetings introduced many restrictions on tackling and two more divergences from rugby: the forward pass and the banning of mass formation plays. The changes did not immediately have the desired effect, and 33 American football players were killed during 1908 alone. However, the number of deaths and injuries did gradually decline.


          


          Further divergence of the two rugby codes


          Rugby league rules diverged significantly from rugby union in 1906, with the reduction of the team from 15 to 13 players. In 1907, a New Zealand professional rugby team toured Australia and Britain, receiving an enthusiastic response, and professional rugby leagues were launched in Australia the following year. However, the rules of professional games varied from one country to another, and negotiations between various national bodies were required to fix the exact rules for each international match. This situation endured until 1948, when at the instigation of the French league, the Rugby League International Federation (RLIF) was formed at a meeting in Bordeaux.


          During the second half of 20th century, the rules changed further. In 1966, rugby league officials borrowed the American football concept of downs: a team could retain possession of the ball for no more than four tackles. The maximum number of tackles was later increased to six (in 1971), and in rugby league this became known as the six tackle rule.


          With the advent of full-time professionals in the early 1990s, and the consequent speeding up of the game, the five metre off-side distance between the two teams became 10 metres, and the replacement rule was superseded by various interchange rules, among other changes.


          The laws of rugby union also changed significantly during the 20th century. In particular, goals from marks were abolished, kicks directly into touch from outside the 22 metre line were penalised, new laws were put in place to determine who had possession following an inconclusive ruck or maul, and the lifting of players in line-outs was legalised.


          In 1995, rugby union became an "open" game, that is one which allowed professional players. Although the original dispute between the two codes has now disappeared  and despite the fact that officials from both forms of rugby football have sometimes mentioned the possibility of re-unification  the rules of both codes and their culture have diverged to such an extent that such an event is unlikely in the foreseeable future.


          


          Football today


          


          


          Use of the word "football" in English-speaking countries


          The word "football", when used in reference to a specific game can mean any one of those described above. Because of this, much friendly controversy has occurred over the term football, primarily because it is used in different ways in different parts of the English-speaking world. Most often, the word "football" is used to refer to the code of football that is considered dominant within a particular region. So, effectively, what the word "football" means usually depends on where one says it.


          The name "soccer" (or "soccer football") was originally a slang abbreviation of the word "association" from "association football" and is now the prevailing term in the United States, Canada, Australia and New Zealand where other codes of football are dominant.


          Of the 45 national FIFA affiliates in which English is an official or primary language, only three ( Canada, Samoa and the United States) actually use "soccer" in their organizations' official names, while the rest use football (although the Samoan Federation actually uses both). However, in some countries, such as Australia and New Zealand, use of the word "football" by soccer bodies is a recent change and has been controversial. The governing body for Rugby Union in New Zealand changed its name from "New Zealand Rugby Football Union" to "New Zealand Rugby Union" in 2006.


          


          Use of the word "football" in non-English-speaking countries


          Generally around the world today the word "football" is in widespread use as the name for association football. In Francophone Qubec, where Canadian football is more popular, the sport of association football is known as le soccer and the Canadian code as le football.


          


          Present day codes and families


          


          Association football and descendants
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            	Association football, also known as football, soccer, footy and footie


            	Indoor/basketball court varieties of Football:

              
                	Five-a-side football  played throughout the world under various rules including:

                  
                    	Futsal  the FIFA-approved five-a-side indoor game


                    	Minivoetbal  the five-a-side indoor game played in East and West Flanders where it is hugely popular


                    	Papi fut the five-a-side game played in outdoor basketball courts (built with goals) in Central America.

                  

                


                	Indoor soccer  the six-a-side indoor game, known in Latin America, where it is often played in open air venues, as ftbol rpido ("fast football")


                	Masters Football six-a-side played in Europe by mature professionals (35 years and older)

              

            


            	Paralympic football  modified Football for athletes with a disability. Includes:

              
                	Football 5-a-side  for visually impaired athletes


                	Football 7-a-side  for athletes with cerebral palsy


                	Amputee football  for athletes with amputations


                	Deaf football  for athletes with hearing impairments


                	Electric wheelchair soccer

              

            


            	Beach soccer  football played on sand, also known as beach football and sand soccer


            	Street football  encompasses a number of informal varieties of football


            	Rush goalie  is a variation of football in which the role of the goalkeeper is more flexible than normal


            	Headers and volleys  where the aim is to score goals against a goalkeeper using only headers and volleys


            	Crab football  players stand on their hands and feet and move around on their backs whilst playing football as normal


            	Swamp soccer  the game is played on a swamp or bog field

          


          


          Rugby school football and descendants


          
            	
              Rugby football

              
                	
                  Rugby league  usually known simply as "football" or "footy" in the Australian states of New South Wales and Queensland, and by some followers of the game in England. Also often referred to simply as "league"

                  
                    	Rugby league nines (or sevens)


                    	Touch football (rugby league)  a non-contact version of rugby league. In South Africa it is known as six down


                    	Tag Rugby  a non-contact version of rugby league, in which a velcro tag is removed to indicate a tackle

                  

                


                	
                  Rugby union

                  
                    	Rugby sevens
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                    	Tag rugby  a form of rugby union using the velcro tag

                  

                


                	Beach rugby  rugby played on sand


                	Touch rugby  generic name for forms of rugby football which does not feature tackles

              

            


            	Gridiron football

              
                	American football  called "football" in the United States and Canada, and "gridiron" in Australia and New Zealand. Sometimes called "tackle football" to distinguish it from the touch versions


                	Indoor football, arena football  an indoor version of American football


                	Nine-man football, eight-man football, six-man football  versions of tackle football, played primarily by smaller high schools that lack enough players to field full 11-man teams


                	Touch football (American)  non-tackle American football

                  
                    	Flag football  non-tackle American football, like touch football, in which a flag that is held by velcro on a belt tied around the waist is pulled by defenders to indicate a tackle

                  

                


                	Street football (American)  American football played in backyards without equipment and with simplified rules

              

            


            	Canadian football  called simply "football" in Canada; "football" in Canada can mean either Canadian or American football depending on context

              
                	Canadian flag football  non-tackle Canadian football


                	Nine-man football  similar to nine-man American football, but using Canadian rules; played by smaller schools in Saskatchewan that lack enough players to field full 12-man teams

              

            

          


          See also: Comparison of American football and rugby league, Comparison of American football and rugby union, Comparison of Canadian and American football, Comparison of rugby league and rugby union.


          


          Irish and Australian varieties
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          These codes have in common the absence of an offside rule, the requirement to bounce or solo (toe-kick) the ball while running, handpassing by punching or tapping the ball rather than throwing it, and other traditions.


          
            	
              Australian rules football  officially known as "Australian football", and informally as "Aussie rules" or "footy". In some areas (erroneously) referred to as " AFL", which is the name of the main organising body and competition

              
                	Auskick  a version of Australian rules designed by the AFL for young children


                	Metro footy (or Metro rules footy)  a modified version invented by the USAFL, for use on gridiron fields in North American cities (which often lack grounds large enough for conventional Australian rules matches)


                	Kick-to-kick


                	9-a-side footy  a more open, running variety of Australian rules, requiring 18 players in total and a proportionally smaller playing area (includes contact and non-contact varieties)


                	Rec footy  "Recreational Football", a modified non-contact touch variation of Australian rules, created by the AFL, which replaces tackles with tags


                	Touch Aussie Rules  a non-contact variation of Australian Rules played only in the United Kingdom


                	Samoa rules  localised version adapted to Samoan conditions, such as the use of rugby football fields


                	Masters Australian football (a.k.a. Superules)  reduced contact version introduced for competitions limited to players over 30 years of age


                	Women's Australian rules football  played with a smaller ball and (sometimes) reduced contact version introduced for women's competition

              

            


            	Gaelic football  Played predominantly in Ireland. Sometimes referred to as "football" or "gaah" (from the acronym for Gaelic Athletic Association)

              
                	Ladies Gaelic football

              

            


            	International rules football  a compromise code used for games between Gaelic and Australian Rules players

          


          See also: Comparison of Australian rules football and Gaelic football


          


          Surviving medival ball games
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          British Shrove Tuesday games


          
            	Alnwick in Northumberland


            	Ashbourne in Derbyshire (known as Royal Shrovetide Football)


            	Atherstone in Warwickshire


            	Corfe Castle in Dorset  The Shrove Tuesday Football Ceremony of the Purbeck Marblers.


            	Haxey in Lincolnshire (the Haxey Hood, actually played on Epiphany)


            	Hurling the Silver Ball takes place at St Columb Major in Cornwall


            	Sedgefield in County Durham


            	In Scotland the Ba game ("Ball Game") is still popular around Christmas and Hogmanay at:

              
                	Duns, Berwickshire


                	Scone, Perthshire


                	Kirkwall in the Orkney Islands

              

            

          


          


          Outside the UK


          
            	Calcio Fiorentino  a modern revival of Renaissance football from 16th century Florence.

          


          


          Surviving public school games
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            	Eton field game


            	Eton wall game


            	Harrow football


            	Winchester College football

          


          


          Recent inventions and hybrid games


          
            	Based on FA rules:

              
                	Cubbies


                	Three sided football


                	Triskelion

              

            


            	Keepie uppie(keep up)  is the art of juggling with a football using feet, knees, chest, shoulders, and head.

              
                	Footbag  is a small bean bag or sand bag used as a ball in a number of keepie uppie variations, including hacky sack (which is a trade mark).

              

            


            	Freestyle football  a modern take on keepie uppie where freestylers are graded for their entertainment value and expression of skill.


            	Based on rugby:

              
                	Scuffleball


                	Force em backs a.k.a. forcing back, forcemanback et c.

              

            


            	Hybrid games

              
                	Austus  a compromise between Australian rules and American football, invented in Melbourne during World War II.


                	Bossaball  mixes Association football and volleyball and gymnastics; played on inflatables and trampolines.


                	Footvolley  mixes Association football and beach volleyball; played on sand


                	Kickball  a hybrid of Association football and baseball, invented in the United States in about 1942.


                	Speedball (American)  a combination of American football, soccer, and basketball, devised in the United States in 1912.


                	Universal football  A hybrid of Australian rules and rugby league, trialled in Sydney in 1933.


                	Volata  a game resembling Association football and European handball, devised by Italian fascist leader, Augusto Turati, in the 1920s.


                	Wheelchair rugby  also known as Murderball, invented in Canada in 1977. Based on ice hockey and basketball rather than rugby.

                  
                    	Wheelchair rugby league

                  

                

              

            

          


          


          Tabletop games and other recreations


          
            	Based on Football (soccer):

              
                	Subbuteo


                	Blow football


                	Table football  also known as foosball, table soccer, babyfoot, bar football or gettone)


                	Fantasy football (soccer)


                	Button football  also known as Futebol de Mesa, Jogo de Botes


                	Penny football

              

            


            	Based on rugby:

              
                	Penny rugby

              

            


            	Based on American football:

              
                	Paper football


                	Blood Bowl


                	Fantasy football (American)


                	Madden NFL

              

            


            	Based on Australian football:

              
                	List of Australian rules football computer games

                  
                    	AFL Premiership 2005

                  

                

              

            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Football"
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          In physics, force is what causes a mass to accelerate and is experienced as a push or a pull. The vector sum of all forces acting on a body (known as the net force or resultant force) is proportional to the acceleration and the mass of the body. In an extended body, force may also cause rotation, deformation, or a change in pressure. Rotational effects are determined by the torques, while deformation and pressure are determined by the stresses that the forces create.


          Net force is mathematically identical to the time rate of change of the momentum of the body on which it acts. Since momentum is a vector quantity (i.e., it has both a magnitude and direction), force also is a vector quantity.


          The concept of force has been used in statics and dynamics since ancient times. What is known about the ancient contributions to statics is generally said to have culminated with the work of Archimedes in the 3rd century BC which still forms part of modern physics. In contrast, Aristotle's dynamics incorporated intuitive misunderstandings of the role of force which were eventually corrected in the 17th century culminating in the work of Isaac Newton. Following the development of quantum mechanics and the standard model of particle physics, it is now understood that the forces associated with changes in momentum of particles are the consequence of fundamental interactions accompanying the emission or absorption of gauge bosons. On large scales, perceived forces are more accurately attributable to the curvature of spacetime as explicated in Einstein's Theory of General Relativity. In modern physics, only four fundamental interactions are known; in order of decreasing strength, they are: [strong force|strong]], electromagnetic, weak, and gravitational. High-energy particle physics observations in 1970s and 1980s confirmed that the weak and electromagnetic forces are expressions of a unified electroweak interaction.


          


          Pre-Newtonian concepts


          
            [image: Aristotle famously described a force as anything which causes an object to undergo "unnatural motion"]
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          From antiquity, the concept of force was recognized as integral to the functioning of each of the simple machines. The mechanical advantage given by a simple machine allowed for less force to be used in exchange for that force acting over a larger distance. Analysis of the characteristics of forces as such ultimately culminated in the work of Archimedes who was especially famous for formulating a treatment of buoyant forces inherent in fluids.


          Philosophical development of the concept of a force proceeded through the work of Aristotle. In Aristotleian cosmology, the natural world held four elements that existed in "natural states". Aristotle believed that it was the natural state of massive objects on Earth, such as the elements water and earth, to be motionless on the ground and that they tended towards that state if left alone. He distinguished between the innate tendency of objects to find their "natural place" (e.g., for heavy bodies to fall), which lead to "natural motion", and unnatural or forced motion, which required continued application of a force. This theory, based on the everyday experience of how objects move, such as the constant application of a force needed to keep a cart moving, had conceptual trouble accounting for the behaviour of projectiles, such as the flight of arrows.


          These shortcomings would not be fully explained and corrected until the seventeenth century work of Galileo Galilei, who was influenced by the late medieval idea that objects in forced motion carried an innate force of impetus. Galileo constructed an experiment in which stones and cannonballs were both rolled down an incline to disprove the Aristotelian theory of motion early in the 17th century. He showed that the bodies were accelerated by gravity to an extent which was independent of their mass and argued that objects retain their velocity unless acted on by a force, for example friction.


          


          Newtonian mechanics


          Isaac Newton is recognized as the first person to argue explicitly that a constant force causes a constant rate of change ( time derivative) of momentum. In essence, he gave the first, and the only, mathematical definition of force  as the time-derivative of momentum: F = dp / dt. In 1687, Newton went on to publish his Philosophiae Naturalis Principia Mathematica, which used concepts of inertia, force, and conservation to describe the motion of all objects.


          
            [image: Though Sir Isaac Newton's most famous equation is F=ma, he actually wrote down a different form for his second law of motion that used differential calculus.]
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          In Principia Mathematica, Newton set out three laws of motion which have direct relevance to the way forces are described in physics.


          


          Newton's first law


          Newton's first law of motion sets forth the conditions required for equilibrium and defines the inertia related to the mass of an object. In place of the Aristotelian idea of "natural states", Newton proposed that it was the lack of net force that was the fundamental "natural state". This directly implies that the condition of constant velocity, whether it be zero or nonzero, is the "natural state" of all massive objects. Objects continue to move in a state of constant velocity unless acted upon by an unbalanced external force. As an extension of the work of Galileo, the concept of inertia is inexorably connected to the concept of relative velocities. Specifically, in two-body systems, it is impossible to determine which object is "in motion" and which object is "at rest"; it is equivalent to switch between what is called in physics "inertial frames of reference".


          The concept of inertia can be further generalized to explain the tendency of objects to continue in many different forms of constant motion, even those that are not strictly constant velocity. The rotational inertia of planet Earth is what fixes the constancy of the length of a day and the length of a year. Albert Einstein extended the principle of inertia further when he explained that reference frames subject to constant acceleration, such as those free-falling toward a gravitating object, were physically equivalent to inertial reference frames. This is why, for example, astronauts experience weightlessness when in free-fall orbit around the Earth, and why Newton's Laws of Motion are more easily discernible in such environments. If an astronaut places a massive object in mid-air next to herself, it will remain stationary with respect to the astronaut due to its inertia. This is the same thing that would occur if the astronaut and the massive object were in intergalactic space with no net force of gravity acting on their shared reference frame. This principle of equivalence was one of the foundational underpinnings for the development of his general theory of relativity.


          


          Newton's second law


          Force is often defined using Newton's second law, as the product of mass m multiplied by acceleration [image: \vec{a}]:


          
            	[image: \vec{F} =m\vec{a},]

          


          sometimes called the "second most famous formula in physics". Newton never stated explicitly the F=ma formula for which he is often credited. Newton's second law is described in his Principia Mathematica as a vector differential equation:


          
            	[image: \vec{F} = \frac{d\vec{p}}{dt} = \frac{d(m \vec{v})}{dt}]

          


          where [image: \vec{p}] is the momentum of the system. Force is the rate of change of momentum over time. Acceleration is the rate of change of velocity over time. This result, which follows as a direct consequence of the caveat in Newton's First Law, shows that the intuitive Aristotelian belief that a net force is required to keep an object moving with constant velocity (therefore zero acceleration) is objectively wrong and not just a consequence of a poor choice of definition.


          The use of Newton's second law in either of these forms as a definition of force has been disparaged in some of the more rigorous textbooks, because this removes all empirical content from the law. In fact, the [image: \vec{F}] in this equation represents the net (vector sum) force; in equilibrium this is zero by definition, but (balanced) forces are present nevertheless. Instead, Newton's second law only asserts the proportionality of acceleration and mass to force, each of which can be defined without explicit reference to forces. Accelerations can be defined through kinematic measurements while mass can be determined through, for example, counting atoms. However, while kinematics are well-described through reference frame analysis in advanced physics, there are still deep questions that remain as to what is the proper definition of mass. General relativity offers an equivalence between space-time and mass, but lacking a coherent theory of quantum gravity, it is unclear as to how or whether this connection is relevant on microscales. With rather more justification, Newton's second law can be taken as a quantitative definition of mass by writing the law as an equality, the relative units of force and mass are fixed.


          The definition of force is sometimes regarded as problematic, since it must either ultimately be referred to our intuitive understanding of our direct perceptions, or be defined implicitly through a set of self-consistent mathematical formulae. Notable physicists, philosophers and mathematicians who have sought a more explicit definition include Ernst Mach, Clifford Truesdell and Walter Noll.


          Given the empirical success of Newton's law, it is sometimes used to measure the strength of forces (for instance, using astronomical orbits to determine gravitational forces). Nevertheless, the force and the quantities used to measure it remain distinct concepts.


          'When a resultant force acts on an object of constant mass, an acceleration will result with the product of its mass and acceleration equal to the resultant force, the direction of the acceleration being in the same direction as that of the resultant force. F=ma'


          


          Newton's third law


          Newton's third law is a result of applying symmetry to situations where forces can be attributed to the presence of different objects. For any two objects (call them 1 and 2), Newton's third law states that


          
            	[image: \vec{F}_{\mathrm{1 on 2}}=-\vec{F}_{\mathrm{2 on 1}}.]

          


          This law implies that forces always occur in action-reaction pairs. Any force that is applied to object 1 due to the action of object 2 is automatically accompanied by a force applied to object 2 due to the action of object 1. If object 1 and object 2 are considered to be in the same system, then the net force on the system due to the interactions between objects 1 and 2 is zero since


          
            	[image: \vec{F}_{\mathrm{1 on 2}}+\vec{F}_{\mathrm{2 on 1}}=0].

          


          This means that systems cannot create internal forces that are unbalanced. However, if objects 1 and 2 are considered to be in separate systems, then the two systems will each experience an unbalanced force and accelerate with respect to each other according to Newton's second law.


          Combining Newton's second and third laws, it is possible to show that the linear momentum of a system is conserved. Using


          
            	[image: \vec{F}_{\mathrm{1 on 2}} = \frac{d\vec{p}_{\mathrm{1 on 2}}}{dt} = -\vec{F}_{\mathrm{2 on 1}} = -\frac{d\vec{p}_{\mathrm{2 on 1}}}{dt}]

          


          and integrating with respect to time, the equation:


          
            	[image: \Delta{\vec{p}_{\mathrm{1 on 2}}} = - \Delta{\vec{p}_{\mathrm{2 on 1}}}]

          


          is obtained. For a system which includes objects 1 and 2,


          
            	[image: \sum{\Delta{\vec{p}}}=\Delta{\vec{p}_{\mathrm{1 on 2}}} + \Delta{\vec{p}_{\mathrm{2 on 1}}} = 0]

          


          which is the conservation of linear momentum. Generalizing this to a system of an arbitrary number of particles is straightforward. This shows that exchanging momentum between constituent objects will not affect the net momentum of a system. In general, as long as all forces are due to the interaction of massive objects, it is possible to define a system such that net momentum is never lost nor gained.


          'If body A exerts a force F on body B, then body B exerts a force of -F(of equal size but in the opposite direction) on body A.'


          


          Descriptions


          
            [image: Free-body diagrams of an object on a flat surface and an inclined plane. Forces are resolved and added together to determine their magnitudes and the resultant.]
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          Forces can be directly perceived as pushes or pulls; this can provide an intuitive framework for describing forces. As with other physical concepts (e.g. temperature), the intuitive notion is quantified using operational definitions that are consistent with direct perception, but are more precise (see the section on Newtonian mechanics for how this is done). Historically, forces were first quantitatively investigated in conditions of static equilibrium where several forces canceled each other out. Such experiments prove the crucial properties that forces are additive vector quantities: they have magnitude and direction. When two forces act on an object, the resulting force, the resultant, is the vector sum of the original forces. This is called the superposition principle. The magnitude of the resultant varies from the difference of the magnitudes of the two forces to their sum, depending on the angle between their lines of action. The resultant force can be determined by following the parallelogram rule of vector addition: the addition of two vectors represented by sides of a parallelogram, gives an equivalent resultant vector which is equal in magnitude and direction to the transversal of the parallelogram.


          Free-body diagrams can be used as a convenient way to keep track of forces acting on a system. Ideally, these diagrams are drawn with the angles and relative magnitudes of the force vectors preserved so that graphical vector addition can be done to determine the resultant.


          As well as being added, forces can also be resolved into independent components at right angles to each other. A horizontal force pointing northeast can therefore be split into two forces, one pointing north, and one pointing east. Summing these component forces using vector addition yields the original force. Resolving force vectors into components of a set of basis vectors is often a more mathematically clean way to describe forces than using magnitudes and directions. This is because, for orthogonal components, the components of the vector sum are uniquely determined by the scalar addition of the components of the individual vectors. Orthogonal components are independent of each other; forces acting at ninety degrees to each other have no effect on each other. Choosing a set of orthogonal basis vectors is often done by considering what set of basis vectors will make the mathematics most convenient. Choosing a basis vector that is in the same direction as one of the forces is desirable, since that force would then have only one non-zero component. Force vectors can also be three-dimensional, with the third component at right-angles to the two other components.


          


          Equilibria


          Equilibrium occurs when the resultant force acting on an object is zero (that is, the vector sum of all forces is zero). There are two kinds of equilibrium: static equilibrium and dynamic equilibrium.


          


          Static equilibrium


          Static equilibrium was understood well before the invention of classical mechanics. Objects which are at rest have zero net force acting on them.


          The simplest case of static equilibrium occurs when two forces are equal in magnitude but opposite in direction. For example, any object on a level surface is pulled (attracted) downward toward the centre of the Earth by the force of gravity. At the same time, surface forces resist the downward force with equal upward force (called the normal force) and result in the object having a non-zero weight. The situation is one of zero net force and no acceleration.


          Pushing against an object on a frictional surface can result in a situation where the object does not move because the applied force is opposed by static friction, generated between the object and the table surface. For a situation with no movement, the static friction force exactly balances the applied force resulting in no acceleration. The static friction increases or decreases in response to the applied force up to an upper limit determined by the characteristics of the contact between the surface and the object.


          A static equilibrium between two forces is the most usual way of measuring forces, using simple devices such as weighing scales and spring balances. For example, an object suspended on a vertical spring scale experiences the force of gravity acting on the object balanced by a force applied by the "spring reaction force" which is equal to the object's weight. Using such tools, some quantitative force laws were discovered: that the force of gravity is proportional to volume for objects of constant density (widely exploited for millennia to define standard weights); Archimedes' principle for buoyancy; Archimedes' analysis of the lever; Boyle's law for gas pressure; and Hooke's law for springs. These were all formulated and experimentally verified before Isaac Newton expounded his three laws of motion.


          


          Dynamical equilibrium


          
            [image: Galileo Galilei was the first to point out the inherent contradictions contained in Aristotle's description of forces.]
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          Dynamical equilibrium was first described by Galileo who noticed that certain assumptions of Aristotelian physics were contradicted by observations and logic. Galileo realized that simple velocity addition demands that the concept of an "absolute rest frame" did not exist. Galileo concluded that motion in a constant velocity was completely equivalent to rest. This was contrary to Aristotle's notion of a "natural state" of rest that massive objects naturally approached. Simple experiments showed that Galileo's understanding of the equivalence of constant velocity and rest to be correct. For example, if a mariner dropped a cannonball from the crow's nest of a ship moving at a constant velocity, Aristotelian physics would have the cannonball fall straight down while the ship moved beneath it. Thus, in an Aristotelian universe, the falling cannonball would land behind the foot of the mast of a moving ship. However, when this experiment is actually conducted, the cannonball always falls at the foot of the mast, as if the cannonball knows to travel with the ship despite being separated from it. Since there is no forward horizontal force being applied on the cannonball as it falls, the only conclusion left is that the cannonball continues to move with the same velocity as the boat as it falls. Thus, no force is required to keep the cannonball moving at the constant forward velocity.


          Moreover, any object traveling at a constant velocity must be subject to zero net force (resultant force). This is the definition of dynamical equilibrium: when all the forces on an object balance but it still moves at a constant velocity.


          A simple case of dynamical equilibrium occurs in constant velocity motion across a surface with kinetic friction. In such a situation, a force is applied in the direction of motion while the kinetic friction force exactly opposes the applied force. This results in a net zero force, but since the object started with a non-zero velocity, it continues to move with a non-zero velocity. Aristotle misinterpreted this motion as being caused by the applied force. However, when kinetic friction is taken into consideration it is clear that there is no net force causing constant velocity motion.


          


          Feynman diagrams


          
            [image: A Feynman diagram for the decay of a neutron into a proton. The W boson is between two vertices indicating a repulsion.]
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          Forces and the acceleration of particles in modern particle physics happen during the exchange of gauge bosons. With the development of quantum field theory and general relativity, it was realized that force is a redundant concept arising from conservation of momentum ( 4-momentum in relativity and momentum of virtual particles in Quantum Electrodynamics). The conservation of momentum, from Noether's theorem, can be directly derived from the symmetry of space and so is usually considered more fundamental than the concept of a force. Thus the currently known fundamental forces are considered more accurately to be  fundamental interactions. While sophisticated mathematical descriptions are needed to predict, in full detail, the nature of such interactions, there is a conceptually simple way to describe such interactions through the use of Feynman diagrams. In a Feynman diagram, each matter particle is represented as a straight line (see world line) traveling through time which normally increases up or to the right in the diagram. Matter and anti-matter particles are identical except for their direction of propagation through the Feynman diagram. World lines of particles intersect at interaction vertices, and the Feynman diagram represents any force arising from an interaction as occurring at the vertex with an associated instantaneous change in the direction of the particle world lines. Gauge bosons are emitted away from the vertex as wavy lines (similar to waves) and, in the case of virtual particle exchange, are absorbed at an adjacent vertex. When the gauge bosons are represented in a Feynman diagram as existing between two interacting particles, this represents a repulsive force. When the gauge bosons are represented in a Feynman diagram as existing surrounding the two interacting particles, this represents an attractive force.


          The utility of Feynman diagrams is that other types of physical phenomena that are part of the general picture of fundamental interactions but are conceptually separate from forces can also be described using the same rules. For example, a Feynman diagram can describe in succinct detail how a neutron decays into an electron, proton, and neutrino: an interaction mediated by the same gauge boson that is responsible for the weak nuclear force. While the Feynman diagram for this interaction has similar features to a repulsive interaction, the decay is more complicated than a simple "repulsive force".


          


          Special relativity


          In the special theory of relativity mass and energy are equivalent (as can be seen by calculating the work required to accelerate a body). When an object's velocity increases so does its energy and hence its mass equivalent (inertia). It thus requires more force to accelerate it the same amount than it did at a lower velocity. The definition [image: \vec{F} = \mathrm{d}\vec{p}/\mathrm{d}t ] remains valid. But in order to be conserved, momentum must be redefined as:


          
            	[image:  \vec{p} = \frac{m\vec{v}}{\sqrt{1 - v^2/c^2}}]

          


          where


          
            	v is the velocity and

          


          
            	c is the speed of light.

          


          The relativistic expression relating force and acceleration for a particle with non-zero rest mass [image: m\,] moving in the [image: x\,] direction is:


          
            	[image: F_x = \gamma^3 m a_x \,]

          


          
            	[image: F_y = \gamma m a_y \,]

          


          
            	[image: F_z = \gamma m a_z \,]

          


          where the Lorentz factor


          
            	[image:  \gamma = \frac{1}{\sqrt{1 - v^2/c^2}}]

          


          Here a constant force does not produce a constant acceleration, but an ever decreasing acceleration as the object approaches the speed of light. Note that  is undefined for an object with a non zero rest mass at the speed of light, and the theory yields no prediction at that speed.


          One can however restore the form of


          
            	[image: F^\mu = mA^\mu \,]

          


          for use in relativity through the use of four-vectors. This relation is correct in relativity when F is the four-force, m is the invariant mass, and A is the four-acceleration.


          


          Fundamental models


          All the forces in the Universe are all based on four fundamental forces. The strong and weak forces act only at very short distances, and are responsible for holding certain nucleons and compound nuclei together. The electromagnetic force acts between electric charges and the gravitational force acts between masses. All other forces are based on the existence of the four fundamental interactions. For example, friction is a manifestation of the electromagnetic force acting between the atoms of two surfaces, and the Pauli Exclusion Principle, which does not allow atoms to pass through each other. The forces in springs modeled by Hooke's law are also the result of electromagnetic forces and the Exclusion Principle acting together to return the object to its equilibrium position. Centrifugal forces are acceleration forces which arise simply from the acceleration of rotating frames of reference.


          The modern quantum mechanical view of the first three fundamental forces (all except gravity) is that particles of matter ( fermions) do not directly interact with each other but rather by exchange of virtual particles called gauge bosons.


          It is a common misconception to ascribe the stiffness and rigidity of solid matter to the repulsion of like charges under the influence of the electromagnetic force. However, these characteristics actually result from the Pauli Exclusion Principle. Since electrons are fermions, they cannot occupy the same quantum mechanical state as other electrons. When the electrons in a material are densely packed together, there are not enough lower energy quantum mechanical states for them all, so some of them must be in higher energy states. This means that it takes energy to pack them together. While this effect is manifested macroscopically as a structural "force", it is technically only the result of the existence of a finite set of electron states.


          


          Gravity
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          What we now call gravity was not identified as a universal force until the work of Isaac Newton. Before Newton, the tendency for objects to fall towards the Earth was not understood to be related to the motions of celestial objects. Galileo was instrumental in describing the characteristics of falling objects by determining that the acceleration of every body in free-fall was constant and independent of the mass of the object. Today, this acceleration due to gravity at the surface of the Earth is usually designated as [image: \vec{g}] and has a magnitude of about 9.81 meters per second squared (this measurement is taken from sea level and may vary depending on location), and points toward the centre of the Earth. This observation means that the force of gravity on an object at the Earth's surface is directly proportional to the object's mass. Thus an object that has a mass of m will experience a force:


          
            	[image: \vec{F} = m\vec{g}]

          


          In free-fall, this force is unopposed and therefore the net force on the object is the force of gravity. For objects not in free-fall, the force of gravity is opposed by the weight of the object. For example, a person standing on the ground experiences zero net force, since the force of gravity is balanced by the weight of the person that is manifested by a normal force exerted on the person by the ground.


          Newton's contribution to gravitational theory was to unify the motions of heavenly bodies, which Aristotle had assumed were in a natural state of constant motion, with falling motion observed on the Earth. He proposed a law of gravity that could account for the celestial motions that had been described earlier using Kepler's Laws of Planetary Motion.


          Newton came to realize that the effects of gravity might be observed in different ways at larger distances. In particular, Newton determined that the acceleration of the moon around the Earth could be ascribed to the same force of gravity if the acceleration due to gravity decreased as an inverse square law. Further, Newton realized that the mass of the gravitating object directly affected the acceleration due to gravity. Combining these ideas gives a formula that relates the mass of the Earth ([image: M_\oplus]), the radius of the Earth ([image: R_\oplus]) to the acceleration due to gravity:


          
            	[image: \vec{g}=-\frac{GM_\oplus}{{R_\oplus}^2} \hat{r}]

          


          where the vector direction is given by [image: \hat{r}] which is the unit vector directed outward from the centre of the Earth.


          In this equation, a dimensional constant G is used to describe the relative strength of gravity. This constant has come to be known as Newton's Universal Gravitation Constant, though it was of an unknown value in Newton's lifetime. Not until 1798 was Henry Cavendish able to make the first measurement of G using a torsion balance; this was widely reported in the press as a measurement of the mass of the Earth since knowing the G could allow one to solve for the Earth's mass given the above equation. Newton, however, realized that since all celestial bodies followed the same laws of motion, his law of gravity had to be universal. Succinctly stated, Newton's Law of Gravitation between two massive bodies is


          
            	[image: \vec{F}=-\frac{Gm_{1}m_{2}}{r^2} \hat{r}]

          


          where m1 is the mass of first object and m2 is the mass of the second object.


          This formula was powerful enough to stand as the basis for all subsequent descriptions of motion within the solar system until the twentieth century. During that time, sophisticated methods of perturbation analysis were invented to calculate the deviations of orbits due to the influence of multiple bodies on a planet, moon, comet, or asteroid. These techniques are so powerful that they can be used to predict precisely the motion of celestial bodies to an arbitrary precision at any length of time in the future. The formalism was exact enough to allow mathematicians to predict the existence of the planet Neptune before it was observed.


          It was only the orbit of the planet Mercury that Newton's Law of Gravitation seemed not to fully explain. Some astrophysicists predicted the existence of another planet ( Vulcan) that would explain the discrepancies; however, despite some early indications, no such planet could be found. When Albert Einstein finally formulated his theory of general relativity (GR) he turned his attention to the problem of Mercury's orbit and found that his theory added a correction which could account for the discrepancy. This was the first time that Newton's Theory of Gravity had been shown to be less correct than an alternative.


          Since then, and so far, general relativity has been acknowledged as the theory which best explains gravity. In GR, gravitation is not viewed as a force, but rather, objects moving freely in gravitational fields travel under their own inertia in straight lines through curved space-time  defined as the shortest space-time path between two space-time events. From the perspective of the object, all motion occurs as if there were no gravitation whatsoever. It is only when observing the motion in a global sense that the curvature of space-time can be observed and the force is inferred from the object's curved path. Thus, the straight line path in space-time is seen as a curved line in space, and it is called the ballistic trajectory of the object. For example, a basketball thrown from the ground moves in a parabola, as it is in a uniform gravitational field. Its space-time trajectory (when the extra ct dimension is added) is almost a straight line, slightly curved (with the radius of curvature of the order of few light-years). The time derivative of the changing momentum of the body is what we label as "gravitational force".


          


          Electromagnetic forces


          In 1784 Charles Coulomb discovered the inverse square law of interaction between electric charges using a torsion balance; this was the second fundamental force. The weak and strong forces were discovered in the 20th century through the development of nuclear physics.


          The electrostatic force was first described in 1784 by Coulomb as a force which existed intrinsically between two charges. The properties of the electrostatic force were that it varied as an inverse square law directed in the radial direction, was both attractive and repulsive (there was intrinsic polarity), was independent of the mass of the charged objects, and followed the law of superposition. Unifying all these observations into one succinct statement became known as Coulomb's Law.


          Subsequent mathematicians and physicists found the construct of the electric field to be useful for determining the electrostatic force on an electric charge at any point in space. Based on Coulomb's Law, knowing the characteristics of the electric field in a given space is equivalent to knowing what the electrostatic force applied on a " test charge" is.


          Meanwhile, knowledge was developed of the Lorentz force of magnetism, the force that exists between two electric currents. It has the same mathematical character as Coulomb's Law with the proviso that like currents attract and unlike currents repel. Similar to the electric field, the magnetic field can be used to determine the magnetic force on an electric current at any point in space. Combining the definition of electric current as the time rate of change of electric charge yields a law of vector multiplication called Lorentz's Law which determines the force on a charge moving in an magnetic field.


          Thus a full theory of the electromagnetic force on a charge can be written as a sum of the electrostatic force (due to the electric field) and the magnetic force (due to the magnetic field). Fully stated, this is the law:


          
            	[image: \vec{F} = q(\vec{E} + \vec{v} \times \vec{B})]

          


          where [image: \vec{F}] is the electromagnetic force, q is the magnitude of the charge of the particle, [image: \vec{v}] is the velocity of the particle, [image: \vec{E}] is the electric field, and [image: \vec{B}] is the magnetic field.


          The origin of electric and magnetic fields would not be fully explained until 1864 when James Clerk Maxwell unified a number of earlier theories into a succinct set of four equations. These "Maxwell Equations" fully described the sources of the fields as being stationary and moving charges, and the interactions of the fields themselves. This led Maxwell to discover that electric and magnetic fields could be "self-generating" through a wave that traveled at a speed which he calculated to be the speed of light. This insight united the nascent fields of electromagnetic theory with optics and led directly to a complete description of the electromagnetic spectrum.


          However, attempting to reconcile electromagnetic theory with two observations, the photoelectric effect, and the nonexistence of the ultraviolet catastrophe, proved troublesome. Through the work of leading theoretical physicists, a new theory of electromagnetism was developed using quantum mechanics. This final modification to electromagnetic theory ultimately led to quantum electrodynamics (or QED), which fully describes all electromagnetic phenomena as being mediated by wave particles known as photons. In QED, photons are the fundamental exchange particle which described all interactions relating to electromagnetism including the electromagnetic force.


          


          Nuclear forces


          There are two "nuclear forces" which today are usually described as interactions that take place in quantum theories of particle physics. The strong nuclear force is the force responsible for the structural integrity of atomic nuclei while the weak nuclear force is responsible for the decay of certain nucleons into leptons and other types of hadrons.


          The strong force is today understood to represent the interactions between quarks and gluons as detailed by the theory of quantum chromodynamics (QCD). The strong force is the fundamental force mediated by gluons, acting upon quarks, antiquarks, and the gluons themselves. The strong interaction is the most powerful of the four fundamental forces.


          The strong force only acts directly upon elementary particles. However, a residual of the force is observed between hadrons (the best known example being the force that acts between nucleons in atomic nuclei) as the nuclear force. Here the strong force acts indirectly, transmitted as gluons which form part of the virtual pi and rho mesons which classically transmit the nuclear force (see this topic for more). The failure of many searches for free quarks has shown that the elementary particles affected are not directly observable. This phenomenon is called colour confinement.


          The weak force is due to the exchange of the heavy W and Z bosons. Its most familiar effect is beta decay (of neutrons in atomic nuclei) and the associated radioactivity. The word "weak" derives from the fact that the field strength is some 1013 times less than that of the strong force. Still, it is stronger than gravity over short distances. A consistent electroweak theory has also been developed which shows that electromagnetic forces and the weak force are indistinguishable at a temperatures in excess of approximately 1015 Kelvin. Such temperatures have been probed in modern particle accelerators and show the conditions of the universe in the early moments of the Big Bang.


          


          Non-fundamental models


          Some forces can be modeled by making simplifying assumptions about the physical conditions. In such situations, idealized models can be utilized to gain physical insight.


          


          Normal force


          
            [image: Fn represents the normal force exerted on the object.]
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          The normal force is the surface force which acts normal to the surface interface between two objects. The normal force, for example, is responsible for the structural integrity of tables and floors as well as being the force that responds whenever an external force pushes on a solid object. An example of the normal force in action is the impact force of an object crashing into an immobile surface. This force is proportional to the square of that object's velocity due to the conservation of energy and the work energy theorem when applied to completely inelastic collisions.


          


          Friction


          Friction is a surface force that opposes motion. The frictional force is directly related to the normal force which acts to keep two solid objects separated at the point of contact. There are two broad classifications of frictional forces: static friction and kinetic friction.


          The static friction force (Fsf) will exactly oppose forces applied to a body parallel to a surface contact up to the limit specified by the coefficient of static friction (sf) multiplied by the normal force (FN). In other words the magnitude of the static friction force satisfies the inequality:


          
            	[image: 0 \le F_{sf} \le \mu_{sf} F_N].

          


          The kinetic friction force (Fkf) is independent of both the forces applied and the movement of the object. Thus, the magnitude of the force is equal to


          
            	Fkf = kfFN,

          


          where kf is the coefficient of kinetic friction. For most surface interfaces, the coefficient of kinetic friction is less than the coefficient of static friction.


          


          Continuum mechanics


          
            [image: When the drag force (Fd) associated with air resistance becomes equal in magnitude to the force of gravity on a falling object (Fg), the object reaches a state of dynamical equilibrium at terminal velocity.]

            
              When the drag force (Fd) associated with air resistance becomes equal in magnitude to the force of gravity on a falling object (Fg), the object reaches a state of dynamical equilibrium at terminal velocity.
            

          


          In extended fluids, differences in pressure result in forces being directed along the pressure gradients as follows:


          
            	[image: \frac{\vec{F}}{V} = - \vec{\nabla} P]

          


          where V is the volume of the object in the fluid and P is the scalar function that describes the pressure at all locations in space. Pressure gradients and differentials result in the buoyant force for fluids suspended in gravitational fields, winds in atmospheric science, and the lift associated with aerodynamics and flight.


          A specific instance of such a force that is associated with dynamic pressure is fluid resistance: a body force that resists the motion of an object through a fluid due to viscosity. For so-called " Stokes's drag" the force is approximately proportional to the velocity, but opposite in direction:


          
            	[image: \vec{F}_d = - b \vec{v} \,]

          


          where:


          
            	b is a constant that depends on the properties of the fluid and the dimensions of the object (usually the cross-sectional area), and


            	[image: \vec{v}] is the velocity of the object.

          


          More formally, forces in continuum mechanics are fully desribed by a stress tensor with terms that are rougly defined as


          
            	[image: \sigma = \frac{F}{A}]

          


          where A is the relevant cross-sectional area for the volume for which the stress-tensor is being calculated. This formalism includes pressure terms associated with forces that act normal to the cross-sectional area (the matrix diagonals of the tensor) as well as shear terms associated with forces that act parallel to the cross-sectional area (the off-diagonal elements). The stress tensor accounts for forces that cause all deformations including also tensile stresses and compressions.


          


          Tension


          Tension forces can be idealized using ideal strings which are massless, frictionless, unbreakable, and unstretchable. They can be combined with ideal pulleys which allow ideal strings to switch physical direction. Ideal strings transmit tension forces instantaneously in action-reaction pairs so that if two objects are connected by an ideal string, any force directed along the string by the first object is accompanied by a force directed along the string in the opposite direction by the second object. By connecting the same string multiple times to the same object through the use of a set-up that uses movable pulleys, the tension force on a load can be multiplied. For every string that acts on a load, another factor of the tension force in the string acts on the load. However, even though such machines allow for an increase in force, there is a corresponding increase in the length of string that must be displaced in order to move the load. These tandem effects result ultimately in the conservation of mechanical energy since the work done on the load is the same no matter how complicated the machine.


          


          Elastic force


          
            [image: Fk is the force that responds to the load on the spring.]

            
              Fk is the force that responds to the load on the spring.
            

          


          An elastic force acts to return a spring to its natural length. An ideal spring is taken to be massless, frictionless, unbreakable, and infinitely stretchable. Such springs exert forces that push when contracted, or pull when extended, in proportion to the displacement of the spring from its equilibrium position. This linear relationship was described by Robert Hooke in 1676, for whom Hooke's law is named. If x is the displacement, the force exerted by an ideal spring is equal to:


          
            	[image: \vec{F}=-k \Delta \vec{x}]

          


          where k is the spring constant (or force constant), which is particular to the spring. The minus sign accounts for the tendency of the elastic force to act in opposition to the applied load.


          


          Centripetal force


          For an object accelerating in circular motion, the unbalanced force acting on the object is equal to


          
            	[image: \vec{F} = - \frac{mv^2 \hat{r}}{r}]

          


          where m is the mass of the object, v is the velocity of the object and r is the distance to the centre of the circular path and [image: \hat{r}] is the unit vector pointing in the radial direction outwards from the center. This means that the unbalanced centripetal force felt by any object is always directed toward the centre of the curving path. Such forces act perpendicular to the velocity vector associated with the motion of an object, and therefore do not change the speed of the object (magnitude of the velocity), but only the direction of the velocity vector. The unbalanced force that accelerates an object can be resolved into a component that is perpendicular to the path, and one that is tangential to the path. This yields both the tangential force which accelerates the object by either slowing it down or speeding it up and the radial (centripetal) force which changes its direction.


          


          Fictitious forces


          There are forces which are frame dependent, meaning that they appear due to the adoption of non-Newtonian (that is, non-inertial) reference frames. Such forces include the centrifugal force and the Coriolis force. These forces are considered fictitious because they do not exist in frames of reference that are not accelerating. In general relativity, gravity becomes a fictitious force that arises in situations where spacetime deviates from a flat geometry. As an extension, Kaluza-Klein theory and string theory ascribe electromagnetism and the other fundamental forces respectively to the curvature of differently-scaled dimensions, which would ultimately implies that all forces are fictitious.


          


          Rotations and torque


          
            [image: Relationship between force (F), torque (τ), and momentum vectors (p and L) in a rotating system.]

            
              Relationship between force (F), torque (), and momentum vectors (p and L) in a rotating system.
            

          


          Forces that cause extended objects to rotate are associated with torques. Mathematically, the torque on a particle is defined as the cross-product:


          
            	[image: \vec{\tau} = \vec{r} \times \vec{F}]

          


          where


          
            	[image: \vec{r}] is the particle's position vector relative to a pivot


            	[image: \vec{F}] is the force acting on the particle.

          


          Torque is the rotation equivalent of force in the same way that angle is the rotational equivalent for position, angular velocity for velocity, and angular momentum for momentum. All the formal treatments of Newton's Laws that applied to forces equivalently apply to torques. Thus, as a consequence of Newton's First Law of Motion, there exists rotational inertia that ensures that all bodies maintain their angular momentum unless acted upon by an unbalanced torque. Likewise, Newton's Second Law of Motion can be used to derive an alternative definition of torque:


          
            	[image: \vec{\tau} = I\vec{\alpha}]

          


          where


          
            	I is the moment of inertia of the particle


            	[image: \vec{\alpha}] is the angular acceleration of the particle.

          


          This provides a definition for the moment of inertia which is the rotational equivalent for mass. In more advanced treatments of mechanics, the moment of inertia acts as a tensor that, when properly analyzed, fully determines the characteristics of rotations including precession and nutation.


          Equivalently, the differential form of Newton's Second Law provides an alternative definition of torque:


          
            	[image: \vec{\tau} = \frac{d\vec{L}}{dt}]

          


          where [image: \vec{L}] is the angular momentum of the particle.


          Newton's Third Law of Motion requires that all objects exerting torques themselves experience equal and opposite torques, and therefore also directly implies the conservation of angular momentum for closed systems that experience rotations and revolutions through the action of internal torques.


          


          Kinematic integrals


          Forces can be used to define a number of physical concepts by integrating with respect to kinematic variables. For example, integrating with respect to time gives the definition of impulse:


          
            	[image: \vec{I}=\int{\vec{F} dt}]

          


          which, by Newton's Second Law, must be equivalent to the change in momentum (yielding the Impulse momentum theorem).


          Similarly, integrating with respect to position gives a definition for the work done by a force:


          
            	[image: W=\int{\vec{F} \cdot{d\vec{x}}}]

          


          which, in a system where all the forces are conservative (see below) is equivalent to changes in kinetic and potential energy (yielding the Work energy theorem). The time derivative of the definition of work gives a definition for power in term of force and the velocity ([image: \vec{v}]):


          
            	[image: P=\frac{dW}{dt}=\int{\vec{F} \cdot{d\vec{v}}}]

          


          


          Potential energy


          Instead of a force, the mathematically equivalent concept of a potential energy field can be used for convenience. For instance, the gravitational force acting upon a body can be seen as the action of the gravitational field that is present at the body's location. Restating mathematically the definition of energy (via definition of work), a potential scalar field [image: U(\vec{r})] is defined as that field whose gradient is equal and opposite to the force produced at every point:


          
            	[image: \vec{F}=-\vec{\nabla} U.]

          


          Forces can be classified as conservative or nonconservative. Conservative forces are equivalent to the gradient of a potential while non-conservative forces are not.


          


          Conservative forces


          A conservative force that acts on a closed system has an associated mechanical work that allows energy to convert only between kinetic or potential forms. This means that for a closed system, the net mechanical energy is conserved whenever a conservative force acts on the system. The force, therefore, is related directly to the difference in potential energy between two different locations in space, and can be considered to be an artifact of the potential field in the same way that the direction and amount of a flow of water can be considered to be an artifact of the contour map of the elevation of an area.


          Conservative forces include gravity, the electromagnetic force, and the spring force. Each of these forces have models which are dependent on a position often given as a radial vector [image: \vec{r}] emanating from spherically symmetric potentials. Examples of this follow:


          For gravity:


          
            	[image: \vec{F} = - \frac{G m_1 m_2 \vec{r}}{r^3}]

          


          where G is the gravitational constant, and mn is the mass of object n.


          For electrostatic forces:


          
            	[image: \vec{F} = \frac{q_{1} q_{2} \vec{r}}{4 \pi \epsilon_{0} r^3}]

          


          where 0 is electric permittivity of free space, and qn is the electric charge of object n.


          For spring forces:


          
            	[image: \vec{F} = - k \vec{r}]

          


          where k is the spring constant.


          


          Nonconservative forces


          For certain physical scenarios, it is impossible to model forces as being due to gradient of potentials. This is often due to macrophysical considerations which yield forces as arising from a macroscopic statistical average of microstates. For example, friction is caused by the gradients of numerous electrostatic potentials between the atoms, but manifests as a force model which is independent of any macroscale position vector. Nonconservative forces other than friction include other contact forces, tension, compression, and drag. However, for any sufficiently detailed description, all these forces are the results of conservative ones since each of these macroscopic forces are the net results of the gradients of microscopic potentials.


          The connection between macroscopic non-conservative forces and microscopic conservative forces is described by detailed treatment with statistical mechanics. In macroscopic closed systems, nonconservative forces act to change the internal energies of the system, and are often associated with the transfer of heat. According to the Second Law of Thermodynamics, nonconservative forces necessarily result in energy transformations within closed systems from ordered to more random conditions as entropy increases.


          


          Units of measurement


          The SI unit of force is the newton (symbol N), which is the force required to accelerate a one kilogram mass at a rate of one meter per second squared, or kgms2. The corresponding CGS unit is the dyne, the force required to accelerate a one gram mass by one centimeter per second squared, or gcms2. 1newton is thus equal to 100,000dyne.


          The foot-pound-second Imperial unit of force is the pound-force (lbf), defined as the force exerted by gravity on a pound-mass in the standard gravitational field of 9.80665ms2. The pound-force provides an alternate unit of mass: one slug is the mass that will accelerate by one foot per second squared when acted on by one pound-force. An alternate unit of force in the same system is the poundal, defined as the force required to accelerate a one pound mass at a rate of one foot per second squared. The units of slug and poundal are designed to avoid a constant of proportionality in Newton's Second Law.


          The pound-force has a metric counterpart, less commonly used than the newton: the kilogram-force (kgf) (sometimes kilopond), is the force exerted by standard gravity on one kilogram of mass. The kilogram-force leads to an alternate, but rarely used unit of mass: the metric slug (sometimes mug or hyl) is that mass which accelerates at 1ms2 when subjected to a force of 1kgf. The kilogram-force is not a part of the modern SI system, and is generally deprecated; however it still sees use for some purposes as expressing jet thrust, bicycle spoke tension, torque wrench settings and engine output torque. Other arcane units of force include the sthne which is equivalent to 1000N and the kip which is equivalent to 1000lbf.


          
            
              Units of force
            

            
              	

              	newton

              ( SI unit)

              	dyne

              	kilogram-force,

              kilopond

              	pound-force

              	poundal
            


            
              	1 N

              	 1 kgm/s

              	= 105 dyn

              	 0.10197 kp

              	 0.22481 lbf

              	 7.2330 pdl
            


            
              	1 dyn

              	= 105 N

              	 1 gcm/s

              	 1.0197106 kp

              	 2.2481106 lbf

              	 7.2330105 pdl
            


            
              	1 kp

              	= 9.80665 N

              	= 980665 dyn

              	 gn(1 kg)

              	 2.2046 lbf

              	 70.932 pdl
            


            
              	1 lbf

              	 4.448222 N

              	 444822 dyn

              	 0.45359 kp

              	 gn(1 lb)

              	 32.174 pdl
            


            
              	1 pdl

              	 0.138255 N

              	 13825 dyn

              	 0.014098 kp

              	 0.031081 lbf

              	 1 lb ft/s
            


            
              	The value of gn as used in the official definition of the kilogram-force is used here for all gravitational units.
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Force"
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              	Ford
            


            
              	[image: ]
            


            
              	Type

              	Public ( NYSE: F)
            


            
              	Founded

              	June 17, 1903
            


            
              	Founder

              	Henry Ford
            


            
              	Headquarters

              	[image: Flag of the United States] Dearborn, Michigan, USA
            


            
              	Areaserved

              	worldwide
            


            
              	Keypeople

              	William Clay Ford, Jr - Executive Chairman

              Alan Mulally - President, CEO
            


            
              	Industry

              	Automotive
            


            
              	Products

              	Automobiles, Automotive parts
            


            
              	Services

              	Automotive financing and services
            


            
              	Revenue

              	▲ US$173.9 billion (2007)
            


            
              	Operating income

              	▲ US$126 million (2007)
            


            
              	Net income

              	▼ US$(-2.665) billion (2007)
            


            
              	Employees

              	▼ 245,000 (2007)
            


            
              	Divisions

              	Ford Credit

              Ford division

              Lincoln

              Mercury

              Premier Automotive Group

            


            
              	Subsidiaries

              	Automotive Components Holdings

              Jaguar

              Land Rover

              Volvo (cars only)
            


            
              	Website

              	www.ford.com
            

          


          Ford Motor Company is an American multinational corporation and the world's third largest automaker based on worldwide vehicle sales.


          In 2007, Ford became the third-ranked automaker in US sales after General Motors and Toyota, falling from the second-ranked automaker slot for the first time in the previous 56 years. Ford was also the overall seventh-ranked American-based company in the 2007 Fortune 500 list, based on global revenues in 2006 of $160.1 billion. In 2007, Ford revenues increased to $173.9 billion, while producing 6.553 million automobiles and employing about 245,000 employees at around 100 plants and facilities worldwide. Also in 2007, Ford received more quality survey awards from J. D. Power and Associates than any other automaker, with five vehicles ranking at the top of their categories, and fourteen vehicles ranked in the top three.


          Based in Dearborn, Michigan, a suburb of Detroit, the automaker was founded by Henry Ford and incorporated in June 16, 1903. Ford now encompasses many global brands, including Lincoln and Mercury of the US, Jaguar and Land Rover of the UK, and Volvo of Sweden. Ford also owns a one-third controlling interest in Mazda.


          Ford introduced methods for large-scale manufacturing of cars and large-scale management of an industrial workforce, especially elaborately engineered manufacturing sequences typified by moving assembly lines. Henry Ford's combination of highly efficient factories, highly paid workers, and low prices revolutionized manufacturing and came to be known around the world as Fordism by 1914.


          


          History


          
            [image: Henry Ford (ca. 1919)]

            
              Henry Ford (ca. 1919)
            

          


          
            [image: 1896 Ford Quadricycle]

            
              1896 Ford Quadricycle
            

          


          Ford was launched in a converted factory in 1903 with $28,000 in cash from twelve investors, most notably John Francis Dodge and Horace Elgin Dodge who would later found the Dodge Brothers Motor Vehicle Company. During its early years, the company produced just a few cars a day at its factory on Mack Avenue in Detroit, Michigan. Groups of two or three men worked on each car from components made to order by other companies. Henry Ford was 40 years old when he founded the Ford Motor Company, which would go on to become one of the largest and most profitable companies in the world, as well as being one of the few to survive the Great Depression. The largest family-controlled company in the world, the Ford Motor Company has been in continuous family control for over 100 years.


          


          Corporate governance


          Members of the board as of early 2007 are: Chief Sir John Bond, Richard Manoogian, Stephen Butler, Ellen Marram, Kimberly Casiano, Alan Mulally (President and CEO), Edsel Ford II, Homer Neal, William Clay Ford, Jr., Jorma Ollila, Irvine Hockaday, Jr., John L. Thornton and William Clay Ford (Director Emeritus).


          The main corporate officers are: Lewis Booth (Executive Vice President, Chairman ( PAG) and Ford of Europe), Mark Fields (Executive Vice President, President [The Americas]), Donat Leclair (Executive Vice President and CFO), Mark A. Schulz (Executive Vice President, President [International Operations]) and Michael E. Bannister (Group Vice President; Chairman & CEO Ford Motor Credit).. Paul Mascarenas (Vice President of Engineering, The Americas Product Development)


          


          Recent company developments


          During the mid to late 1990s, Ford sold large numbers of vehicles, in a booming American economy with soaring stock market and low fuel prices. With the dawn of the new century, legacy healthcare costs, higher fuel prices, and a faltering economy led to falling market shares, declining sales, and sliding profit margins. Most of the corporate profits came from financing consumer automobile loans through Ford Motor Credit Company.


          By 2005, corporate bond rating agencies had downgraded the bonds of both Ford and GM to junk status , citing high U.S. health care costs for an aging workforce, soaring gasoline prices, eroding market share, and dependence on declining SUV sales for revenues. Profit margins decreased on large vehicles due to increased "incentives" (in the form of rebates or low interest financing) to offset declining demand.


          In the face of falling truck and SUV sales, Ford moved to introduce a range of new vehicles, including " Crossover SUVs" built on unibody car platforms, rather than body-on-frame truck chasses. Ford also developed alternative fuel and high efficiency vehicles, such as the Escape Hybrid.. Ford announced that it will team up with Southern California Edison (SCE) to examine the future of plug-in hybrids in terms of how home and vehicle energy systems will work with the electrical grid. Under the multi-million-dollar, multi-year project, Ford will convert a demonstration fleet of Ford Escape Hybrids into plug-in hybrids, and SCE will evaluate how the vehicles might interact with the home and the utility's electrical grid. Some of the vehicles will be evaluated "in typical customer settings," according to Ford.


          In December 2006, the company raised its borrowing capacity to about $25 billion, placing substantially all corporate assets as collateral to secure the line of credit . Chairman Bill Ford has stated that "bankruptcy is not an option" , but economists have stated that the company's impending contract renewal with the United Auto Workers in the summer of 2007 could be brutal. The UAW has vowed to attempt to retain the jobs banks, a system which retains idled workers on the payroll, rather than laying them off, in order to maintain contracted US employment levels.


          The automaker reported the largest annual loss in company history in 2006 of $12.7 billion, and estimated that it would not return to profitability until 2009. However, Ford surprised Wall Street in the second quarter of 2007 by posting a $750 million profit. The company finished the year with a $2.7 billion loss, largely attributed to finance restructuring at Volvo.


          Ford has announced plans to sell Land Rover and Jaguar, with Tata Motors being the leading prospective buyer.


          [bookmark: .22The_Way_Forward.22]


          "The Way Forward"


          In the latter half of 2005, Chairman Bill Ford asked newly-appointed Ford Americas Division President Mark Fields to develop a plan to return the company to profitability. Fields previewed the Plan, dubbed The Way Forward, at the December 7, 2005 board meeting of the company; and it was unveiled to the public on January 23, 2006. " The Way Forward" includes resizing the company to match current market realities, dropping some unprofitable and inefficient models, consolidating production lines, and shutting fourteen factories and cutting 30,000 jobs. .


          These cutbacks are consistent with Ford's roughly 25% decline in U.S. automotive market share since the mid-late 1990s. Ford's target is to become profitable again in 2009, a year later than projected. Ford's realignment also includes the sale of its wholly owned subsidiary, Hertz Rent-a-Car to a private equity group for $15 billion in cash and debt acquisition. The sale was completed on December 22, 2005. A joint venture with Mahindra and Mahindra Limited of India ended with the sale of Ford's 15 percent stake in 2005.


          Chairman and Chief Executive Officer Ford also became President of the company in April 2006, with the retirement of Jim Padilla. Five months later, in September, he stepped down as President and CEO, and naming Alan Mulally as his successor. Bill Ford continues as Executive Chairman, along with an executive operating committee made up of Mulally, Mark Schulz, Lewis Booth, Don Leclair, and Mark Fields.


          


          Brands and marques


          Today, Ford Motor Company manufactures automobiles under several names including Lincoln and Mercury in the United States. In 1958, Ford introduced a new marque, the Edsel, but poor sales led to its discontinuation in 1960. Later, in 1985, the Merkur brand was introduced; it met a similar fate in 1989.


          Ford has major manufacturing operations in Canada, Mexico, the United Kingdom, Germany, Turkey, Brazil, Argentina, Australia, the People's Republic of China, and several other countries, including South Africa where, following divestment during apartheid, it once again has a wholly owned subsidiary. Ford also has a cooperative agreement with Russian automaker GAZ.


          Since 1989, Ford has acquired Aston Martin (which it sold again on March 12, 2007, but it will retain a $77 million stake in the sports car maker), Jaguar, Land Rover, from the United Kingdom and Volvo Cars from Sweden, as well as a controlling share (33.4%) of Mazda of Japan, with which it operates an American joint venture plant in Flat Rock, Michigan called Auto Alliance. It has spun off its parts division under the name Visteon. Its prestige brands, with the exception of Lincoln, are managed through its Premier Automotive Group.


          Ford's FoMoCo parts division sells aftermarket parts under the Motorcraft brand name.


          Ford's non-manufacturing operations include organizations such as automotive finance operation Ford Motor Credit Company. Ford also sponsors numerous events and sports facilities around the nation, most notably Ford Centre in downtown Oklahoma City and Ford Field in downtown Detroit.


          Overall the Ford Motor Company controls the following operational car marques: Daimler, Ford, Jaguar, Land Rover, Lincoln, Mazda, Mercury, and Volvo; Daimler, Jaguar, Land Rover, and Volvo are currently part of the Premier Automotive Group.


          


          Global markets


          Initially, Ford models sold outside the U.S. were essentially versions of those sold on the home market, but later on, models specific to Europe were developed and sold. Attempts to globalize the model line have often failed, with Europe's Ford Mondeo selling poorly in the United States, while U.S. models such as the Ford Taurus have fared poorly in Japan and Australia, even when produced in right hand drive. The small European model Ka, a hit in its home market, did not catch on in Japan, as it was not available as an automatic. The Mondeo was dropped by Ford Australia, because the segment of the market in which it competes had been in steady decline, with buyers preferring the larger local model, the Falcon. One recent exception is the European model of the Focus, which has sold strongly on both sides of the Atlantic.


          From 2003, Toyota outsold Ford Motor worldwide. . From the second quarter 2006, Toyota has passed Ford as the #2 automaker, by sales, in the United States.


          The Ford Motor Company is in partnership talks to license hybrid technology from the Toyota Motor Corporation in a deal that could help establish Toyota's system as a standard for the industry.


          


          Europe


          


          History


          At first, Ford in Germany and the United Kingdom built different models from one another until the late 1960s, with the Ford Escort and then the Ford Capri being common to both companies. Later on, the Ford Taunus and Ford Cortina became identical, produced in left hand drive and right hand drive respectively. Rationalization of model ranges meant that production of many models in the UK switched to elsewhere in Europe, including Belgium and Spain as well as Germany. The Ford Sierra replaced the Taunus and Cortina in 1982, drawing criticism for its radical aerodynamic styling, which was soon given nicknames such as "Jellymould" and "The Salesman's Spaceship."


          Increasingly, Ford Motor Company has looked to Ford of Europe for its "world cars," such as the Mondeo, Focus, and Fiesta, although sales of European-sourced Fords in the U.S. have been disappointing. In Asia, models from Europe are not as competitively priced as Japanese-built rivals, nor are they perceived as reliable. The Focus has been one exception to this, which has become America's best selling compact car since its launch in 2000.


          In February 2002, Ford ended car production in the UK. It was the first time in 90 years that Ford cars had not been made in Britain, although production of the Transit van continues at the company's Southampton facility, engines at Bridgend and Dagenham, and transmissions at Halewood. Development of European Ford is broadly split between Dunton in Essex (powertrain, Fiesta/Ka, and commercial vehicles) and Cologne (body, chassis, electrical, Focus, Mondeo) in Germany. Ford also produced the Thames range of commercial vehicles, although the use of this brand name was discontinued circa 1965. It owns the Jaguar and/or Land Rover car plants in Britain; Ford's former Halewood Assembly Plant was converted for production of the Jaguar X-Type and currently also assembles Land-Rover's Freelander 2. Jaguars are also assembled at Castle Bromwich, Birmingham while the rest of the Land-Rover range is assembled at Solihull, near Birmingham.


          Elsewhere in continental Europe, Ford assembles the Mondeo range in Genk (Belgium), Fiesta in Valencia (Spain) and Cologne (Germany), Ka in Valencia, and Focus in Valencia, Saarlouis (Germany) and Vsevolozhsk (Russia). Transit production is in Kocaeli (Turkey), Southampton (UK), and Transit Connect in Kocaeli.


          Ford also owns a joint-venture production plant in Turkey. Ford-Otosan, established in the 1970s, manufactures the Transit Connect compact panel van as well as the "Jumbo" and long wheelbase versions of the full-size Transit. This new production facility was set up near Kocaeli in 2002, and its opening marked the end of Transit assembly in Genk.


          Another joint venture plant near Setubal in Portugal, set up in collaboration with Volkswagen, formerly assembled the Galaxy people-carrier as well as its sister ships, the VW Sharan and Seat Alhambra. With the introduction of the third generation of the Galaxy, Ford has moved the production of the people-carrier to the Genk plant, with Volkswagen taking over sole ownership of the Setubal facility.


          Ford Europe has broken new ground with a number of relatively futuristic car launches over the last 50 years.


          Its 1959 Anglia two-door saloon was one of the most quirky-looking small family cars in Europe at the time of its launch, but buyers soon became accustomed to its looks and it was hugely popular with British buyers in particular. It was still selling well when replaced by the more practical Escort in 1967.


          The third incarnation of the Ford Escort was launched in 1980 and marked the company's move from rear-wheel drive saloons to front-wheel drive hatchbacks in the small family car sector. It also offered levels of style, comfort and refinement which were almost unmatched on comparable cars of this era. It was a huge success all over Europe and it was Britain's most popular car for most of its 10-year production life.


          The fourth generation Escort was produced from 1990 until 2000, although its successor - the Focus - had been on sale since 1998. On its launch, the Focus was arguably the most dramatic-looking and fine-handling small family cars on sale, and sold in huge volumes right up to the launch of the next generation Focus at the end of 2004.


          The 1982 Ford Sierra - replacement for the long-running and massively popular Cortina and Taunus models - was a style-setter at the time of its launch. Its ultramodern aerodynamic design was a world away from a boxy, sharp-edged Cortina, and it was massively popular just about everywhere it was sold. A series of updates kept it looking relatively fresh until it was replaced by the front-wheel drive Mondeo at the start of 1993.


          The first two incarnations of the Mondeo were well-built, refined and reliable family cars that attracted strong sales, but the third incarnation (launched in 2007) took the large family car market to new heights in terms of build quality, refinement, comfort, equipment, driver appeal and value for money.


          The rise in popularity of small cars during the 1970s saw Ford enter the mini-car market in 1976 with its Fiesta hatchback. Most of its production was concentrated at Valencia in Spain, and the Fiesta sold in huge figures from the very start. An update in 1983 and the launch of an all-new model in 1989 strengthened its position in the small car market. The second generation Fiesta was significantly updated twice before an all-new model was launched in 2002, and over the years it has become more refined, spacious, better-built and more enjoyable to drive.


          


          Asia Pacific


          
            [image: Ford dealership in Ho Chi Minh City, Vietnam (August 2005)]

            
              Ford dealership in Ho Chi Minh City, Vietnam (August 2005)
            

          


          In New Zealand and Australia, the popular Ford Falcon was long considered the average family car and is considerably larger than the Mondeo, Ford's largest car sold in Europe. Between 1960 and 1972, the Falcon was based on a U.S. Ford of that name, but since then has been entirely designed and manufactured locally. Like its General Motors rival, the Holden Commodore, the 4.0L Falcon retains rear wheel drive. High performance variants of the Falcon running locally-built engines produce up to 365hp (272kW). A ute (short for "utility," known in the US as pickup truck) version is also available with a similar range of drivetrains. In addition, Ford Australia sells highly-tuned Falcon sedans and utes through its performance car division, Ford Performance Vehicles. These cars produce 390hp (291kW) and are built in small numbers to increase their value as collectors' cars.


          In Australia, the Commodore and Falcon have traditionally outsold all other cars and comprise over 20% of the new car market. In New Zealand, Ford was second in market share in the first eight months of 2006 with 14.4 per cent. This is all set to change with a shift away from local manufacturing and assembly: 2007 second quarter has seen Ford Australia cut their prestige (LWB) models and more recently, announced closure of their key engine manufacturing. This is due partly to drops in sales with stiff competition from Toyota's new Aurion and an updated Mitsubishi 380, both taking a large piece of the local family sedan market. Ford is betting on growth in small car sales with the Focus which it plans to assemble locally, and the popular Territory (Falcon-based) SUV.


          Ford's presence in Asia has traditionally been much smaller. However, with the acquisition of a stake in Japanese manufacturer Mazda in 1979, Ford began selling Mazda's Familia and Capella (also known as the 323 and 626) as the Ford Laser and Telstar. The Laser was one of the most successful models sold by Ford in Australia, and outsold the Mazda 323, despite being almost identical to it. The Laser was also built in Mexico and sold in the U.S. as the Mercury Tracer, while the 1991 (and on through the end of the model in the early 2000s) American Ford Escort (and 1991-on Tracer) was based on the Laser/Mazda 323, assembled in the US and Mexico.


          Through its relationship with Mazda, Ford also acquired a stake in South Korean manufacturer Kia, which built the (Mazda-based) Ford Festiva from 1988-1993, and the Ford Aspire from 1994-1997 for export to the United States, but later sold their interest to Hyundai. Kia continued to market the Aspire as the Kia Avella, later replaced by the Rio and once again sold in the US. Ironically, Hyundai also manufactured the Ford Cortina until the 1980s. Ford also has a joint venture with Lio Ho in Taiwan, which assembled Ford models locally since the 1970s.


          Ford came to India in 1998 with its Ford Escort model, which was later replaced by locally produced Ford Ikon in 2001. It has since added Fusion, Fiesta, Mondeo and Endeavour to its product line.


          


          South America


          In South America, Ford has had to face protectionist government measures in each country, with the result that it built different models in different countries, without particular regard to rationalization or economy of scale inherent to producing and sharing similar vehicles between the nations. In many cases, new vehicles in a country were based on those of the other manufacturers it had entered into production agreements with, or whose factories it had acquired. For example, the Corcel and Del Rey in Brazil were originally based on Renault vehicles.


          In 1987, Ford merged its operations in Brazil and Argentina with those of Volkswagen to form a company called Autolatina, with which it shared models. Sales figures and profitability were disappointing, and Autolatina was dissolved in 1995. With the advent of Mercosur, the regional common market, Ford was finally able to rationalize its product line-ups in those countries. Consequently, the Ford Fiesta and Ford EcoSport are only built in Brazil, and the Ford Focus only built in Argentina, with each plant exporting in large volumes to the neighboring countries. Models like the Ford Mondeo from Europe could now be imported completely built up. Ford of Brazil produces a pick-up truck version of the Fiesta, the Courier, which is also produced in South Africa as the Ford Bantam in right hand drive versions.


          


          Africa and Middle East


          In Africa Ford's market presence has traditionally been strongest in South Africa and neighboring countries, with only trucks being sold elsewhere on the continent. Ford in South Africa began by importing kits from Canada to be assembled at its Port Elizabeth facility. Later Ford sourced its models from the UK and Australia, with local versions of the Ford Cortina including the XR6, with a 3.0 V6 engine, and a Cortina 'bakkie' or pick-up, which was exported to the UK. In the mid-1980s Ford merged with a rival company, owned by Anglo American, to form the South African Motor Corporation ( Samcor).


          Following international condemnation of apartheid, Ford divested from South Africa in 1988, and sold its stake in Samcor, although it licensed the use of its brand name to the company. Samcor began to assemble Mazdas as well, which affected its product line-up, which saw the European Fords like the Escort and Sierra replaced by the Mazda-based Laser and Telstar. Ford bought a 45 per cent stake in Samcor following the demise of apartheid in 1994, and this later became, once again, a wholly owned subsidiary, the Ford Motor Company of Southern Africa. Ford now sells a local sedan version of the Fiesta (also built in India and Mexico), and the Focus and Mondeo Europe. The Falcon model from Australia was also sold in South Africa, but was dropped in 2003.


          Ford's market presence in the Middle East has traditionally been even smaller, partly due to previous Arab boycotts of companies dealing with Israel. Ford and Lincoln vehicles are currently marketed in ten countries in the region. Saudi Arabia, Kuwait, and the UAE are the biggest markets. Ford also established itself in Egypt in 1926, but faced an uphill battle during the 1950s due to the hostile nationalist business environment . Ford's distributor in Saudi Arabia announced in February 2003 that it had sold 100,000 Ford and Lincoln vehicles since commencing sales in November 1986. Half of the Ford/Lincoln vehicles sold in that country were Ford Crown Victorias. In 2004, Ford sold 30,000 units in the region, falling far short of General Motors' 88,852 units and Nissan Motors' 75,000 units.


          


          Environmental record
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              Mulally (second from left) with President George W. Bush at the Kansas City Assembly plant in Claycomo, Missouri on March 20, 2007, touting Ford's new hybrid cars
            

          


          Ford motor co. ranked 7th as one of the top corporate air polluters in the United States releasing 9.67 million pounds of toxic air and their toxic score was 244,782 in 2002. Some of the chemicals released were, Chromium 84lb (38kg), Formaldehyde 27042lb (12266kg), and Sulfuric Acid 5000lb (2300kg)


          In 2000, under the leadership of the current Ford chairman, William Clay (Bill) Ford, the Company stunned the industry (and pleased environmentalists) with an announcement of a planned 25 percent improvement in the average mileage of its light truck fleet  including its popular SUVs  to be completed by the 2005 calendar year.


          On the other hand, Ford ended the Think City experiment and ordered all the cars repossessed and destroyed, even as many of the people leasing them begged to be able to buy the cars from Ford. After outcry from the lessees and activists in the US and Norway, Ford returned the cars to Norway for sale.


          In 2003, Ford announced that competitive market conditions and technological and cost challenges would prevent the company from achieving this goal. The US Environmental Protection Agency (EPA) released its 2005 fuel economy report ranking Ford cars, trucks and SUVs as having the lowest gas milleage of any automaker in America


          Ford discontinued a line of electric Ranger pickup trucks and ordered them destroyed, though it reversed in January 2005, after environmentalist protest.


          Ford did achieve significant progress toward improving fuel efficiency during 2005, with the successful introduction of the Hybrid-Electric Escape. The Escape's platform mate Mercury Mariner is also available with the hybrid-electric system in the 2006 model yeara full year ahead of scheduledue to high demand. The similar Mazda Tribute will also receive a hybrid-electric powertrain option, along with many other vehicles in the Ford vehicle line. In 2005, Ford announced its goal to make 250,000 hybrids a year by 2010, but by mid-2006 announced that it would not meet that goal. Other hybrids to come out will be the Ford Fusion and Mercury Milan Hybrid version in 2008. There are also plans for a Ford Edge and Lincoln MKX Hybrid. The Edge and MKX are Ford's new crossover SUVs to come out for the 2007 model year.


          Ford also continues to study Fuel Cell-powered electric powertrains, and is currently demonstrating hydrogen-fueled internal combustion engine technologies, as well as developing the next-generation hybrid-electric systems. To the extent it is successful in increasing the percentage of hybrid vehicles and/or fuel cell vehicles, there will be a significant decrease not only of air pollution emissions but also reduced sound levels, with notable favorable impacts upon respiratory health and decrease of noise health effects.


          While the company's product line increasingly reflects its commitment to ecologically sustainable practices, Ford's record as a manufacturer continues to reveal problematic ones. Researchers at the University of Massachusetts have listed it as the seventh-worst corporate producer of air pollution, primarily because of the manganese compounds, 1,2,4-trimethylbenzene, and glycol ethers released from its casting, truck, and assembly plants. The United States Environmental Protection Agency has linked Ford to 54 Superfund toxic waste sites, 12 of which have been cleaned up and deleted from the list.


          


          Alternate fuel vehicles
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          Bill Ford was one of the first top industry executives to make regular use of an battery electric vehicle, a Ford Ranger EV, while the company contracted with the United States Postal Service to deliver electric postal vans based on the Ranger EV platform. The alternative fuel vehicles, such as some versions of the Crown Victoria especially in fleet and taxi service, operate on compressed natural gas - or CNG. Some CNG vehicles have dual fuel tanks - one for gasoline, the other for CNG - the same engine can operate on either fuel via a selector switch. Flexible fuel vehicles are designed to operate smoothly using a wide range of available fuel mixtures - from pure gasoline, to bioethanol-gasoline blends such as E85 (85% ethanol, 15% gasoline). Part of the challenge of successful marketing alternative and flexible fuel vehicles, is the general lack of establishment of sufficient fueling stations, which would be essential for these vehicles to be attractive to a wide range of consumers. Significant efforts to ramp up production and distribution of E85 fuels are underway and expanding.


          Current Ford Flexible Fuel Vehicles:


          
            	Ford F-150


            	Ford Crown Victoria


            	Ford Focus / Focus C-MAX / Ford Focus FFV ( Flexible-fuel vehicle).


            	Ford Taurus


            	Ford Ranger


            	Ford Explorer


            	Mercury Grand Marquis


            	Lincoln Town Car

          


          Ford was third to the automotive market with a hybrid electric vehicle: the Ford Escape Hybrid, which also represented the first hybrid electric SUV] to market and started the Ford hybrid technology . The Hybrid Escape will also be the first hybrid electric vehicle with a Flexible Fuel capability to run on E85. The company had made plans to manufacture up to 250,000 hybrids a year by 2010, but has since had to back down on that commitment, due to excessively high costs and the lack of sufficient supplies of the hybrid-electric batteries and drivetrain system components. Instead, Ford has committed to accelerating development of next-generation hybrid-electric power plants in Britain, in collaboration with Volvo, Jaguar, and Land Rover. This engineering study is expected to yield more than 100 new hybrid-electric vehicle models and derivatives.


          Ford is also planning to produce 250,000 E85-capable vehicles a year in the US, adding to some 1.6 million already sold in the last 10 years.


          Ford also has launched the production of hydrogen-powered shuttle buses, using hydrogen instead of gasoline in a standard internal combustion engine, for use at airports and convention centers. At the 2006 Greater Los Angeles Auto Show, Ford showcased a hydrogen fuel cell version of its Explorer SUV. The Fuel cell Explorer has a combined output of 174hp (130kW). It has a large hydrogen storage tank which is situated in the centre of the car taking the original place of the conventional models automatic transmission. The centered position of the tank assists the vehicle reach a notable range of 350miles (563km), the farthest for a fuel cell vehicle so far. The fuel cell Explorer the first in a series of prototypes partly funded by the United States Department of Energy to expand efforts to determine the feasibility of hydrogen- powered vehicles. The fuel cell Explorer is one of several vehicles with green technology Ford being featured at the L.A. show, including the 2008 Ford Escape Hybrid, PZEV emissions compliant Fusion and Focus models and a 2008 Ford F-Series Super Duty outfitted with Ford's clean diesel technology.


          Ford announced on 2007-07-09 that it will team up with Southern California Edison (SCE) to examine the future of plug-in hybrids in terms of how home and vehicle energy systems will work with the electrical grid. Under the multi-million-dollar, multi-year project, Ford will convert a demonstration fleet of Ford Escape Hybrids into plug-in hybrids, and SCE will evaluate how the vehicles might interact with the home and the utility's electrical grid. Some of the vehicles will be evaluated "in typical customer settings," according to Ford.


          Current and planned Ford hybrid electric vehicles:


          
            	2004 Ford Escape Hybrid


            	2006 Mercury Mariner


            	2008 Ford Fusion/ Mercury Milan


            	2009 Ford Edge/ Lincoln MKX

          


          


          Auto racing


          


          NASCAR
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          Ford is one of four manufacturers in the three NASCAR series: Nextel Cup, Busch Series, and Craftsman Truck Series. Major teams include Roush Fenway Racing and Yates Racing. Ford's racing teams debuted the Fusion race car, replacing the Taurus at the 2006 Daytona 500. Some of the most successful NASCAR Fords were the aerodynamic fastback Ford Torino and Mercury Montegos, and the aero-era Ford Thunderbirds.


          


          Formula One
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          Ford was heavily involved in Formula One for many years, and supplied engines to a large number of teams from 1967 until 2004. These engines were designed and manufactured by Cosworth, the racing division that was owned by Ford from 1998 to 2004. Ford-badged engines won 176 Grands Prix between 1967 and 2003 for teams such as Team Lotus and McLaren. Ford entered Formula One as a constructor in 2000 under the Jaguar Racing name, after buying the Stewart Grand Prix team which had been its primary 'works' team in the series since 1997. Jaguar achieved little success in Formula One, and after a turbulent five seasons, Ford withdrew from the category after the 2004 season, selling both Jaguar Racing (which became Red Bull Racing) and Cosworth (to Gerald Forsythe and Kevin Kalkhoven).


          


          Rally
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          Ford has a long history in rallying and has been active in the World Rally Championship since the beginning of the world championship, the 1973 season. Ford took the 1979 manufacturers' title with Hannu Mikkola, Bjrn Waldegrd and Ari Vatanen driving the Ford Escort RS1800. In the Group B era, Ford achieved success with Ford RS200. Since the 1999 season, Ford has used various versions of the Ford Focus WRC to much success. In the 2006 season, BP-Ford World Rally Team secured Ford its second manufacturers' title, with the Focus RS WRC 06 built by M-Sport and driven by Flying Finns Marcus Grnholm and Mikko Hirvonen. Continuing with Grnholm and Hirvonen, Ford successfully defended the manufacturers' world championship in the 2007 season. Ford is the only manufacturer to score in the points for 92 consecutive races; since the 2002 season opener Monte Carlo Rally.


          


          Sports cars


          Ford sports cars have always been visible in the world of endurance racing. Most notably the GT40 won the prestigious 24 Hours of Le Mans four times in the 1960s and still stands today as one of the all-time greatest racing cars. The GT40 is the only American car to ever win overall at Le Mans.


          Ford won the manufacturers title in 2005 in the Grand-Am Cup series with the FR500C Mustang race car.


          


          Touring cars


          Ford has campaigned touring cars such as the Focus, Falcon, and Contour/ Mondeo and the Sierra Cosworth in many different series throughout the years. Notably, the Mondeo finished 1,2,3 in the British Touring Car Championship in 2000, and the Falcon finished 1,2,3 in the Australian V8 Supercar Series in 2005.


          


          Other


          Ford is the sole engine provider in the Champ Car series. The engines are manufactured by Cosworth. In the Indianapolis 500, Ford powered racing cars won 17 times between 1965 and 1996. Ford has a storied history in the Trans-Am series from the 1970s through today, having won many championships and races with its Ford Mustang. Ford has also branched out into drifting with the introduction of the new model mustang. Most noticeable is the Tourqoise and Blue Falken Tires Mustang driven by Vaughn Gittin Jr, A.K.A. "JR". with 750 RWHP (Rear Wheel Horsepower). In drag racing, John Force has piloted his Drag Ford Mustang to several NHRA funny-car titles in recent seasons. Formula Ford, a formula for single-seater cars without wings and originally on road tires were conceived in 1966 in the UK as an entry-level formula for racing drivers. Many of today's racing drivers started their car racing careers in this category.


          


          Ford trucks


          
            [image: 1961 Ford H-Series trucks]

            
              1961 Ford H-Series trucks
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          Ford has produced trucks since 1908. Countries where Ford commercial vehicles are or were made include Argentina, Australia, Brazil, Canada (badged Mercury too), France, Germany, India, Netherlands, Philippines, Spain (badged Ebro too), Turkey, UK (badged also Fordson and Thames) and USA.


          Most of all these ventures are now extinct. The European one that lasted longer was the lorries arm of Ford of Britain, that was eventually sold to Iveco group in 1986, and whose last significant models were the Transcontinental and the Cargo.


          In the USA, Ford's heavy trucks division (Classes 7 and 8) was sold in 1997 to Freightliner, now part of DaimlerChrysler, that rebranded it as Sterling. Ford continues building medium class trucks with the F-650 and F-750 and recently introduced the LCF series similar in design to the Ford Cargo trucks of the past.


          


          Bus products


          Ford has manufactured buses in the company's early history, but most Ford buses are built on Ford chassis by other manufacturers:


          
            
              	School Bus

            


            
              	Ford Transit bus van


              	Ford Minibus using F450 chassis


              	Ford Minibus using E350 (formerly Econoline 350)


              	Ford E450 Super Duty minibus


              	Ford Class C School Bus using B600, B700, B800 chassis


              	Ford MB IV 100, 100A, 200, 200C Super Duty

            


            ' Commercial Buses


            
              	Ford MBC IV200


              	Ford MBC IV 200C


              	Ford MBC IV 300


              	Ford MBC IV IV 300D


              	Ford MBC II 800

            


            Manufacturers using Ford E-series bodies include:


            
              	Girardin Minibus [image: Flag of Canada]Canada

            


            
              	Commercial Bus

            


            
              	Ford Specialty Trolley

            


            
              	Transit/Suburban Bus

            


            
              	Ford G997


              	Ford R1014


              	Ford Trader


              	Ford Hawke


              	Ford ET7 with Casha bodywork


              	Ford 19B, 29B


              	Ford 72B


              	Ford ET7 Aqualina

            


            Clients include:


            
              	Toronto Transportation Commission


              	Kitchener Transit


              	Hamilton Street Railway

            

          


          


          Ford Tractors


          The "Henry Ford and Son Company" began making Fordson tractors in Henry's hometown of Springwells (later part of Dearborn, Michigan from 1907 to 1928, from 1919 to 1932, at Cork, Ireland and 1933-1964 at Dagenham, England. They were also produced in Leningrad beginning in 1924.


          In 1986, Ford expanded its tractor business when it purchased the Sperry-New Holland skid-steer loader and hay baler, hay tools and implement company from Sperry Corporation and formed Ford-New Holland which bought out Versatile tractors in 1988. This company was bought by Fiat and the name changed from Ford New Holland to New Holland. New Holland is now part of CNH Global.


          


          Philco


          Ford had non-automotive interests, as well, and owned the Philco home appliance company. Philco manufactured radios for Ford autos. See the Philco page for more information.


          


          Criticism


          Throughout its history, the company has faced a wide range of criticisms. Some have accused the early Fordist model of production of being exploitative, and Ford has been criticized as being willing to collaborate with dictatorships or hire mobs to intimidate union leaders and increase their profits through unethical means.


          Ford refused to allow collective bargaining until 1941, with the Ford Service Department being set up as an internal security, intimidation, and espionage unit within the company, and quickly gained a reputation of using violence against union organizers and sympathizers.


          Ford was also criticized for wearing down Firestone tires during driving, which caused many wrecks during a short time period in 2003. Many people were injured and killed due to the wearing down of the tires. Although Firestone received most of the blame, some blame fell on Ford, which advised customers to under-inflate the tires.


          


          Alleged Nazi collaboration


          Other accusations were that the company collaborated with the German Nazi regime and relied on Germany. The German Ford company used slave labor in Cologne between 1941 and 1945 and that it had produced military vehicles such as jeeps, planes, and ships used by a fascist regime. Many of these allegations were made in a series of United States lawsuits in 1998. The lawsuit was dismissed in 1999 because the judge concluded "the issues...concerned international treaties between nations and foreign policy and were thus in the realm of the executive branch."


          Detractors point to Henry Ford's outspoken antisemitism, including his newspaper, The Dearborn Independent, which published The Protocols of the Elders of Zion, and "The International Jew: The World's Foremost Problem". Ford did not personally write "The International Jew", and later retracted it. They also point to the fact that in 1938, four months after the German annexation of Austria, Ford accepted the Grand Cross of the German Eagle, the Nazi regime's highest honour for foreigners before the outbreak of the war, as the only American ever to be given the award..


          Defenders of the company argue that the Ford German division, Fordwerke, had been taken over by the Nazi government after it rose to power, claiming that it was not under the company's control, though Henry Ford, according to court records, did stay in touch with the company. Although Ford's initial motivations were anti-war, the company was heavily involved in the war effort after the outbreak of war.


          


          Argentine "Dirty War"


          Ford's Argentine subsidiary was accused of collaborating with the Argentine 1976-1983 military dictatorship, actively helping in the political repression of intellectuals and dissidents that was pursued by said government. No result was proven and the company denied the allegations.


          In a lawsuit initiated in 1996 by relatives of some of the estimated 600 Spanish citizens who disappeared in Argentina during the " Dirty War", evidence was presented to support the allegation that much of this repression was directed by Ford and the other major industrial firms. According to a 5,000-page report, Ford executives drew up lists of "subversive" workers and handed them over to the military task-forces which were allowed to operate within the factories. These groups were allegedly kidnapped, tortured and murdered workers - at times allegedly within the plants themselves. The company denied the allegations.


          In a second trial, a report brought by the CTA, and the testimonies of former Ford workers themselves, claimed that the company's Argentine factory was used between 1976 and 1978 as a detention centre, and that management allowed the military to set up its own bunker inside the plant. The company denied the allegations.


          


          The Ford Pinto Memo


          In September 1971 the Ford Motor Company launched the Pinto for the North American market. Through early production of this model it emerged that design flaws could result in fuel tank explosions when the vehicle was subject to a rear-end collision. Some sources even allege this safety data was available to Ford prior to production, but was ignored for economic reasons . Either way, a major scandal followed with the leaking to San Francisco magazine Mother Jones of the notorious "Ford Pinto Memo", an internal Ford cost-benefit analysis showing that the cost of implementing design changes to the subcompact's fuel system was greater than the economic cost of the burn injuries and deaths that could be prevented by doing so. Subsequently some have played down the importance of this case as Pinto explosion fatality estimates range widely from 27 to 900, with the lowest figures being allegedly in line with comparable fatality statistics for other car models. Nevertheless, the affair is an infamous example of a big corporation putting profit before human life because one senior Ford executive, at the time of the memo, is alleged to have written of his Pinto customers: it's "cheaper to let them burn" .


          In the related Ford Pinto product liability case Grimshaw v. Ford Motor Co., 119 Cal. App. 3d 757 (4th Dist. 1981) the California Court of Appeal for the Fourth Appellate District reviewed Ford's conduct and upheld compensatory damages of $2.5 million and punitive damages of $3.5 million against Ford. Of the two plaintiffs, one was killed in the collision that caused her Pinto to explode, and her passenger, 13-year old Richard Grimshaw, was badly burned and scarred for life.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Ford_Motor_Company"
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          A forest is an area with a high density of trees. There are many definitions of a forest, based on various criteria. These plant communities cover approximately 9.4% of the Earth's surface (or 30% of total land area) and function as habitats for organisms, hydrologic flow modulators, and soil conservers, constituting one of the most important aspects of the Earth's biosphere. Historically, "forest" meant an uncultivated area legally set aside for hunting by feudal nobility, and these hunting forests were not necessarily wooded much if at all (see Royal Forest). However, as hunting forests did often include considerable areas of woodland, the word forest eventually came to mean wooded land more generally. A woodland is ecologically distinct from a forest.


          


          Distribution
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          Forests can be found in all regions capable of sustaining tree growth, at altitudes up to the tree line, except where natural fire frequency is too high, or where the environment has been impaired by natural processes or by human activities. As a general rule, forests dominated by angiosperms (broadleaf forests) are more species-rich than those dominated by gymnosperms (conifer, montane, or needleleaf forests), although exceptions exist. Forests sometimes contain many tree species within a small area (as in tropical rain and temperate deciduous forests), or relatively few species over large areas (e.g., taiga and arid montane coniferous forests). Forests are often home to many animal and plant species, and biomass per unit area is high compared to other vegetation communities. Much of this biomass occurs below ground in the root systems and as partially decomposed plant detritus. The woody component of a forest contains lignin, which is relatively slow to decompose compared with other organic materials such as cellulose or carbohydrate.


          Forests are differentiated from woodlands by the extent of canopy coverage: in a forest the branches and the foliage of separate trees often meet or interlock, although there can be gaps of varying sizes within an area referred to as forest. A woodland has a more continuously open canopy, with trees spaced further apart, which allows more sunlight to penetrate to the ground between them (see also savanna).


          Among the major forested biomes are:


          
            	rain forest (tropical and temperate)


            	taiga


            	temperate hardwood forest


            	tropical dry forest

          


          


          Classification
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          Forests can be classified in different ways and to different degrees of specificity. One such way is in terms of the "biome" in which they exist, combined with leaf longevity of the dominant species (whether they are evergreen or deciduous). Another distinction is whether the forests composed predominantly of broadleaf trees, coniferous (needle-leaved) trees, or mixed.


          
            	Boreal forests occupy the subarctic zone and are generally evergreen and coniferous.


            	Temperate zones support both broadleaf deciduous forests (e.g., temperate deciduous forest) and evergreen coniferous forests (e.g., Temperate coniferous forests and Temperate rainforests). Warm temperate zones support broadleaf evergreen forests, including laurel forests.

          


          
            	Tropical and subtropical forests include tropical and subtropical moist forests, tropical and subtropical dry forests, and tropical and subtropical coniferous forests.

          


          
            	Physiognomy classifies forests based on their overall physical structure or developmental stage (e.g. old growth vs. second growth).

          


          
            	Forests can also be classified more specifically based on the climate and the dominant tree species present, resulting in numerous different forest types (e.g., ponderosa pine/Douglas-fir forest).

          


          A number of global forest classification systems have been proposed but none has gained universal acceptance.UNEP-WCMC's forest category classification system is a simplification of other more complex systems (e.g. UNESCO's forest and woodland 'subformations'). This system divides the world's forest into 26 major types, which reflect climatic zones as well as the principal types of trees. These 26 major types can be reclassified into 6 broader categories:


          
            	Temperate needleleaf

          


          Temperate needleleaf forests mostly occupy the higher latitude regions of the northern hemisphere, as well as high altitude zones and some warm temperate areas, especially on nutrient-poor or otherwise unfavourable soils. These forests are composed entirely, or nearly so, of coniferous species ( Coniferophyta). In the Northern Hemisphere pines Pinus, spruces Picea, larches Larix, silver firs Abies, Douglas firs Pseudotsuga and hemlocks Tsuga, make up the canopy, but other taxa are also important. In the southern hemisphere most coniferous trees, members of the Araucariaceae and Podocarpaceae, occur in mixtures with broadleaf species that are classed as broadleaf and mixed forests.


          
            	Temperate broadleaf and mixed

          


          Temperate broadleaf and mixed forests include a substantial component of trees in the Anthophyta. They are generally characteristic of the warmer temperate latitudes, but extend to cool temperate ones, particularly in the southern hemisphere. They include such forest types as the mixed deciduous forests of the USA and their counterparts in China and Japan, the broadleaf evergreen rain forests of Japan, Chile and Tasmania, the sclerophyllous forests of Australia, the Mediterranean and California, and the southern beech Nothofagus forests of Chile and New Zealand.


          
            	Tropical moist

          


          Tropical moist forests include many different forest types. The best known and most extensive are the lowland evergreen broadleaf rainforests include, for example: the seasonally inundated varzea and igap forests and the terra firme forests of the Amazon Basin; the peat forests and moist dipterocarp forests of Southeast Asia; and the high forests of the Congo Basin. The forests of tropical mountains are also included in this broad category, generally divided into upper and lower montane formations on the basis of their physiognomy, which varies with altitude. The montane forests include cloud forest, those forests at middle to high altitude, which derive a significant part of their water budget from cloud, and support a rich abundance of vascular and nonvascular epiphytes. Mangrove forests also fall within this broad category, as do most of the tropical coniferous forests of Central America.


          
            	Tropical dry

          


          Tropical dry forests are characteristic of areas in the tropics affected by seasonal drought. The seasonality of rainfall is usually reflected in the deciduousness of the forest canopy, with most trees being leafless for several months of the year. However, under some conditions, e.g. less fertile soils or less predictable drought regimes, the proportion of evergreen species increases and the forests are characterised as " sclerophyllous". Thorn forest, a dense forest of low stature with a high frequency of thorny or spiny species, is found where drought is prolonged, and especially where grazing animals are plentiful. On very poor soils, and especially where fire is a recurrent phenomenon, woody savannas develop (see 'sparse trees and parkland').


          
            	Sparse trees and parkland

          


          Sparse trees and parkland are forests with open canopies of 10-30% crown cover. They occur principally in areas of transition from forested to non-forested landscapes. The two major zones in which these ecosystems occur are in the boreal region and in the seasonally dry tropics. At high latitudes, north of the main zone of boreal forest or taiga, growing conditions are not adequate to maintain a continuous closed forest cover, so tree cover is both sparse and discontinuous. This vegetation is variously called open taiga, open lichen woodland, and forest tundra. It is species-poor, has high bryophyte cover, and is frequently affected by fire.


          
            	Forest plantations

          


          Forest plantations, generally intended for the production of timber and pulpwood increase the total area of forest worldwide. Commonly mono-specific and/or composed of introduced tree species, these ecosystems are not generally important as habitat for native biodiversity. However, they can be managed in ways that enhance their biodiversity protection functions and they are important providers of ecosystem services such as maintaining nutrient capital, protecting watersheds and soil structure as well as storing carbon. They may also play an important role in alleviating pressure on natural forests for timber and fuelwood production.


          26 forest categories are used to enable the translation of forest types from national and regional classification systems to a harmonised global one:


          


          Temperate and boreal forest types


          
            [image: A temperate deciduous broadleaf forest, the Hasenholz, southeast of Kirchheim unter Teck, Swabia, Germany.]

            
              A temperate deciduous broadleaf forest, the Hasenholz, southeast of Kirchheim unter Teck, Swabia, Germany.
            

          


          (1) Evergreen needleleaf forest - Natural forest with > 30% canopy cover, in which the canopy is predominantly (> 75%) needleleaf and evergreen.

          (2) Deciduous needleleaf forest - Natural forests with > 30% canopy cover, in which the canopy is predominantly (> 75%) needleleaf and deciduous.

          (3) Mixed broadleaf/needleleaf forest - Natural forest with > 30% canopy cover, in which the canopy is composed of a more or less even mixture of needleleaf and broadleaf crowns (between 50:50% and 25:75%).

          (4) Broadleaf evergreen forest - Natural forests with > 30% canopy cover, the canopy being > 75% evergreen and broadleaf.

          (5) Deciduous broadleaf forest - Natural forests with > 30% canopy cover, in which > 75% of the canopy is deciduous and broadleaves predominate (> 75% of canopy cover).

          (6) Freshwater swamp forest - Natural forests with > 30% canopy cover, composed of trees with any mixture of leaf type and seasonality, but in which the predominant environmental characteristic is a waterlogged soil.

          (7) Sclerophyllous dry forest - Natural forest with > 30% canopy cover, in which the canopy is mainly composed of sclerophyllous broadleaves and is > 75% evergreen.

          (8) Disturbed natural forest - Any forest type above that has in its interior significant areas of disturbance by people, including clearing, felling for wood extraction, anthropogenic fires, road construction, etc.

          (9) Sparse trees and parkland - Natural forests in which the tree canopy cover is between 10-30%, such as in the steppe regions of the world. Trees of any type (e.g., needleleaf, broadleaf, palms).

          (10) Exotic species plantation - Intensively managed forests with > 30% canopy cover, which have been planted by people with species not naturally occurring in that country.

          (11) Native species plantation - Intensively managed forests with > 30% canopy cover, which have been planted by people with species that occur naturally in that country.

          (12)* Unspecified forest plantation - Forest plantations showing extent only with no further information about their type, This data currently only refers to the Ukraine.

          (13)* Unclassified forest data - Forest data showing forest extent only with no further information about their type.



          


          Tropical forest types


          (14) Lowland evergreen broadleaf rain forest - Natural forests with > 30% canopy cover, below 1200 m altitude that display little or no seasonality, the canopy being >75% evergreen broadleaf.

          (15) Lower montane forest - Natural forests with > 30% canopy cover, between 1200-1800 m altitude, with any seasonality regime and leaf type mixture.

          (16) Upper montane forest - Natural forests with > 30% canopy cover, above 1800 m altitude, with any seasonality regime and leaf type mixture.

          (17) Freshwater swamp forest - Natural forests with > 30% canopy cover, below 1200 m altitude, composed of trees with any mixture of leaf type and seasonality, but in which the predominant environmental characteristic is a waterlogged soil.

          (18) Semi-evergreen moist broadleaf forest - Natural forests with > 30% canopy cover, below 1200 m altitude in which between 50-75% of the canopy is evergreen, > 75% are broadleaves, and the trees display seasonality of flowering and fruiting.

          (19) Mixed broadleaf/needleleaf forest - Natural forests with > 30% canopy cover, below 1200 m altitude, in which the canopy is composed of a more or less even mixture of needleleaf and broadleaf crowns (between 50:50% and 25:75%).

          (20) Needleleaf forest - Natural forest with > 30% canopy cover, below 1200 m altitude, in which the canopy is predominantly (> 75%) needleleaf.

          (21) Mangroves - Natural forests with > 30% canopy cover, composed of species of mangrove tree, generally along coasts in or near brackish or salt water.

          (22) Disturbed natural forest - Any forest type above that has in its interior significant areas of disturbance by people, including clearing, felling for wood extraction, anthropogenic fires, road construction, etc.

          (23) Deciduous/semi-deciduous broadleaf forest - Natural forests with > 30% canopy cover, below 1200 m altitude in which between 50-100% of the canopy is deciduous and broadleaves predominate (> 75% of canopy cover).

          (24) Sclerophyllous dry forest - Natural forests with > 30% canopy cover, below 1200 m altitude, in which the canopy is mainly composed of sclerophyllous broadleaves and is > 75% evergreen.

          (25) Thorn forest - Natural forests with > 30% canopy cover, below 1200 m altitude, in which the canopy is mainly composed of deciduous trees with thorns and succulent phanerophytes with thorns may be frequent.

          (26) Sparse trees and parkland - Natural forests in which the tree canopy cover is between 10-30%, such as in the savannah regions of the world. Trees of any type (e.g., needleleaf, broadleaf, palms).

          (27) Exotic species plantation - Intensively managed forests with > 30% canopy cover, which have been planted by people with species not naturally occurring in that country.

          (28) Native species plantation - Intensively managed forests with > 30% canopy cover, which have been planted by people with species that occur naturally in that country.



          12* and 13* have been created as a result of data holdings which do not specify the forest type, hence 26 categories are quoted, not 28 shown here.


          


          Forest management and forest loss


          
            [image: Redwood tree in northern California redwood forest, where many redwood trees are managed for preservation and longevity, rather than being harvested for wood production.]

            
              Redwood tree in northern California redwood forest, where many redwood trees are managed for preservation and longevity, rather than being harvested for wood production.
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              Coastal Douglas fir woodland in northwest Oregon.
            

          


          The scientific study of forest species and their interaction with the environment is referred to as forest ecology, while the management of forests is often referred to as forestry. Forest management has changed considerably over the last few centuries, with rapid changes from the 1980s onwards culminating in a practice now referred to as sustainable forest management. Forest ecologists concentrate on forest patterns and processes, usually with the aim of elucidating cause and effect relationships. Foresters who practice sustainable forest management focus on the integration of ecological, social and economic values, often in consultation with local communities and other stakeholders.


          Anthropogenic factors that can affect forests include logging, human-caused forest fires, acid rain, and introduced species, among other things. There are also many natural factors that can cause changes in forests over time including forest fires, insects, diseases, weather, competition between species, etc. In 1997, the World Resources Institute recorded that only 20% of the world's original forests remained in large intact tracts of undisturbed forest . More than 75% of these intact forests lie in three countries - the Boreal forests of Russia and Canada and the rainforest of Brazil. In 2006 this information on intact forests was updated using latest available satellite imagery.


          Canada has about 4,020,000 km of forest land. More than 90% of forest land is publicly owned and about 50% of the total forest area is allocated for harvesting. These allocated areas are managed using the principles of sustainable forest management, which includes extensive consultation with local stakeholders. About eight percent of Canadas forest is legally protected from resource development (Global Forest Watch Canada) (Natural Resources Canada). Much more forest land  about 40 percent of the total forest land base  is subject to varying degrees of protection through processes such as integrated land-use planning or defined management areas such as certified forests (Natural Resources Canada). By December 2006, over 1,237,000 square kilometers of forest land in Canada (about half the global total) had been certified as being sustainably managed (Canadian Sustainable Forestry Certification Coalition). Clearcutting is usually the harvest method of choice and companies are required by law to ensure that harvested areas are adequately regenerated. Most Canadian provinces have regulations limiting the size of clearcuts, although some older clearcuts can range upwards of 110 km (20,000 acres) in size which were cut over several years.


          In the United States, most forests have historically been affected by humans to some degree, though in recent years improved forestry practices has helped regulate or moderate large scale or severe impacts. However the United States Forest Service estimates that every year about 6,000 km (1.5 million acres) of the nations 3,000,000 km (750 million acres) of forest land is lost to urban sprawl and development. It is expected that the South alone will lose 80,000 to 100,000 km (20 to 25 million acres) to development. However, in many areas of the United States, the area of forest is stable or increasing, particularly in many northern states.


          Globally two broad types of forests can be identified: natural and anthropogenic.


          Natural forests contain mainly natural patterns of biodiversity in established seral patterns, and they contain mainly species native to the region and habitat. The natural formations and processes have not been affected by humans with a frequency or intensity to change the natural structure and components of the habitat.


          Anthropogenic forests have been created by humans or sufficiently affected by humans to change or remove natural seral patterns. They often contain significant elements of species which were originally from other regions or habitats.


          
            Retrieved from " http://en.wikipedia.org/wiki/Forest"
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              	IUPAC name

              	Methanoic acid
            


            
              	Other names

              	Hydrogen carboxylic acid

              Formylic acid

              Aminic acid
            


            
              	Identifiers
            


            
              	CAS number

              	[64-18-6]
            


            
              	RTECS number

              	LQ4900000
            


            
              	SMILES
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              	Properties
            


            
              	Molecular formula

              	CH2O2

              HCOOH
            


            
              	Molar mass

              	46.0254 g/mol
            


            
              	Appearance

              	Colorless, fuming liquid
            


            
              	Density

              	1.22 g/mL, liquid
            


            
              	Melting point

              	
                8.4C (47.1F)

              
            


            
              	Boiling point

              	
                100.8C (213.3F)

              
            


            
              	Solubility in water

              	Miscible
            


            
              	Acidity (pKa)

              	3.744
            


            
              	Viscosity

              	1.57 c P at 26C
            


            
              	Structure
            


            
              	Molecular shape

              	Planar
            


            
              	Dipole moment

              	1.41 D(gas)
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	MSDS

              	ScienceLab.com
            


            
              	Main hazards

              	Corrosive; irritant;

              sensitizer.
            


            
              	NFPA 704
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              	R-phrases

              	R10, R35
            


            
              	S-phrases

              	(S1/2), S23, S26, S45
            


            
              	Flash point

              	69C (156F)
            


            
              	Related compounds
            


            
              	Related carboxylic acids

              	Acetic acid

              Propionic acid
            


            
              	Related compounds

              	Formaldehyde

              Methanol
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox references
            

          


          Formic acid (systematically called methanoic acid) is the simplest carboxylic acid. Its formula is HCOOH or CH2O2. It is an important intermediate in chemical synthesis and occurs naturally, most notably in the venom of bee and ant stings.


          In nature, it is found in the stings and bites of many insects of the order Hymenoptera, mainly ants. It is also a significant combustion product resulting from alternative fueled vehicles burning methanol (and ethanol, if contaminated with water) when mixed with gasoline. Its name comes from the Latin word for ant, formica, referring to its early isolation by the distillation of ant bodies. A chemical compound such as a salt from the neutralization of formic acid with a base, or an ester derived from formic acid, is referred to as formate (or methanoate). The formate ion has the formula HCOO.


          


          Properties


          Formic acid is miscible with water and most polar organic solvents, and somewhat soluble in hydrocarbons. In hydrocarbons and in the vapor phase, it actually consists of hydrogen-bonded dimers rather than individual molecules. In the gas phase, this hydrogen-bonding results in severe deviations from the ideal gas law. Liquid and solid formic acid consists of an effectively endless network of hydrogen-bonded formic acid molecules.


          Formic acid shares most of the chemical properties of other carboxylic acids, although under normal conditions it will not form either an acyl chloride or an acid anhydride. Until very recently, all attempts to form either of these derivatives have resulted in carbon monoxide instead. It has now been shown that the anhydride may be produced by reaction of formyl fluoride with sodium formate at 78C, and the chloride by passing HCl into a solution of 1-formimidazole in monochloromethane at 60C. Heat can also cause formic acid to decompose to carbon monoxide and water. Formic acid shares some of the reducing properties of aldehydes.


          Formic acid is unique among the carboxylic acids in its ability to participate in addition reactions with alkenes. Formic acids and alkenes readily react to form formate esters. In the presence of certain acids, including sulfuric and hydrofluoric acids, however, a variant of the Koch reaction takes place instead, and formic acid adds to the alkene to produce a larger carboxylic acid.


          Most simple formate salts are water-soluble. It is also a bi-functional compound.


          


          Production


          A significant amount of formic acid is produced as a byproduct in the manufacture of other chemicals, especially acetic acid. This production is insufficient to meet the present demand for formic acid, and some formic acid must be produced for its own sake.


          When methanol and carbon monoxide are combined in the presence of a strong base, the formic acid derivative methyl formate results, according to the chemical equation


          
            	CH3OH + CO  HCOOCH3

          


          In industry, this reaction is performed in the liquid phase at elevated pressure. Typical reaction conditions are 80C and 40 atm. The most widely-used base is sodium methoxide. Hydrolysis of the methyl formate produces formic acid:


          
            	HCOOCH3 + H2O  HCOOH + CH3OH

          


          Direct hydrolysis of methyl formate requires a large excess of water to proceed efficiently, and some producers perform it by an indirect route by first reacting the methyl formate with ammonia to produce formamide, and then hydrolyzing the formamide with sulfuric acid to produce formic acid:


          
            	HCOOCH3 + NH3  HCONH2 + CH3OH


            	HCONH2 + H2O + H2SO4  HCOOH +  (NH4)2SO4

          


          This technique has problems of its own, particularly disposing of the ammonium sulfate byproduct, so some manufacturers have recently developed energy efficient means of separating formic acid from the large excess amount of water used in direct hydrolysis. In one of these processes (used by BASF) the formic acid is removed from the water via liquid extraction with an organic base.


          In the laboratory formic acid can be obtained by heating oxalic acid in anhydrous glycerol and extraction by steam distillation. Another preparation (which must be performed under a fume hood) is the acid hydrolysis of ethyl isonitrile using HCl solution.


          
            	
              
                	C2H5NC + 2H2O  C2H5NH2 + HCOOH

              

            

          


          The isonitrile being obtained by reacting ethyl amine with chloroform (note that the fume hood is required because of the overpoweringly objectionable odour of the isonitrile).


          


          Uses


          The principal use of formic acid is as a preservative and antibacterial agent in livestock feed. When sprayed on fresh hay or other silage, it arrests certain decay processes and causes the feed to retain its nutritive value longer, and so it is widely used to preserve winter feed for cattle. In the poultry industry, it is sometimes added to feed to kill salmonella bacteria. Other uses:


          
            	It is used to process organic latex (sap) into raw rubber.


            	Beekeepers use formic acid as a miticide against the Tracheal ( Acarapis woodi) mite and the Varroa mite.


            	It is of minor importance in the textile industry and for the tanning of leather.


            	Some formate esters are artificial flavorings or perfumes.


            	It is the active ingredient in some brands of household limescale remover.


            	It is used in laboratories as a solvent modifier for HPLC separations of proteins and peptides, especially when the sample is being prepared for mass spectrometry analysis.


            	It is used by clinical pathology laboratories to disinfect prion activity in brain samples

          


          In synthetic organic chemistry, formic acid is often used as a source of hydride ion. The Eschweiler-Clarke reaction and the Leuckart-Wallach reaction are examples of this application. It is also used as a source of hydrogen in transfer hydrogenation.


          In the laboratory formic acid is also used as source for carbon monoxide, which is set free by the addition of sulfuric acid. Formic acid is also a source for a formyl group for example in the formylation of methylaniline to N-methylformanilide in toluene.


          Fuel cells that use modified formic acid are promising.


          


          History


          As early as the 15th century, some alchemists and naturalists were aware that ant hills gave off an acidic vapor. The first person to describe the isolation of this substance (by the distillation of large numbers of ants) was the English naturalist John Ray, in 1671. Ants secrete the formic acid for attack and defense purposes. Formic acid was first synthesized from hydrocyanic acid by the French chemist Joseph Gay-Lussac. In 1855, another French chemist, Marcellin Berthelot, developed a synthesis from carbon monoxide that is similar to that used today.


          In the chemical industry, formic acid was long considered a chemical compound of only minor industrial interest. In the late-1960s, however, significant quantities of it became available as a byproduct of acetic acid production. It now finds increasing use as a preservative and antibacterial in livestock feed.


          


          Safety


          The principal danger from formic acid is from skin or eye contact with liquid formic acid or with the concentrated vapors. Any of these exposure routes can cause severe chemical burns, and eye exposure can result in permanent eye damage. Inhaled vapors may similarly cause irritation or burns in the respiratory tract. Since carbon monoxide may also be present in formic acid vapors, care should be taken wherever large quantities of formic acid fumes are present. The US OSHA Permissible Exposure Level ( PEL) of formic acid vapor in the work environment is 5 parts per million parts of air ( ppm).


          Formic acid is readily metabolized and eliminated by the body. Nonetheless, some chronic effects have been documented. Some animal experiments have demonstrated it to be a mutagen, and chronic exposure may cause liver or kidney damage. Another possibility with chronic exposure is development of a skin allergy that manifests upon re-exposure to the chemical.


          The hazards of solutions of formic acid depend on the concentration. The following table lists the EU classification of formic acid solutions:


          
            
              	Concentration ( weight percent)

              	Classification

              	R-Phrases
            


            
              	2%10%

              	Irritant (Xi)

              	R36/38
            


            
              	10%90%

              	Corrosive (C)

              	R34
            


            
              	>90%

              	Corrosive (C)

              	R35
            

          


          An assay for formic acid in body fluids, designed for determination of formate after methanol poisoning, is based on the reaction of formate with bacterial formate dehydrogenase.
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          In mathematics and in the sciences, a formula (plural: formulae, formul or formulas) is a concise way of expressing information symbolically (as in a mathematical or chemical formula), or a general relationship between quantities. One of many famous formulae is Albert Einstein's E = mc (see special relativity).


          


          In mathematics


          In mathematics, a formula is a key to solve an equation with variables. For example, the problem of determining the volume of a sphere is one that requires a significant amount of integral calculus to solve. However, having done this once, mathematicians can produce a formula to describe the volume in terms of some other parameter (the radius for example). This particular formula is:


          
            	[image:  V =\frac{4}{3} \pi r^3. ]

          


          (The  in this formula is the quantity pi). Having determined this result, and having a sphere of which we know the radius we can quickly and easily determine the volume. Note that the quantities V, the volume, and r the radius are expressed as single letters. This convention, while less important in a relatively simple formula, means that mathematicians can more quickly manipulate larger and more complex formulae.


          In general mathematical use there is no essential difference in meaning with the term " expression", although the word "formula" tends to be reserved for an expression that "can stand on its own", that has a meaning outside of the immediate context in which it appears and a significance that can be grasped intuitively.


          The majority of all mathematical study revolves around formulae in many different forms from quadratic equations to the equations of motion (mainly used in mechanical mathematics and physics). In a general context, formulae are applied to provide a mathematical solution for real world problems. Some may be general formulae designed to explain a phenomenon experienced everywhere - an example is force = mass  acceleration. It is a formula which applies anywhere in the universe. Other formulae may be specially created to solve a particular problem - for example using the equation of a sine curve to model the movement of the tides in a bay. In all cases however, formulae form the basis for all calculations.


          


          In computing


          In computing, a formula typically describes a calculation, such as addition, to be performed on two or more variables. A formula is often implicitly provided in the form of a computer instruction such as


          
            	Total fruit = number of Apples + number of Oranges.

          


          In computer spreadsheet terminology, a formula is usually a text string containing cell references, e.g.


          
            	=A1+A2

          


          where both A1 and A2 describe "cells" (column A, row 1 or 2) within the spreadsheet. The result appears within the cell containing the formula itself (possibly A3, at end of values in column A). The = sign precedes the right hand side of the formula indicating the cell contains a formula rather than data. The left hand side of the formula is, by convention, omitted because the result is always stored in the cell itself and would be redundant.
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              	Formula One
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              	Category

              	Single seaters
            


            
              	Country or region

              	International
            


            
              	Inaugural season

              	1950
            


            
              	Drivers

              	20
            


            
              	Teams

              	10
            


            
              	Engine suppliers

              	BMW, Ferrari, Honda, Mercedes, Renault, Toyota
            


            
              	Tyre suppliers

              	Bridgestone
            


            
              	Drivers' champion

              	[image: Flag of Finland] Kimi Rikknen
            


            
              	Constructors' champion

              	[image: Flag of Italy] Scuderia Ferrari
            


            
              	Official website

              	formula1.com
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              	Current season summary
            


            
              	
                2008 Formula One season

              
            


            
              	Related articles
            


            
              	
                History of Formula One

                Formula One regulations

                Formula One cars

                Formula One engines

                Formula One racing

                Future of Formula One

              
            


            
              	Lists
            


            
              	
                Drivers

                
                  ( GP Winners Champions Runners-up)
                
Constructors

                
                  ( GP Winners Champions Runners-up)
                
Grands Prix Circuits

                
                  ( Promotional Trophy winners)
                


                Pointscoring systems

                Engines National colors

                Sponsorship liveries

                Racing flags People

                TV broadcasters

                Fatal accidents

                Drivers who never qualified

                Red-flagged Grands Prix

                Grands Prix affected by rain

              
            


            
              	Records
            


            
              	
                Drivers ( Wins)

                Constructors ( Wins)

                Tyres Races

              
            

          


          Formula One, abbreviated to F1, is the highest class of open wheeled auto racing defined by the Fdration Internationale de l'Automobile (FIA), motorsport world's governing body. The "formula" in the name refers to a set of rules to which all participants and cars must conform. The F1 world championship season consists of a series of races, known as Grands Prix, held usually on purpose-built circuits, and in a few cases on closed city streets, the most famous of which is the Monaco Grand Prix in Monte Carlo. The results of each race are combined to determine two annual World Championships, one for drivers and one for constructors.


          The cars race at high speeds, up to 360km/h (225mph), and are capable of pulling up to 5g in some corners. The performance of the cars is highly dependent on electronics, aerodynamics, suspension and tyres. The formula has seen many evolutions and changes through the history of the sport.


          Europe is Formula One's traditional centre; all of the teams are based there and around half the races take place there. In particular the United Kingdom has produced the most number of Drivers' Champions (12), and the vast majority of Constructors' Champions (32). However, its scope has expanded significantly in recent years and Grands Prix are now held all over the world. Events in Europe and the Americas have been dropped in favour of new ones in Bahrain, China, Malaysia and Turkey, with Singapore scheduled to hold the first night race in 2008 and India being added to the schedule starting in 2010. Of the eighteen races in 2008, nine are outside Europe.


          It is a massive television event, with millions of people watching each race worldwide. As the world's most expensive sport, its economic effect is significant, and its financial and political battles are widely observed. On average about 55 million people all over the world watch Formula One races live. Its high profile and popularity makes it an obvious merchandising environment, which leads to very high investments from sponsors, translating into extremely high budgets for the constructor teams. Several teams have gone bankrupt or been bought out by other companies since 2000.


          The sport is regulated by the FIA. Formula One's commercial rights are vested in the Formula One Group.


          


          History


          The Formula One series has its roots in the European Grand Prix Motor Racing (q.v. for pre-1947 history) of the 1920s and 1930s. The " formula" is a set of rules which all participants and cars must meet. Formula One was a new formula agreed after World War II in 1946, with the first non-championship races being held that year. A number of Grand Prix racing organisations had laid out rules for a World Championship before the war, but due to the suspension of racing during the conflict, the World Drivers' Championship was not formalised until 1947. The first world championship race was held at Silverstone, United Kingdom in 1950. A championship for constructors followed in 1958. National championships existed in South Africa and the UK in the 1960s and 1970s. Non-championship Formula One races were held for many years but, due to the rising cost of competition, the last of these occurred in 1983.


          The sport's title, Formula One, indicates that it is intended to be the most advanced and most competitive of the FIA's racing formulae.


          


          The return of racing (19501958)


          
            [image: Juan Manuel Fangio drove this Alfa Romeo 159 to the title in 1951.]

            
              Juan Manuel Fangio drove this Alfa Romeo 159 to the title in 1951.
            

          


          The first Formula One World Championship was won by Italian Giuseppe Farina in his Alfa Romeo in 1950, barely defeating his Argentine teammate Juan Manuel Fangio. However Fangio won the title in 1951, 1954, 1955, 1956 & 1957, his streak interrupted after an injury by two-time champion Alberto Ascari of Ferrari. Although the UK's Stirling Moss was able to compete regularly, he was never able to win the World Championship, and is now widely considered to be the greatest driver never to have won the title. Fangio, however, is remembered for dominating Formula One's first decade and has long been considered the "grand master" of Formula One.


          The period was dominated by teams run by road car manufacturers - Alfa Romeo, Ferrari, Mercedes Benz and Maserati - all of whom had competed before the war. The first seasons were run using pre-war cars like Alfa's 158. They were front engined, with narrow treaded tyres and 1.5litre supercharged or 4.5litre naturally aspirated engines. The 1952 and 1953 world championships were run to Formula Two regulations, for smaller, less powerful cars, due to concerns over the number of Formula One cars available. When a new Formula One, for engines limited to 2.5litres, was reinstated to the world championship in 1954, Mercedes-Benz introduced the advanced W196, which featured innovations such as desmodromic valves and fuel injection as well as enclosed streamlined bodywork. Mercedes won the drivers championship for two years, before withdrawing from all motorsport in the wake of the 1955 Le Mans disaster.


          


          The 'Garagistes' (19591980)


          
            [image: Stirling Moss at the N�rburgring in 1961.]

            
              Stirling Moss at the Nrburgring in 1961.
            

          


          The first major technological development, Cooper's re-introduction of mid-engined cars (following Ferdinand Porsche's pioneering Auto Unions of the 1930s), which evolved from the company's successful Formula 3 designs, occurred in the 1950s. Australian Jack Brabham, World Champion in 1959, 1960 and 1966, soon proved the new design's superiority. By 1961, all regular competitors had switched to mid-engined cars.


          The first British World Champion was Mike Hawthorn, who drove a Ferrari to the title in 1958. However, when Colin Chapman entered F1 as a chassis designer and later founder of Team Lotus, British racing green came to dominate the field for the next decade. Between Jim Clark, Jackie Stewart, John Surtees, Jack Brabham, Graham Hill, and Denny Hulme, British teams and Commonwealth drivers won twelve world championships between 1962 and 1973.


          In 1962, Lotus introduced a car with an aluminium sheet monocoque chassis instead of the traditional spaceframe design. This proved to be the greatest technological breakthrough since the introduction of mid-engined cars. In 1968, Lotus painted Imperial Tobacco livery on their cars, thus introducing sponsorship to the sport.


          Aerodynamic downforce slowly gained importance in car design from the appearance of aerofoils in the late 1960s. In the late 1970s Lotus introduced ground effect aerodynamics that provided enormous downforce and greatly increased cornering speeds (though the concept had previously been used on Jim Hall's Chaparral 2J in 1970). So great were the aerodynamic forces pressing the cars to the track, up to 5g, that extremely stiff springs were needed to maintain a constant ride height, leaving the suspension virtually solid, depending entirely on the tyres for any small amount of cushioning of the car and driver from irregularities in the road surface.


          


          Big business (19812000)


          Beginning in the 1970s, Bernie Ecclestone rearranged the management of Formula One's commercial rights; he is widely credited with transforming the sport into the billion dollar business it is today. When Ecclestone bought the Brabham team in 1971 he gained a seat on the Formula One Constructors' Association and in 1978 became its President. Previously the circuit owners controlled the income of the teams and negotiated with each individually, however Ecclestone persuaded them to "hunt as a pack" through FOCA. He offered Formula One to circuit owners as a package which they could take or leave. In return for the package almost all are required to surrender trackside advertising.


          The formation of the Fdration Internationale du Sport Automobile (FISA) in 1979 set off the FISA-FOCA war, during which FISA and its president Jean-Marie Balestre clashed repeatedly with FOCA over television revenues and technical regulations. The Guardian said of FOCA that Ecclestone and Max Mosley "used it to wage a guerrilla war with a very long-term aim in view." FOCA threatened to set up a rival series, boycotted a Grand Prix and FISA withdrew its sanction from races. The result was the 1981 Concorde Agreement which guaranteed technical stability, as teams were to be given reasonable notice of new regulations. Although FISA asserted its right to the TV revenues, it handed the administration of those rights to FOCA.


          The FIA imposed a ban on ground effect aerodynamics in 1983. By then, however, turbocharged engines, which Renault had pioneered in 1977, were producing over 700 bhp (520 kW) and were essential to be competitive. By 1986 a BMW turbocharged engine achieved a flash reading of 5.5 bar pressure, estimated to be "over 1300bhp" (970kW) in qualifying for the Italian Grand Prix. The following year power in race trim reached around 1,100bhp (820kW), with boost pressure limited to only 4.0bar. These cars were the most powerful open-wheel circuit racing cars ever. To reduce engine power output and thus speeds, the FIA limited fuel tank capacity in 1984 and boost pressures in 1988 before banning turbocharged engines completely in 1989.


          The development of electronic driver aids began in the 1980s. Lotus began to develop a system of active suspension which first appeared in 1982 on the F1 Lotus 91 and Lotus Esprit road car. By 1987 this system had been perfected and was driven to victory by Ayrton Senna in the Monaco Grand Prix that year. In the early 1990s, other teams followed suit and semi-automatic gearboxes and traction control were a natural progression. The FIA, due to complaints that technology was determining the outcome of races more than driver skill, banned many such aids for 1994. This led to cars that were previously dependent on electronic aids becoming very "twitchy" and difficult to drive (notably the Williams FW16), and many observers felt that the ban on driver aids was a ban in name only as they "have proved difficult to police effectively."


          The teams signed a second Concorde Agreement in 1992 and a third in 1997, which expired on the last day of 2007.


          On the track, the McLaren and Williams teams dominated the 1980s and 1990s, with Brabham also being competitive in the early part of the 1980s, winning two drivers' championships with Nelson Piquet. Powered by Porsche, Honda, and Mercedes-Benz, McLaren won sixteen championships (seven constructors', nine drivers') in that period, while Williams used engines from Ford, Honda, and Renault to also win sixteen titles (nine constructors', seven drivers'). The rivalry between racing legends Ayrton Senna and Alain Prost became F1's central focus in 1988, and continued until Prost retired at the end of 1993. Tragically, Senna died at the 1994 San Marino Grand Prix after crashing into a wall on the exit of the notorious curve Tamburello, having taken over Prost's lead drive at Williams that year. The FIA worked to improve the sport's safety standards since that weekend, during which Roland Ratzenberger also lost his life in an accident during Saturday qualifying. No driver has died on the track at the wheel of a Formula One car since, though two track marshals have lost their lives, one at the 2000 Italian Grand Prix, and the other at the 2001 Australian Grand Prix.


          Since the deaths of Senna, Ratzenberger and Gilles Villeneuve, the FIA has used safety as a reason to impose rule changes which otherwise, under the Concorde Agreement, would have had to be agreed upon by all the teams - most notably the changes introduced for 1998. This so called 'narrow track' era resulted in cars with smaller rear tyres, a narrower track overall and the introduction of 'grooved' tyres to reduce mechanical grip. There would be four grooves, on the front and rear - although initially three on the front tyres in the first year - that ran through the entire circumference of the tyre. The objective was to reduce cornering speeds and to produce racing similar to rain conditions by enforcing a smaller contact patch between tyre and track. This, according to the FIA, was to promote driver skill and provide a better spectacle.


          Results have been mixed as the lack of mechanical grip has resulted in the more ingenious designers clawing back the deficit with aerodynamic grip - pushing more force onto the tyres through wings, aerodynamic devices etc - which in turn has resulted in less overtaking as these devices tend to make the wake behind the car 'dirty' preventing other cars from following closely, due to their dependence on 'clean' air to make the car stick to the track. The grooved tyres also had the unfortunate side effect of initially being of a harder compound, to be able to hold the groove tread blocks, which resulted in spectacular accidents in times of aerodynamic grip failure e.g. rear wing failures, as the harder compound could not grip the track as well.


          Drivers from McLaren, Williams, Renault (formerly Benetton) and Ferrari, dubbed the "Big Four", have won every World Championship from 1984 to the present day. Due to the technological advances of the 1990s, the cost of competing in Formula One rose dramatically. This increased financial burden, combined with four teams' dominance (largely funded by big car manufacturers such as Mercedes-Benz), caused the poorer independent teams to struggle not only to remain competitive, but to stay in business. Financial troubles forced several teams to withdraw. Since 1990, twenty-eight teams have pulled out of Formula One. This has prompted former Jordan owner Eddie Jordan to say that the days of competitive privateers are over.


          


          The manufacturers' return (20002007)
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          Michael Schumacher and Ferrari won an unprecedented five consecutive drivers championships and six consecutive constructors championships between 1999 and 2004. Schumacher set many new records, including those for Grand Prix wins (91), wins in a season (13 of 18), and most drivers' championships (7). Schumacher's championship streak ended on September 25, 2005 when Renault driver Fernando Alonso became Formula Ones youngest champion. In 2006, Renault and Alonso won both titles again. Schumacher retired at the end of 2006 after sixteen years in Formula One.


          During this period the championship rules were frequently changed by the FIA with the intention of improving the on-track action and cutting costs. Team orders, legal since the championship started in 1950, were banned in 2002 after several incidents in which teams openly manipulated race results, generating negative publicity, most famously by Ferrari at the 2002 Austrian Grand Prix. Other changes included the qualifying format, the points scoring system, the technical regulations and rules specifying how long engines and tyres must last. A 'tyre war' between suppliers Michelin and Bridgestone saw lap times fall, although at the 2005 United States Grand Prix at Indianapolis seven out of ten teams did not race when their Michelin tyres were deemed unsafe for use. During 2006, Max Mosley outlined a green future for Formula One, in which efficient use of energy would become an important factor. And the tyre war ended, as Bridgestone became the sole tyre supplier to Formula One for the 2007 season.


          Since 1983, Formula One had been dominated by specialist race teams like Williams, McLaren and Benetton, using engines supplied by large car manufacturers like Mercedes-Benz, Honda, Renault and Ford. Starting in 2000 with Fords creation of the largely unsuccessful Jaguar team, new manufacturer-owned teams entered Formula One for the first time since the departure of Alfa Romeo and Renault at the end of 1985. By 2006, the manufacturer teams  Renault, BMW, Toyota, Honda and Ferrari  dominated the championship, taking five of the first six places in the constructors' championship. The sole exception was McLaren, which is part-owned by Mercedes Benz. Through the Grand Prix Manufacturers Association (GPMA) they negotiated a larger share of Formula Ones commercial profit and a greater say in the running of the sport.


          


          Outside the World Championship


          Currently, the terms "Formula One race" and "World Championship race" are effectively synonymous; since 1984, every Formula One race has counted towards the World Championship, and every World Championship race has been to Formula One regulations. This has not always been the case, and in the earlier history of Formula One many races took place outside the world championship.


          


          European non-championship racing


          In the early years of Formula One, before the world championship was established, there were around twenty races held from late Spring to early Autumn (Fall) in Europe, although not all of these were considered significant. Most competitive cars came from Italy, particularly Alfa Romeo. After the start of the world championship these non-championship races continued. In the 1950s and 1960s, there were many Formula One races which did not count for the World Championship (e.g., in 1950, a total of twenty-two Formula One races were held, of which only six counted towards the World Championship). In 1952 and 1953, when the world championship was run for Formula Two cars, a full season of non-championship Formula One racing took place. Some races, particularly in the UK, including the Race of Champions, Oulton Park International Gold Cup and International Trophy, were attended by the majority of the world championship contenders. These became less common through the 1970s and 1983 saw the last non-championship Formula One race: The 1983 Race of Champions at Brands Hatch, won by reigning World Champion Keke Rosberg in a Williams Cosworth in a close fight with American Danny Sullivan.


          


          South African Formula One championship


          South Africa's flourishing domestic Formula One championship ran from 1960 through to 1975. The frontrunning cars in the series were recently retired from the world championship although there was also a healthy selection of locally built or modified machines. Frontrunning drivers from the series usually contested their local World Championship Grand Prix, as well as occasional European events, although they had little success at that level.


          


          British Formula One Series


          The old fashioned DFV helped make the UK domestic Formula One series possible between 1978 and 1980. As in South Africa a generation before, second hand cars from manufacturers like Lotus and Fittipaldi Automotive were the order of the day, although some, such as the March 781, were built specifically for the series. In 1980 the series saw South African Desir Wilson become the only woman to win a Formula One race when she triumphed at Brands Hatch in a Wolf WR3.


          


          Racing and strategy
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          A Formula One Grand Prix event spans a weekend, beginning with two free practice sessions on Friday (except in Monaco, where Friday practices are moved to Thursday), and one free practice on Saturday. Additional drivers (commonly known as Third drivers) are allowed to run on Fridays, but only two cars may be used per team, requiring a race driver to give up their seat. A Qualifying session is held after the last free practice session. This session determines the starting order for the race.


          The format of this qualifying session has been through several iterations since the 2003 season. Attempts were made to reinvigorate interest in the qualifying session by using a "one-shot" system in which each driver would take turns on an empty track to set their one and only time.


          For the 2006 season a knockout qualifying system was introduced and remains in use, with some minor alterations, in 2008. The qualifying session is split into three phases. In the first phase, all twenty cars are permitted on the track for a twenty minute qualification session. Only their fastest time will count and drivers may complete as many laps as they wish. The slowest five cars can take no further part in qualifying, these cars will make up the last five grid positions in the order of their times.


          The times for the fifteen remaining cars are reset for the next fifteen minute session. The slowest five cars will make up the grid in positions 11 to 15 in the order of their times set in this session.


          The times for the ten remaining cars will be reset for the final ten minute session. For the final period, the cars will be arranged on the grid in positions one to ten in the order of their times in this session. In the first two sessions, cars may run any fuel load and drivers knocked out after those sessions may refuel ahead of the race. However, the top-ten drivers must start the race with whatever fuel was left in the car at the end of the final qualifying session. For all the sessions, if a driver starts a timed lap before the chequered flag falls for the end of that session, their time will count even if they cross the finish line after the session has ended.


          The race begins with a warm-up formation lap, after which the cars assemble on the starting grid in the order they qualified. If a driver stalls before the parade lap, and the rest of the field passes him, then he must start from the back of the grid. As long as he moves off and at least one car is behind him, he can retake his original position. A racer may also elect to start from pit-lane if he has any last minute problems with the car. If they choose to do this, they must wait for all cars to pass pit-lane before they may begin the race.


          A light system above the track then signals the start of the race. Races are a little over 305 kilometres (190 miles) long and are limited to two hours, though in practice they usually last about ninety minutes. Throughout the race, drivers may make one or more pit stops in order to refuel and change tyres. Teams are supplied with tyres from Bridgestone. Bridgestone have developed four tyre compounds of which they then select two for the teams to use at a given race event. Drivers must use both tyre compounds during a race which is hoped will bring more excitement to the sport. The softer of the available compounds for the weekend's tyres can be seen with a white ring around one of the grooves on the tyre itself.


          When a driver comes round to lap another, the backmarker must move out of the way within three blue flags being waved by the trackside marshals, or face a penalty.


          Various systems for awarding championship points have been used since 1950. Since 2003, at the end of the race the top eight drivers and their respective teams receive points on a 10-8-6-5-4-3-2-1 basis (the race winner receives ten points, the first runner-up eight, and so on). The winner of the two annual championships are the driver and the team who have accumulated the most points at the end of the season. In the case of a tie in points, the championship is awarded to the driver or team having the higher number of wins; if these are equal, second place finishes are considered, and so on.


          


          Constructors
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          Since 1984 Formula One teams have been required to build the chassis in which they compete, and consequently the terms "team" and "constructor" are more or less interchangeable. This requirement distinguishes the sport from series such as IndyCar Series and Champ Car World Series which allow teams to purchase chassis, and " spec series" such as GP2, which require all cars be kept to an identical specification.


          In the 2007 season, for the first time since the 1984 rule, two teams used chassis built by other teams. Super Aguri started the season using a modified Honda Racing's RA106 chassis (used by Honda in the 2006 season), while Scuderia Toro Rosso used a modified Red Bull Racing RB3 chassis (same as the one used by Red Bull in the 2007 season). Such a decision did not come as a surprise because of spiraling costs and the fact that Super Aguri is partially owned by Honda and Toro Rosso is half owned by Red Bull. Formula One team Spyker has raised a complaint against this decision, and other teams such as McLaren and Ferrari have officially confirmed that they support the campaign. The 2006 season could have been the last one in which the terms "team" and "constructor" were truly interchangeable, and that attracted the Prodrive team to F1 to the 2008 season, where it intended to run a customer car. After not being able to secure a package from McLaren, Prodrive's intention to enter the 2008 season was dropped after Williams threatened legal action against them. Now, it seems that the customer cars concept will be banned in the near future.


          Early manufacturer involvement came in the form of a "factory team" or "works team" (that is, one owned and staffed by a major car company), such as those of Alfa Romeo, Ferrari ( Fiat) or Renault. After having virtually disappeared by the early 1980s, factory teams made a comeback in the 1990s and 2000s and now form half the grid with Ferrari ( Fiat), BMW, Renault, Toyota and Honda either setting up their own teams or buying out existing ones. Since 1995 Mercedes-Benz owns 40% of the McLaren team and manufactures the team's engines. Factory teams currently make up the top competitive teams; the "Big Four" are considered to be Ferrari, McLaren, Williams and Renault (formerly Benetton). These have won every constructors' championship since 1979, and produced title-winning drivers from 1984 to the present. Ferrari, McLaren and Williams make up the "Big Three", each having over 100 race victories to their credit. Williams remains the only major team that is still independently owned.


          Companies such as Climax, Repco, Cosworth, Hart, Judd and Supertec, which had no direct team affiliation, often sold engines to teams that could not afford to manufacture them. In the early years independently owned Formula One teams sometimes also built their engines, though this became less common with the increased involvement of major car manufacturers such as BMW, Ferrari, Honda, Mercedes-Benz, Renault and Toyota, whose large budgets rendered privately built engines less competitive. Cosworth was the last independent engine supplier, but lost its last customers after the 2006 season. Beginning in 2007 the manufacturers' deep pockets and engineering ability took over, eliminating the last of the independent engine manufacturers. It is estimated that the big teams spend 100 to 200 million ($125-$250 million) per year per manufacturer on engines alone.


          The sport's 1950 debut season saw eighteen teams compete, but due to high costs many dropped out quickly. In fact, such was the scarcity of competitive cars for much of the first decade of Formula One that Formula Two cars were admitted to fill the grids. Ferrari is the only still-active team which competed in 1950, and as of 2006 eleven teams are on the grid, each fielding two cars. Although teams rarely disclose information about their budgets, it is estimated that they range from US$66 million to US$400 million each.


          Entering a new team in the Formula One World Championship requires a 25 million (about US$47 million) up-front payment to the FIA, which is then repaid to the team over the course of the season. As a consequence, constructors desiring to enter Formula One often prefer to buy an existing team: B.A.R.'s purchase of Tyrrell and Midland's purchase of Jordan allowed both of these teams to sidestep the large deposit and secure the benefits that the team already had, such as TV revenue.


          


          Drivers


          Each driver is assigned a number. The previous season's champion is designated number 1, with his team-mate given number 2. Numbers are then assigned in order according to each team's position in the previous season's constructors' championship. The number 13 is not used.


          There have been exceptions to this rule, such as in 1993 and 1994, when the current World Drivers' Champion ( Nigel Mansell and Alain Prost, respectively) was no longer competing in Formula One. In this case the drivers for the team of the previous year's champion are given numbers 0 (Damon Hill, on both occasions) and 2 (Prost himself and Ayrton Senna  replaced after his death by David Coulthard and occasionally Nigel Mansell  respectively). The number 13 has not been used since 1976, before which it was occasionally assigned at the discretion of individual race organisers. Before 1996 only the world championship winning driver and his team generally swapped numbers with the previous champion  the remainder held their numbers from prior years, as they had been originally set at the start of the 1974 season. For many years, for example, Ferrari held numbers 27 and 28, regardless of their finishing position in the world championship. As privateer teams quickly folded in the early 1990s numbers were frequently shuffled around, until the current system was adopted in 1996.
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          Michael Schumacher holds the record for having won the most Drivers' Championships (seven) and Ferrari holds the record for having won the most Constructors' Championships (fifteen). Jochen Rindt became the only posthumous World Champion after a fatal accident at the 1970 Italian Grand Prix.


          


          Feeder series


          For the most part F1 drivers start in Karting and then come up through traditional European single seater series like Formula Ford, Formula Renault, Formula 3, and finally GP2. The GP2 series started in 2005 and all three champions have gone on to race in F1. Before GP2, Formula Two and then Formula 3000 had filled the role of the last major "stepping stone" into F1. No F2, F3000 or GP2 champion has yet won the Formula One championship, however. Drivers are not required to have competed at this level before entering Formula One. British F3 has long been considered one of the best places to spot F1 talent, with champions including Nigel Mansell, Ayrton Senna and Mika Hkkinen having moved straight from that series to Formula One. Again, though, it is possible to be picked earlier, as was the case with Kimi Rikknen, who went straight from Formula Renault to an F1 drive.


          American Championship Car Racing has also contributed to the Formula One grid. Champions Mario Andretti and Jacques Villeneuve, as well as Michael Andretti, Juan Pablo Montoya, Cristiano da Matta and Sbastien Bourdais have all moved to F1 from America, with varying degrees of success.


          Other drivers have taken different paths to F1; Damon Hill raced motorbikes, and Michael Schumacher raced in sports cars, albeit after climbing through the junior single seater ranks. To race, however, the driver must hold an FIA Super Licence  ensuring that the driver has the requisite skills, and will not therefore be a danger to others. Some drivers haven't had the license when first assigned to a F1 team. Kimi Rikknen received the license despite having only 23 car races to his credit.


          


          Beyond F1


          Most F1 drivers retire before their mid-30s; however, many keep racing in disciplines which are less physically demanding. The German touring car championship, the DTM, is a popular category involving ex-drivers such as two-times F1 champion Mika Hkkinen and Jean Alesi, and some F1 drivers have left to race in America  Nigel Mansell and Emerson Fittipaldi duelled for the 1993 IndyCar title, and Juan Pablo Montoya, Scott Speed and Jacques Villeneuve have moved to NASCAR. Some drivers have gone to A1GP, and some, such as Gerhard Berger and Alain Prost, returned to F1 as team owners. A series for former Formula One drivers, called Grand Prix Masters, ran briefly in 2005 and 2006.


          


          Grands Prix
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          The number of Grands Prix held in a season has varied over the years. Only seven races comprised the inaugural 1950 world championship season; over the years the calendar has almost tripled in size. Though the number of races had stayed at sixteen or seventeen since the 1980s, it reached nineteen in 2005.


          Six of the original seven races took place in Europe; the only non-European race that counted towards the World Championship in 1950 was the Indianapolis 500, which, due to lack of participation by F1 teams, since it required cars with different specifications from the other races, was later replaced by the United States Grand Prix. The F1 championship gradually expanded to other non-European countries as well. Argentina hosted the first South American grand prix in 1953, and Morocco hosted the first African World Championship race in 1958. Asia (Japan in 1976) and Oceania (Australia in 1985) followed. The current eighteen races are spread over the continents of Europe, Asia, Australia, North America and South America.


          Traditionally each nation has hosted a single Grand Prix, which carries the name of the country. If a single country hosts multiple Grands Prix in a year they receive different names. For instance, a European country (such as Britain, Germany or Spain) which has hosted two Grands Prix has the second one known as the European Grand Prix, while Italy's second grand prix was named after nearby republic of San Marino. Similarly, as two races were scheduled in Japan in 1994/95, the second event was known as the Pacific Grand Prix. In 1982 the United States hosted three Grands Prix.


          The Grands Prix, some of which have a history that pre-dates the Formula One World Championship, are not always held on the same circuit every year. The British Grand Prix, for example, though held every year since 1950, alternated between Brands Hatch and Silverstone from 1963 to 1986. The only other race to have been included in every season is the Italian Grand Prix. The World Championship event has taken place exclusively at Monza with just one exception: in 1980, it was held at Imola, host to the San Marino Grand Prix until 2006.


          One of the newest races on the Grand Prix calendar, held in Bahrain, represents Formula One's first foray into the Middle East with a high-tech purpose-built desert track. The Bahrain Grand Prix, and other new races in China and Turkey, present new opportunities for the growth and evolution of the Formula One Grand Prix franchise while new facilities also raise the bar for other Formula One racing venues around the world. In order to make room on the schedule for the newer races, older or less successful events in Europe and the Americas have been dropped from the calendar, such as these in Argentina, Austria, Mexico, San Marino, and the United States.


          In 2007 it was confirmed that new Grands Prix would be added to the calendar. The first was the Singapore Grand Prix which will be held in Singapore. The second was the Indian Grand Prix which will be held in Delhi, India. Other changes included the removal of the United States Grand Prix from the calendar, and the move of the European Grand Prix to Valencia, Spain.


          


          Circuits
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          A typical circuit usually features a stretch of straight road on which the starting grid is situated. The pit lane, where the drivers stop for fuel and tyres during the race, and where the teams work on the cars before the race, is normally located next to the starting grid. The layout of the rest of the circuit varies widely, although in most cases the circuit runs in a clockwise direction. Those few circuits that run anticlockwise (and therefore have predominantly left-handed corners) can cause drivers neck problems due to the enormous lateral forces generated by F1 cars pulling their heads in the opposite direction to normal.


          Most of the circuits currently in use are specially constructed for competition. The current street circuits are the Circuit de Monaco and Melbourne, although races in other urban locations come and go ( Las Vegas and Detroit, for example) and proposals for such races are often discussed  most recently London and Beirut. Several other circuits are also completely or partially laid out on public roads, such as Spa-Francorchamps. The glamour and history of the Monaco race are the primary reasons why the circuit is still in use, since it is thought not to meet the strict safety requirements imposed on other tracks. Three-time World champion Nelson Piquet famously described racing in Monaco as "like riding a bicycle around your living room".
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          Circuit design to protect the safety of drivers is becoming increasingly sophisticated, as exemplified by the new Bahrain International Circuit, added in 2004 and designed  like most of F1's new circuits  by Hermann Tilke. Several of the new circuits in F1, especially those designed by Tilke, have been criticised as lacking the "flow" of such classics as Spa-Francorchamps and Imola. His redesign of the Hockenheim circuit in Germany for example, while providing more capacity for grandstands and eliminating extremely long and dangerous straights, has been frowned upon by many who argue that part of the character of the Hockenheim circuits was the long and blinding straights into dark forest sections. These newer circuits, however, are generally agreed to meet the safety standards of modern Formula One better than the older ones.


          The most recent addition to the F1 calendar is Istanbul Park in Turkey, which first staged an F1 race in 2005. The next confirmed additions for the 2008 Formula One season will be street races in Valencia and Singapore (the latter set to be the host of the first night race in F1 history) Abu Dhabi has been confirmed as the last race for the 2009 season.


          A Formula 1 Grand Prix will be held in India for the first time in 2010.


          


          Cars and technology


          Modern Formula One cars are mid-engined open cockpit, open wheel single-seaters. The chassis is made largely of carbon fibre composites, rendering it light but extremely stiff and strong. The whole car, including engine, fluids and driver, weighs only 600kg. In fact this is the minimum weight set by the regulations  the cars are so light that they often have to be ballasted up to this minimum weight. The race teams take advantage of this by placing this ballast at the extreme bottom of the chassis, thereby locating the centre of gravity as low as possible in order to improve handling and weight transfer.


          The cornering speed of Formula One cars is largely determined by the aerodynamic downforce that they generate, which pushes the car down onto the track. This is provided by 'wings' mounted at the front and rear of the vehicle, and by ground effect created by low pressure air under the flat bottom of the car. The aerodynamic design of the cars is very heavily constrained to limit performance and the current generation of cars sport a large number of small winglets, 'barge boards' and turning vanes designed to closely control the flow of the air over, under and around the car.


          The other major factor controlling the cornering speed of the cars is the design of the tyres. As of 2008, tyres in Formula One are not ' slicks' (tyres with no tread pattern) as in most other circuit racing series. Each tyre has had four large circumferential grooves on its surface designed to limit the cornering speed of the cars. Slick tyres will return to Formula One in the 2009 season. Suspension is double wishbone or multilink all round with pushrod operated springs and dampers on the chassis. Carbon-Carbon disc brakes are used for reduced weight and increased frictional performance. These provide a very high level of braking performance and are usually the element which provokes the greatest reaction from drivers new to the formula.


          Engines are mandated as 2.4litre naturally aspirated V8s, with many other constraints on their design and the materials that may be used. The 2006 generation of engines spun up to 20,000rpm and produced up to 780bhp (582kW). Engines run on unleaded fuel closely resembling publicly available petrol. The oil which lubricates and protects the engine from overheating is very similar in viscosity to water. For 2007 the V8 engines are restricted to 19,000rpm with limited development areas allowed, following the engine specification freeze from the end of 2006.


          A wide variety of technologies  including active suspension, ground effect aerodynamics and turbochargers  are banned under the current regulations. Despite this the 2006 generation of cars can reach speeds of up to 350km/h (around 220mph) at some circuits ( Monza). A Honda Formula One car, running with minimum downforce on a runway in the Mojave desert achieved a top speed of 415km/h (258mph) in 2006. According to Honda the car fully met the FIA Formula One regulations. Even with the limitations on aerodynamics, at 160km/h aerodynamically generated downforce is equal to the weight of the car and the often repeated claim that Formula One cars create enough downforce to 'drive on the ceiling' remains true in principle, although it has never been put to the test. At full speed downforce of two and a half times the car's weight can be achieved. The downforce means that the cars can achieve a lateral force of up to five times the force of gravity (5"g") in cornering  a high-performance road car like the Ferrari Enzo only achieves around 1"g". Consequently in corners the driver's head is pulled sideways with a force equivalent to 20kg. Such high lateral forces are enough to make breathing difficult and the drivers need supreme concentration and fitness to maintain their focus for the one to two hours that it takes to cover 305km.


          


          Revenue and Profits


          Formula 1 is a profitable exercise for most parties involved. The TV channels make profits from broadcasting the races. The teams get a slice of the money raised from the sale of broadcasting rights as well as from the sponsor's logos on their cars. The race-track owners also make profits from selling tickets.


          The cost of building a brand new permanent circuit like in Shanghai can be up to hundreds of millions of dollars. While the cost of converting a public road such as Albert Park into a temporary circuit is much less. However, permanent circuits can generate revenue all year round from leasing the track for private races and also other races such as MotoGP. The Shanghai circuit cost over $300 million. The owners are hoping to break-even by 2014. The Istanbul Park circuit cost $150 million to build.


          Not all circuits make profits, for example, Albert Park made a loss of $32 million in 2007.
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          In March 2007 F1 Racing published its annual estimates of spending by Formula One teams. The total spending of all eleven teams in 2006 was estimated at $2.9billion. This was broken down as follows; Toyota $418.5million, Ferrari $406.5m, McLaren $402m, Honda $380.5m, BMW Sauber $355m, Renault $324m, Red Bull $252m, Williams $195.5m, Midland F1/Spyker-MF1 $120m, Toro Rosso $75m, and Super Aguri $57million.


          Costs vary greatly from team to team; in 2006 teams such as Honda, Toyota, McLaren-Mercedes and Ferrari are estimated to have spent approximately $200million on engines, Renault spent approximately $125million and Cosworth's 2006 V8 was developed for $15million. In contrast to the 2006 season on which these figures are based, the 2007 sporting regulations ban all performance related engine development.


          


          Future


          Formula One went through a difficult period in the early 2000s. Viewing figures dropped, and fans expressed their loss of interest due to the dominance of Michael Schumacher and Ferrari. Viewing figures are seeing some signs of recovery due to the varied 2005, 2006 and 2007 seasons. Ferrari's dominance ended in 2005 as Renault became the top team in Formula One, with Fernando Alonso becoming the new World Champion. There has since been a resurgence of interest in the sport and twenty-two teams applied for the final twelfth team spot available for the 2008 season. The spot was eventually awarded to former B.A.R. and Benetton team principal David Richards' Prodrive organization, but the team pulled out of the 2008 season in November 2007.


          The FIA is responsible for making rules to combat the spiralling costs of Formula One racing (which affects the smaller teams the most) and for ensuring the sport remains as safe as possible. To this end the FIA recently instituted a number of rule changes, including new tyre restrictions, multi-race engines and reductions on downforce. Safety and cost have traditionally been paramount in all rule-change discussions. More recently the FIA has added efficiency to its priorities. Currently the FIA and manufacturers are discussing adding bio-fuel engines and regenerative braking for the 2011 season. FIA President Max Mosley believes F1 must focus on efficiency to stay technologically relevant in the automotive industry as well as keep the public excited about F1 technology.


          After being banned since 1998, slick tyres are likely to return to Formula One racing in 2009.


          In the interest of making the sport truer to its designation as a World Championship, FOM president Bernie Ecclestone has initiated and organised a number of Grands Prix in new countries and continues to discuss new future races. The sport's rapid expansion into new areas of the globe also leaves some question as to which races will be cut.


          


          Television


          Formula One can be seen live or tape delayed in almost every country and territory around the world and attracts one of the largest global television audiences. The 2006 Brazilian Grand Prix attracted an average live global TV audience of eighty-three million viewers, with a total of 154 million viewers tuning in to watch at least some part of the event. Official figures from FOM for 2006 that state Formula One television broadcasts were witnessed by 580 million unique viewers during the 2005 season and average viewing figures for 19951999 were 50 billion. It is a massive television event; the cumulative television audience was calculated to be 54 billion for 2001 season, broadcast to two hundred countries.


          In 2005 the Canadian Grand Prix in Montral was the most watched of the races, and the third most watched sporting event in the world.


          During the early 2000s Formula One Administration created a number of trademarks, an official logo, and an official website for the sport in an attempt to give it a corporate identity. Ecclestone experimented with a digital television package (known colloquially as Bernievision), which was launched at the 1996 German Grand Prix in cooperation with German digital television service "DF1", thirty years after the first GP colour TV broadcast, the 1967 German Grand Prix. This service offered the viewer several simultaneous feeds (such as super signal, onboard, top of field, backfield, highlights, pit lane, timing), which were produced with cameras, technical equipment and staff different from those used for the conventional coverage. It was introduced in many countries over the years, but was shut down after the 2002 season for financial reasons.


          TV stations all take what is known as the 'World Feed', either produced by the FOM (Formula One Management) or the 'host broadcaster'. The only station that has any difference is 'Premiere'  a German channel that offers all sessions live and interactive, with features such as the onboard channel. This service was more widely available around Europe until the end of 2002, when the cost of a whole different feed for the digital interactive services was thought too much. This was in large part because of the failure of the ' F1 Digital +' Channel launched through Sky Digital in the United Kingdom. Prices were too high for viewers, considering they could watch both the qualifying and the races themselves for free on ITV.


          Bernie Ecclestone has announced that F1 will adopt the HD format near the end of the 2007 season. However, details of the races to be covered and the means of showing the content have yet to be announced.


          


          Distinction between Formula One and World Championship races


          Currently the terms "Formula One race" and "World Championship race" are effectively synonymous; since 1984, every Formula One race has counted towards the World Championship, and every World Championship race has been to Formula One regulations. But the two terms are not interchangeable. Consider that:


          
            	the first Formula One race was held in 1947, whereas the World Championship did not start until 1950.


            	in the 1950s and 1960s there were many Formula One races which did not count for the World Championship (e.g., in 1950, a total of twenty-two Formula One races were held, of which only six counted towards the World Championship). The number of non-championship Formula One events decreased throughout the 1970s and 1980s, to the point where the last non-championship Formula One race was held in 1983.


            	the World Championship was not always exclusively composed of Formula One events:

              
                	The World Championship was originally established as the "World Championship for Drivers", i.e., without the term "Formula One" in the title. It only officially became the Formula One World Championship in 1981.


                	From 1950 to 1960, the Indianapolis 500 counted towards the World Championship. This race was run to AAA/ USAC regulations, rather than to Formula One regulations.


                	From 1952 to 1953, all races counting towards the World Championship (except the Indianapolis 500) were run to Formula Two regulations. Note that Formula One was not "changed to Formula Two" during this period; the Formula One regulations remained the same, and numerous Formula One races were staged during this time.

              

            

          


          The distinction is most relevant when considering career summaries and "all time lists". For example, in the List of Formula One drivers, Clemente Biondetti is shown with 1 race against his name. Biondetti actually competed in four Formula One races in 1950, but only one of these counted for the World Championship. Similarly, several Indy 500 winners technically won their first world championship race, though most record books choose to ignore this and instead only record regular participants.
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          Forrest Gump is an Academy Award winning 1994 film based on a novel by Winston Groom, and the name of the title character of both. The film was a huge commercial success, earning USD$677 million worldwide during its theatrical run (the top grossing film in North America released that year). The film garnered a total of 13 Academy Award nominations, of which it won six, including Best Picture, Best Visual Effects, Best Director ( Robert Zemeckis), and Best Actor ( Tom Hanks).


          The film tells the story of a simple man (or gump) and his epic journey through life, meeting historical figures, influencing popular culture and experiencing first-hand historic events while largely unaware of their significance, due to his lower than average IQ of 75 (The average human IQ is 100). The film differs substantially from the book on which it was based.


          


          Plot


          The movie begins with a feather falling to the feet of Forrest Gump ( Tom Hanks) sitting at a bus stop in Savannah, Georgia. Forrest tells the story of his life to a woman seated next to him (the listeners at the bus stop change regularly throughout his narration).


          Forrest is shown to have been taught much about life by his mother ( Sally Field). Forrest often recalls her favorite sayings, including "Life is like a box of chocolates; you never know what you gonna get" and "Stupid is as stupid does." Both sayings became popular catchphrases following the movie's release. Other people who play key roles in Forrest's life include Jenny Curran, a childhood friend who is physically and sexually abused by her father; Benjamin Buford "Bubba" Blue ( Mykelti Williamson), a young African-American fisherman who serves with Forrest in the Vietnam War and knows "everything they' is to know about shrimping"; and Lieutenant Dan Taylor ( Gary Sinise), under whose command Forrest and Bubba serve. A few years after the war is over, Forrest and Jenny have sex. He then proposes marriage to her, but she turns him down and disappears. To cope with his heartbreak, Forrest runs across the country to raise money for cancer. Forest claims to " dislike the blackies" at this point in the movie.


          Forrest is waiting at the bus stop because on March 30, 1981, he received a letter from Jenny who, having seen him run on TV, asks him to visit her. Forrest shows Jenny's letter to the current listener, a patient elderly lady; she tells him that the address is only a short walking distance away. He thanks the lady and immediately starts running. Once he is reunited with Jenny and her young son ( Haley Joel Osment), Jenny tells him that the boy is named Forrest, after his father. She also tells Forrest she is suffering from an unknown virus, which is most likely to be the then less commonly known HIV. Together the three move back to Greenbow, Alabama, where Jenny and Forrest finally marry, but their married bliss is cut short by Jenny's death "on a Saturday morning" according to Forrest. Her gravestone gives her date of death as March 22, 1982, which in the real world was a Monday.


          The film ends with Forrest escorting his son to a schoolbus, where the father and son tell each other that they love each other. A feather in Forrest's book is blown away by the wind, and floats into the sky in the same fashion as the film's beginning.


          


          Influences on pop culture


          In his travels Forrest:


          
            	Teaches Elvis his trademark dance


            	Brings an end to segregation


            	Inspires the lyrics to John Lennon's " Imagine"


            	Foils Watergate


            	Starts the jogging craze


            	Brings about the " smiley" after wiping his face with a T-shirt


            	Provides the slogan for the "Shit Happens" bumper stickers


            	Lt. Dan Suggests that they invest some of their money from the shrimping business, and the company they invest in eventually becomes the Apple computer company (Forrest believes it actually sells fruit).

          


          


          Meetings with famous people


          
            	While running to escape a group of bullies, Forrest's speed is noticed by Coach Bear Bryant of the University of Alabama. Forrest is recruited by Coach Bryant to play football, which he does for five years, mostly returning kicks. This means that he is a member of the 1961 National Championship team. It also means he would have played with Joe Namath. While at Alabama, Forrest impresses Bryant with his speed, but annoys him with his stupidity. Forrest's skills result in him being named to the All American Team.


            	He meets President John F. Kennedy after the All American Team of 1963 is invited to the White House. While there, since it's free, Forrest drinks 15 bottles of Dr Pepper. Over a handshake the president asks him how he feels, to which Gump replies "I gotta pee."
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            	He later meets President Lyndon Johnson, who awards him the Medal of Honour for his heroic rescue of his fellow soldiers. After Forrest tells Johnson about his wound, Johnson says that he would like to see it some time, after which Forrest obediently pulls down his pants and shows the wound on his buttocks. President Johnson responds by walking away, chuckling, "God damn, son."

          


          
            Image:390593b7a624e.jpg
          


          
            	Finally, after being a part of the United States ping pong team, he meets President Richard Nixon, who asks him where he is staying, and then offers to put Forrest up in a much nicer hotel, which turns out to be the Watergate office and hotel complex. Forrest calls the front desk after he sees flashlights across the courtyard, bringing attention to the Watergate burglars and precipitating Nixon's downfall.


            	He meets Elvis Presley as a child, when Elvis was staying at their house as a boarding tenant.


            	He meets John Lennon on a TV talk show.

          


          


          Visual effects


          Ken Ralston and his team were responsible for the film's visual effects. Using CGI-techniques it was possible for Tom Hanks to meet dead presidents and even shake their hands.


          Old documentary footage was used and with the help of techniques like chroma key, warping, morphing and rotoscoping, Tom Hanks was integrated into it. This feat was honored with an Oscar for Best Visual Effects.


          The CGI removal of actor Gary Sinise's legs, after his character had them amputated, was achieved by wrapping his legs with a blue fabric, which later facilitated the work of the "roto-paint"-team to paint out his legs from every single frame.


          


          Reception


          In Tom Hanks' words, "The film is non-political and thus non-judgmental". Nevertheless, in 1994, CNN's Crossfire debated whether the film had a left-wing bias or a right-wing one. Filmmaker Lloyd Kaufman has noted that Gump's successes result from doing what he is told by others, and never showing any initiative of his own, in contrast to Jenny's more forthright and independent character who is shown descending into drugs, prostitution, and death. As such, both film and fans are sometimes criticized for "glossing over" this important factor.


          The film received mostly positive critical reviews at the time of its release, with Roger Ebert saying, "The screenplay by Eric Roth has the complexity of modern fiction....[Hanks'] performance is a breathtaking balancing act between comedy and sadness, in a story rich in big laughs and quiet truths....what a magical movie." The film received notable pans from several major reviewers, however, including The New Yorker and Entertainment Weekly (which said that the movie "reduces the tumult of the last few decades to a virtual-reality theme park: a baby-boomer version of Disney's America.") Currently, the film garners a 72% "Fresh" rating from critics on Rotten Tomatoes.


          However, the film is commonly seen as a polarizing one for audiences, with Entertainment Weekly writing in 2004, "Nearly a decade after it earned gazillions and swept the Oscars, Robert Zemeckis' ode to 20th-century America still represents one of cinema's most clearly drawn lines in the sand. One half of folks see it as an artificial piece of pop melodrama, while everyone else raves that it's sweet as a box of chocolates." The film ranks 76th on IMDb's Top 250 films list.


          


          Cast


          
            
              	Actor

              	Role
            


            
              	Tom Hanks

              	Forrest Gump
            


            
              	Robin Wright Penn

              	Jenny Curran (Gump)
            


            
              	Gary Sinise

              	Lieutenant Dan Taylor
            


            
              	Mykelti Williamson

              	Benjamin Buford "Bubba" Blue
            


            
              	Sally Field

              	Forrest's mother
            


            
              	Michael Conner Humphreys

              	Young Forrest Gump
            


            
              	Hanna R. Hall

              	Young Jenny Curran
            


            
              	Haley Joel Osment

              	Forrest Gump Jr.
            


            
              	Sam Anderson

              	Principal Hancock
            


            
              	Geoffrey Blake

              	Wesley, SDS Organizer
            


            
              	David Brisbin

              	Newscaster
            


            
              	Peter Dobson

              	Elvis Presley
            


            
              	Siobhan Fallon

              	Dorothy Harris, School Bus Driver
            


            
              	Afemo Omilami

              	Drill Sergeant
            


            
              	Brett Rice

              	High School Football Coach
            


            
              	Sonny Shroyer

              	Coach Paul "Bear" Bryant
            


            
              	Kurt Russell

              	Voice of Elvis Presley
            

          


          


          Differences from the novel


          Template:Spoiler


          
            	It is revealed near the beginning of the book that his father (a longshoreman) was killed by a falling crate of bananas (Forrest's father apparently left Forrest's mother in the movie but it is never explained).


            	The leg braces were not in the book; nor did Forrest's mother have sex with the school principal to get Forrest in the regular school. In the book, Forrest did not do well in the regular school and was put in a special school for mentally challenged children, which he refers to as the 'nut school'.


            	Forrest failed college and hence did not graduate.


            	Forrest's mother does not die in the book but does in the movie. Forrest's mother does die in the book's sequel Gump & Co.


            	The novel's Forrest is described as an idiot savant, with an extraordinary talent in numerical calculation. One memorable example of this is in college, when Forrest receives an A in his physics course (Intermediate Light) and an F in physical education.


            	Gump does not marry Jenny in the book; she instead marries another man, though she joins a band called "The Cracked Eggs" with him at one point. Jenny does not die in the original novel. She does die from unstated causes in the sequelthe book simply states that she and her husband got sick and both ended up dyingwith the novel recounting Forrest's subsequent adventures with little Forrest when the boy is sent to live with him.


            	Gump and little Forrest do not have the loving relationship that the end of the movie seems to imply. In fact, Little Forrest (who was a teenager at this point in the second book) was mad at his father for not being in his life, and during a pivotal scene in the book calls out Gump for pretending to be his father. Forrest's response is to spank his son, changing their relationship.


            	Gump does not meet Lt. Dan until he is in the hospital in Vietnam. In the novel, Lt. Dan is not a professional soldier but a drafted teacher. He has no wish to die in combat and is more of a philosopher. Bubba is white and was previously on the football team with Forrest.


            	Forrest does not actively catch shrimp with a shrimping boat and sell them; rather, he has a small shrimp hatchery and builds success upon that. He learns how to farm shrimp from a friendly Vietnamese; back in Bayou La Batre (Bubba's hometown), Bubba's father helps him get started.


            	Forrest also has many other adventures in the book that are not mentioned in the movie. During his trip to China, he rescues Chairman Mao from drowning in the Yangtze River (parodying Mao's actual much-publicized swim).


            	Later in the book, Forrest becomes an astronaut and crash-lands on a small jungle island in New Guinea with his crew, Major Janet Fritch and a male orangutan called Sue (a homage to the Johnny Cash song A Boy Named Sue'). They are captured by cannibals and made to plant cotton.


            	In the book, Forrestbecomes a professional wrestler (under the alias of "The Dunce"), a champion chess player (first playing with the cannibal chief and then in a formal tournament), and even stars in a (fictional) remake of The Creature from the Black Lagoon (with Raquel Welch). After his shrimp business booms, he is persuaded to enter politics with the slogan "I've got to pee" (spoken to John F. Kennedy in the film), but withdraws when his opponents spread the word about his earlier misadventures.


            	Forrest's run across America never happens in the book.


            	The movie shows Forrest as a sober-minded man and cuts back scene from scene of Jenny doing a number of drugs. In the book Forrest is a smoker of cannabis and towards the end of the novel smokes tobacco more and thinks about his past and all that he's done in life. At the end, he leaves his crew (which includes many people he has met over the years) to run the business, and goes to live with Lt. Dan and Sue as street musicians.


            	The book features rather explicit sex scenes between Forrest and Jenny which do not appear in the movie.


            	The movie leaves out a lot of the unexpected details; such as when the feather blows onto his shoes and when he gets chased by the "bullies" and by the car.

          


          Template:End spoiler


          


          Soundtrack


          The soundtrack from Forrest Gump had a variety of music from the 50s, 60s, 70s, and early 80s performed by American artists. It went on to sell 12 million copies, and is one of the top selling albums in the United States In addition, an album featuring only the score by Alan Silvestri was released as well.


          


          Awards and nominations


          Template:List to prose (section) 1994 Academy Awards (Oscars)


          
            	Won - Best Performance by an Actor in a Leading Role  Tom Hanks


            	Won - Best Director  Robert Zemeckis


            	Won - Best Film Editing  Arthur Schmidt


            	Won - Best Picture  Wendy Finerman, Steve Starkey, Steve Tisch


            	Won - Best Visual Effects  Ken Ralston, George Murphy, Stephen Rosenbaum, Allen Hall


            	Won - Best Adapted Screenplay  Eric Roth


            	Nominated - Best Performance by an Actor in a Supporting Role  Gary Sinise (as Lieutenant Dan Taylor)


            	Nominated - Best Achievement in Art Direction  Rick Carter, Nancy Haigh


            	Nominated - Best Achievement in Cinematography  Don Burgess


            	Nominated - Best Makeup  Daniel C. Striepeke, Hallie D'Amore


            	Nominated - Best Original Score  Alan Silvestri


            	Nominated - Best Sound Mixing  Randy Thom, Tom Johnson, Dennis S. Sands, William B. Kaplan


            	Nominated - Best Sound Editing  Gloria S. Borders, Randy Thom

          


          1995 Academy of Science Fiction, Fantasy & Horror Films ( Saturn Awards)


          
            	Won - Best Supporting Actor (Film)  Gary Sinise


            	Won - Best Fantasy Film


            	Nominated - Best Actor (Film)  Tom Hanks


            	Music Best Music  Alan Silvestri


            	Nominated - Best Special Effects  Ken Ralston


            	Nominated - Best Writing  Eric Roth

          


          1995 Amanda Awards


          
            	Won - Best Film (International)

          


          1995 American Cinema Editors (Eddies)


          
            	Won - Best Edited Feature Film  Arthur Schmidt

          


          1995 American Comedy Awards


          
            	Won - Funniest Actor in a Motion Picture (Leading Role)  Tom Hanks

          


          1995 American Society of Cinematographers


          
            	Nominated - Outstanding Achievement in Cinematography in Theatrical Releases  Don Burgess

          


          1995 BAFTA Film Awards


          
            	Won - Outstanding Achievement in Special Visual Effects  Ken Ralston, George Murphy, Stephen Rosenbaum, Doug Chiang, Allen Hall


            	Nominated - Best Actor in a Leading Role  Tom Hanks


            	Nominated - Best Actress in a Supporting Role  Sally Field


            	Nominated - Best Film  Wendy Finerman, Steve Tisch, Steve Starkey, Robert Zemeckis


            	Nominated - Best Cinematography  Don Burgess


            	Nominated - David Lean Award for Direction  Robert Zemeckis


            	Nominated - Best Editing  Aurthur Schmidt


            	Nominated - Best Adapted Screenplay  Eric Roth

          


          1995 Casting Society of America (Artios)


          
            	Nominated - Best Casting for Feature Film, Drama  Ellen Lewis

          


          1995 Chicago Film Critics Association Awards


          
            	Won - Best Actor  Tom Hanks

          


          1995 Directors Guild of America


          
            	Won - Outstanding Directorial Achievement in Motion Pictures  Robert Zemeckis, Charles Newirth, Bruce Moriarity, Cherylanne Martin, Dana J. Kuznetzkoff

          


          1995 Golden Globe Awards


          
            	Won - Best Actor - Motion Picture Drama  Tom Hanks


            	Won - Best Director - Motion Picture  Robert Zemeckis


            	Won - Best Motion Picture - Drama


            	Nominated - Best Supporting Actor - Motion Picture  Gary Sinise


            	Nominated - Best Supporting Actress - Motion Picture  Robin Wright Penn


            	Nominated - Best Original Score  Alan Silvestri


            	Nominated - Best Screenplay - Motion Picture  Eric Roth

          


          1995 Heartland Film Festival


          
            	Won - Studio Crystal Heart Award  Winston Groom

          


          1995 MTV Movie Awards


          
            	Nominated - Best Breakthrough Performance  Mykelti Williamson


            	Nominated - Best Male Performance  Tom Hanks


            	Nominated - Best Movie

          


          1995 Motion Picture Sound Editors (Golden Reel Award)


          
            	Won - Best Sound Editing

          


          1994 National Board of Review of Motion Pictures


          
            	Nominated - Best Actor  Tom Hanks


            	Nominated - Best Supporting Actor  Gary Sinise


            	Nominated - Best Picture

          


          1995 PGA Golden Laurel Awards


          
            	Won - Motion Picture Producer of the Year Award  Wendy Finerman, Steve Tisch, Steve Starkey, Charles Newirth

          


          1995 People's Choice Awards


          
            	Won - Favorite All-Around Motion Picture


            	Won - Favorite Dramatic Motion Picture

          


          1995 Screen Actors Guild Awards


          
            	Won - Outstanding Performance by a Male Actor in a Leading Role  Tom Hanks


            	Nominated - Outstanding Performance by a Male Actor in a Supporting Role  Gary Sinise


            	Nominated - Outstanding Performance by a Female Actor in a Supporting Role  Sally Field & Robin Wright Penn

          


          1995 Writers Guild of America Awards


          
            	Won - Best Screenplay Adapted from Another Medium  Eric Roth

          


          1995 Young Artist Awards


          
            	Won - Best Performance in a Feature Film - Young Actor 10 or Younger  Haley Joel Osment


            	Won - Best Performance in a Feature Film - Young Actress 10 or Younger  Hanna R. Hall


            	Nominated - Best Performance in a Feature Film - Young Actor Co-Starring  Michael Conner Humphreys

          


          


          Trivia


          
            	The bus stop bench does, in fact, exist in Savannah in a local museum. On a side note, traffic runs the opposite direction around Chippewa Square.


            	The picture of Forrest Gump receiving his Congressional Medal of Honour used in the movie was actually of an American soldier with Tom Hanks' head superimposed on his body. As a result, the soldier, Sammy L. Davis, who also received the award for his service in Vietnam, is sometimes called "The 'Real' Forrest Gump."


            	After leaving the shooting of the The Dick Cavett Show, Forrest Gump meets Lieutenant Dan. While going to his apartment Lieutenant Dan is almost hit by a car, to which he responds angrily "I'm walking here!", as a homage to Dustin Hoffman's character in the movie Midnight Cowboy.


            	Forrest says he got a letter from Lt. Dan stating that he invested some of Forrest's money in some kind of fruit company. On the letter, it had Apple Computer's logo. Also, Lt. Dan investing in Apple Computers is a reference to political activist and founder of the Youth International Party, or yippies, Jerry Rubin, who was one of the first to invest in Apple Computers, leaving behind political activism. This joke is an allusion to the protest held in Washington, DC in the movie, and its speakers.


            	In some scenes Forrest is portrayed by Tom Hanks' younger brother.


            	Jenny supposedly dies of AIDS, which had not yet emerged or been identified when she died.


            	Comedian Dave Chappelle was originally offered the role of Bubba, but he turned it down because he thought that the role was racially demeaning and stereotypical. He has since stated that he largely regrets not taking the role.


            	A number of exterior shots taking place at the University of Alabama were actually filmed at the University of Southern California; also the Los Angeles Memorial Coliseum (home of USC's football team) was used to film the scenes in the University of Alabama's Bryant-Denny Stadium.

          


          


          Sequel


          A sequel to the book Forrest Gump was written, Gump and Co., but due to a dispute between the author and Paramount Pictures, the screenplay written in 2001 based on the book was not put into production. The dispute has been worked out and Paramount producers are taking another look at the Forrest Gump II screenplay.
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                  The gatehouse of Fort de Chartres was reconstructed in the 1930s.
                

              
            


            
              	Nearest city:

              	Prairie du Rocher, Illinois
            


            
              	Built/Founded:

              	1756
            


            
              	Added to NRHP:

              	October 15, 1966
            


            
              	NRHP Reference#:

              	66000329
            


            
              	Governing body:

              	State
            

          


          Fort de Chartres was a French fortification first built in 1720 on the east bank of the Mississippi River (in present-day Illinois). The Fort de Chartres name was also applied to the two successive fortifications built nearby during the 1700s in the era of French colonial control over Louisiana and the Illinois Country in North America.


          A partial reconstruction of the third and last fort, which was built of local limestone shortly before the end of French rule in the Midwest, is preserved in an Illinois state park south of St. Louis, Missouri, four miles West of Prairie du Rocher in Randolph County, Illinois.


          The original fort's name honored Louis, duc de Chartres, son of the Regent of France. The fort's stone armory, which survived the gradual ruin that overtook the rest of the site, is considered the oldest building in the state of Illinois. The state park today hosts several large re-enactments of colonial-era civil and military life each summer at the fort.


          


          History


          
            [image: One of the reconstructed bastions at the fort.]

            
              One of the reconstructed bastions at the fort.
            

          


          On January 1, 1718, a trade monopoly was granted to John Law and his Company of the West (which was to become the Company of the Indies in 1719). Hoping to make a fortune mining precious metals, the company built a fort to protect its interests. The original wooden fort was built in 1718- 1720 by a French contingent from New Orleans, led by Pierre Dugu de Boisbriand, when administration of the Illinois Country was moved from Canada to New Orleans. Governance was transferred to the Company of the Indies and the fort was built to be the seat of government and to control the Indians of the region, particularly the Fox. The original fort was a palisade of logs with two bastions at opposite corners.


          Within five years, flooding from the Mississippi had left the original fort in bad condition. Construction of a second fort farther from the river, but still on the flood plain, began in 1725. This fort was also made of logs and had a bastion at each of the four corners. By 1731, the Company of the Indies had gone defunct and turned Louisiana and its government back to the king.


          The second wooden fort deteriorated somewhat less rapidly, but by 1742 it was in bad repair. In 1747 the French garrison moved to the region's primary settlement 18 miles to the south at Kaskaskia, and the French debated where to rebuild the fort. Discussions of a stone fortress had begun in the 1730s, with the reverseion of rule back to the French crown. The government in New Orleans wanted to move the garrison permanently to Kaskaskia, but the local commandant argued for a location near the original.


          The decision was eventually reached to build in stone near the first forts rather than at Kaskakia. Construction began in 1753 and was mostly completed in 1756, however, construction continued at the site for another four years. The limestone fort had walls 15 ft (3 m) high and 3 ft (1m) thick enclosing an area of 4 acres (16,000m). The stone for construction was quarried in bluffs about two or three miles (4 km) distant and had to be ferried across a small lake. In 1763 the Treaty of Paris was signed and the French transferred control of the Illinois Country to Great Britain. The stone fort had served as centre of French administration of the region for only ten years. Almost all of the land between the Appalachian Mountains and the Mississippi River from Florida to Newfoundland became a Native American territory called the Indian Reserve following the Royal Proclamation of 1763. The British had difficulty getting a regiment to their newly acquired fort, but on October 10, 1765, the 42nd Royal Highland Regiment took control of the fort and surrounding area. Settlers were ordered to leave or get a special license to remain. This was to cause many of the French settlers in the area to move to St. Louis. The fort was renamed Fort Cavendish. The British, however, saw little value in the fort and abandoned it in 1771.


          


          Ruin and Reconstruction
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              The fort's powder magazine, here restored, is thought to be the oldest standing building in Illinois.
            

          


          The Mississippi continued to take its toll after the fort was abandoned, and in 1772 the south wall and bastion fell into the river. The remaining walls deteriorated, and visitors noted trees growing in them by the 1820s. Locals carted away the stone for construction bit by bit over the years, and by 1900 the walls were gone. The only part of the original fort that remained was the stone building that had served as the powder magazine.


          The State of Illinois acquired the ruins in 1913 as a historic site and restored the powder magazine in 1917. The powder magazine is thought to be the oldest existing building in the state of Illinois. In the 1920s foundations of the fort's buildings and walls were exposed, and in the late 1920s and through 1930s the WPA rebuilt the gateway and two stone buildings. A combination museum and office building, built in 1928 on the foundation of an original fort building, houses exhibits depicting French life at Fort de Chartres. The large stone Guards House, built in 1936, contains a Catholic chapel furnished in the style of the 1750s, along with a priests room, a gunners room, an officer-of-the-day room, and a guards room. Also on the grounds are an operating bake oven, a garden shed built of upright logs in post-on-sill construction, and a kitchen garden with raised beds of produce that would have been grown in eighteenth-century Illinois.


          Partial reconstruction of the fort's walls on the original foundations followed in 1989. The frames of some additional buildings were erected as a display of the post and beam construction techniques used on the originals. Other buildings' foundations and cellars were exposed for educational display as well.


          Today the site has a museum and small gift shop. It plays host each June to a Rendezvous that is one of the largest and oldest in the country, celebrating frontier French and Indian culture. The site is protected by modern levees, but the Mississippi is still an occasional menace. In the flood of 1993 the levee was breached, and water fifteen feet deep lapped at the top of the walls.


          Location


          
            	Fort de Chartres is at coordinates Coordinates:

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fort_de_Chartres"
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              Forth
            

            
              	Paradigm

              	Procedural, stack-oriented
            


            
              	Appeared in

              	1970s
            


            
              	Designed by

              	Charles H. Moore
            


            
              	Typing discipline

              	typeless
            


            
              	Major implementations

              	Forth, Inc., GNU Forth, MPE
            


            
              	Dialects

              	colorForth, Open Firmware
            


            
              	Influenced by

              	Burroughs large systems, Lisp, APL
            


            
              	Influenced

              	Factor, Joy, Cat
            

          


          Forth is a structured, imperative, stack-based, computer programming language and programming environment. Forth is sometimes spelled in all capital letters following the customary usage during its earlier years, although the name is not an acronym.


          A procedural, stack-oriented and reflective programming language without type checking, Forth features both interactive execution of commands (making it suitable as a shell for systems that lack a more formal operating system) and the ability to compile sequences of commands for later execution. Some Forth implementations (usually early versions or those written to be extremely portable) compile threaded code, but many implementations today generate optimized machine code like other language compilers.


          


          Overview


          A Forth environment combines the compiler with an interactive shell. The user interactively defines and runs subroutines, or "words," in a virtual machine similar to the runtime environment. Words can be tested, redefined, and debugged as the source is entered without recompiling or restarting the whole program. All syntactic elements, including variables and basic operators, appear as such procedures. Even if a particular word is optimized so as not to require a subroutine call, it is also still available as a subroutine. On the other hand, the shell may compile interactively typed commands into machine code before running them. (This behaviour is common, but not required.) Forth environments vary in how the resulting program is stored, but ideally running the program has the same effect as manually re-entering the source. This contrasts with the combination of C with Unix shells, wherein compiled functions are a special class of program objects and interactive commands are strictly interpreted. Most of Forth's unique properties result from this principle. As a " jack of all trades" including interaction, scripting, and compilation, Forth was popular on computers with limited resources, such as the BBC Micro and Apple II series, and remains so in applications such as firmware and small microcontrollers. In this way, Forth is broadly comparable to BASIC, but emphasizing optimization over ease of use. Where C compilers may now generate code with more compactness and performance, Forth retains the advantage of interactivity.


          Certain words are predefined, including the basic arithmetic operators. Predefined words which may be used at runtime are collectively called the "kernel." When the user starts an interactive Forth environment, it typically consists of the kernel and the interpreter. The compiler comprises a set of commands within the interpreter. Most of the ANS Forth standard is devoted to defining the contents of the kernel and the interface to the compiler. Aside from the predefined words, the main requirement is that words are executed in sequence. Here is an example of a programmer "developing" the hello world program. By convention, source code examples are written as a log, showing the programmer's input and the interpreter's response. Interpreters traditionally say "OK" after the successful completion of a command line.

          
0 > .( Hello, world!)
Hello, world! ok
0 > : hello_world ." Hello, world!" ;
 ok
0 > hello_world
Hello, world! ok



          In the first line, the text output operator .( is used interactively to immediately produce the output Hello, world!. The space after the ( lets the interpreter parse the operator as a separate word and the ) signals the end of the string. Next, the colon (:) is used to activate the compiler and store the same code, including the string itself, into the word hello_world. Finally, the programmer activates the newly defined word to verify that it produces the expected output. Many Forth systems would allow ." to be used in place of .( for consistency.


          


          The stacks


          Every programming environment with subroutines implements a call stack for control flow. This structure typically also stores local variables, including subroutine parameters (in a call by value system such as C). Forth often does not have local variables, however, nor is it call-by-value. Instead, intermediate values are kept in a second stack. Words operate directly on the topmost values in this stack. It may therefore be called the "parameter" or "data" stack, but most often simply "the" stack. The function-call stack is then called the "linkage" or "return" stack, abbreviated rstack. Special rstack manipulation functions provided by the kernel allow it to be used for temporary storage within a word, but otherwise it cannot be used to pass parameters or manipulate data.


          Most words are specified in terms of their effect on the stack. Typically, parameters are placed on the top of the stack before the word executes. After execution, the parameters have been erased and replaced with any return values. For arithmetic operators, this follows the rule of reverse Polish notation. See below for examples illustrating stack usage.


          


          Maintenance


          Forth is a simple yet extensible language; its modularity and extensibility permit the writing of high-level programs such as CAD systems. However, extensibility also helps poor programmers to write incomprehensible code, which has given Forth a reputation as a " write-only language". Forth has been used successfully in large, complex projects, while applications developed by competent, disciplined professionals have proven to be easily maintained on evolving hardware platforms over decades of use. Forth has a niche both in astronomical and space applications. Forth is still used today in many embedded systems (small computerized devices) because of its portability, efficient memory use, short development time, and fast execution speed. It has been implemented efficiently on modern RISC processors, and processors that use Forth as machine language have been produced. Other uses of Forth include the Open Firmware boot ROMs used by Apple, IBM, Sun, and OLPC XO-1; and the FICL-based first stage boot controller of the FreeBSD operating system.


          


          History


          Forth evolved from Charles H. Moore's personal programming system, which had been in continuous development since 1958. Forth was first exposed to other programmers in the early 1970s, starting with Elizabeth Rather at the US National Radio Astronomy Observatory. After their work at NRAO, Charles Moore and Elizabeth Rather formed FORTH, Inc. in 1973, refining and porting Forth systems to dozens of other platforms in the next decade.


          Forth is so named because in 1968 "[t]he file holding the interpreter was labeled FORTH, for 4th (next) generation software  but the IBM 1130 operating system restricted file names to 5 characters." Moore saw Forth as a successor to compile-link-go third-generation programming languages, or software for "fourth generation" hardware, not a fourth-generation programming language as the term has come to be used.


          Because Charles Moore had frequently moved from job to job over his career, an early pressure on the developing language was ease of porting to different computer architectures. A Forth system has often been used to bring up new hardware. For example, Forth was the first resident software on the new 8086 chip in 1978 and MacFORTH was the first resident development system for the first Apple Macintosh in 1984.


          FORTH, Inc's microFORTH was developed for the 8080, 6800, and Z80 microprocessors starting in 1976. MicroFORTH was later used by hobbyists to generate Forth systems for other architectures, such as the 6502 in 1978. Wide dissemination finally led to standardization of the language. Common practice was codified in the de facto standards FORTH-79 and FORTH-83 in the years 1979 and 1983, respectively. These standards were unified by ANSI in 1994, commonly referred to as ANS Forth.


          Forth became very popular in the 1980s because it was well suited to the small microcomputers of that time, as it is compact and portable. At least one home computer, the British Jupiter ACE, had Forth in its ROM-resident operating system. Rockwell also produced single-chip microcomputers with resident Forth kernels, the R65F11 and R65F12.


          


          Programmer's perspective


          Forth relies heavily on explicit use of a data stack and reverse Polish notation (RPN or postfix notation), commonly used in calculators from Hewlett-Packard. In RPN, the operator is placed after its operands, as opposed to the more common infix notation where the operator is placed between its operands. Postfix notation makes the language easier to parse and extend; Forth does not use a BNF grammar, and does not have a monolithic compiler. Extending the compiler only requires writing a new word, instead of modifying a grammar and changing the underlying implementation.


          Using RPN, one could get the result of the mathematical expression (25 * 10 + 50) this way:

          
25 10 * 50 + .
300 ok



          
            [image: ]
          


          This command line first puts the numbers 25 and 10 on the implied stack.



          
            [image: ]
          


          

          The word * multiplies the two numbers on the top of the stack and replaces them with their product.



          
            [image: ]
          


          Then the number 50 is placed on the stack.



          
            [image: ]
          


          

          The word + adds it to the previous product. Finally, the . command prints the result to the user's terminal.



          Even Forth's structural features are stack-based. For example:

          
: FLOOR5 ( n -- n' ) DUP 6 < IF DROP 5 ELSE 1 - THEN ;



          This code defines a new word (again, 'word' is the term used for a subroutine) called FLOOR5 using the following commands: DUP duplicates the number on the stack; < compares 6 with the top number on the stack and replaces it with a true-or-false value; IF takes a true-or-false value and chooses to execute commands immediately after it or to skip to the ELSE; DROP discards the value on the stack; and THEN ends the conditional. The text in parentheses is a comment, advising that this word expects a number on the stack and will return a possibly changed number. The net result performs similarly to this function written in the C programming language:

          
int floor5(int v) { return v < 6 ? 5 : v - 1; }



          This function is written more succinctly as:

          
: FLOOR5 ( n -- n' ) 1- 5 MAX ;



          


          Facilities


          Forth parsing is simple, as it has no explicit grammar. The interpreter reads a line of input from the user input device, which is then parsed for a word using spaces as a delimiter; some systems recognise additional whitespace characters. When the interpreter finds a word, it tries to look the word up in the dictionary. If the word is found, the interpreter executes the code associated with the word, and then returns to parse the rest of the input stream. If the word isn't found, the word is assumed to be a number, and an attempt is made to convert it into a number and push it on the stack; if successful, the interpreter continues parsing the input stream. Otherwise, if both the lookup and number conversion fails, the interpreter prints the word followed by an error message indicating the word is not recognised, flushes the input stream, and waits for new user input.


          The definition of a new word is started with the word : (colon) and ends with the word ; (semi-colon). For example

          
: X DUP 1+ . . ;



          will compile the word X, and makes the name findable in the dictionary. When executed by typing 10 X at the console this will print 11 10.


          Most Forth systems include a specialized assembler that produces executable words. The assembler is a special dialect of the compiler. Forth assemblers often use a reverse-polish syntax in which the parameters of an instruction precede the instruction. The usual design of a Forth assembler is to construct the instruction on the stack, then copy it into memory as the last step. Registers may be referenced by the name used by the manufacturer, numbered (0..n, as used in the actual operation code) or named for their purpose in the Forth system: e.g. "S" for the register used as a stack pointer.


          


          Operating system, files and multitasking


          Classic Forth systems traditionally use neither operating system nor file system. Instead of storing code in files, source-code is stored in disk blocks written to physical disk addresses. The word BLOCK is employed to translate the number of a 1K-sized block of disk space into the address of a buffer containing the data, which is managed automatically by the Forth system. Some implement contiguous disk files using the system's disk access, where the files are located at fixed disk block ranges. Usually these are implemented as fixed-length binary records, with an integer number of records per disk block. Quick searching is achieved by hashed access on key data.


          Multitasking, most commonly cooperative round-robin scheduling, is normally available (although multitasking words and support are not covered by the ANSI Forth Standard). The word PAUSE is used to save the current task's execution context, to locate the next task, and restore its execution context. Each task has its own stacks, private copies of some control variables and a scratch area. Swapping tasks is simple and efficient; as a result, Forth multitaskers are available even on very simple microcontrollers such as the Intel 8051, Atmel AVR, and TI MSP430.


          By contrast, some Forth systems run under a host operating system such as Microsoft Windows, Linux or a version of Unix and use the host operating system's file system for source and data files; the ANSI Forth Standard describes the words used for I/O. Other non-standard facilities include a mechanism for issuing calls to the host OS or windowing systems, and many provide extensions that employ the scheduling provided by the operating system. Typically they have a larger and different set of words from the stand-alone Forth's PAUSE word for task creation, suspension, destruction and modification of priority.


          


          Self compilation and cross compilation


          A full-featured Forth system with all source code will compile itself, a technique commonly called meta-compilation by Forth programmers (although the term doesn't exactly match meta-compilation as it is normally defined). The usual method is to redefine the handful of words that place compiled bits into memory. The compiler's words use specially-named versions of fetch and store that can be redirected to a buffer area in memory. The buffer area simulates or accesses a memory area beginning at a different address than the code buffer. Such compilers define words to access both the target computer's memory, and the host (compiling) computer's memory.


          After the fetch and store operations are redefined for the code space, the compiler, assembler, etc. are recompiled using the new definitions of fetch and store. This effectively reuses all the code of the compiler and interpreter. Then, the Forth system's code is compiled, but this version is stored in the buffer. The buffer in memory is written to disk, and ways are provided to load it temporarily into memory for testing. When the new version appears to work, it is written over the previous version.


          There are numerous variations of such compilers for different environments. For embedded systems, the code may instead be written to another computer, a technique known as cross compilation, over a serial port or even a single TTL bit, while keeping the word names and other non-executing parts of the dictionary in the original compiling computer. The minimum definitions for such a forth compiler are the words that fetch and store a byte, and the word that commands a Forth word to be executed. Often the most time-consuming part of writing a remote port is constructing the initial program to implement fetch, store and execute, but many modern microprocessors have integrated debugging features (such as the Motorola CPU32) that eliminate this task.


          


          Structure of the language


          The basic data structure of Forth is the "dictionary" which maps "words" to executable code or named data structures. The dictionary is laid out in memory as a linked list with the links proceeding from the latest (most recently) defined word to oldest, until a sentinel, usually a NULL pointer, is found.


          A defined word generally consists of head and body with the head consisting of the name field (NF) and the link field (LF) and body consisting of the code field (CF) and the parameter field (PF).


          Head and body of a dictionary entry are treated separately because they may not be contiguous. For example, when a Forth program is recompiled for a new platform, the head may remain on the compiling computer, while the body goes to the new platform. In some environments (such as embedded systems) the heads occupy memory unnecessarily. However, some cross-compilers may put heads in the target if the target itself is expected to support an interactive Forth.


          


          Dictionary entry


          The exact format of a dictionary entry is not prescribed, and implementations vary. However, certain components are almost always present, though the exact size and order may vary. Described as a structure, a dictionary entry might look this way:

          
structure
 byte:  flag   \ 3bit flags + length of word's name
 char-array: name   \ name's runtime length isn't known at compile time
 address: previous  \ link field, backward ptr to previous word
 address: codeword  \ ptr to the code to execute this word
 any-array: parameterfield \ unknown length of data, words, or opcodes
end-structure forthword



          The name field starts with a prefix giving the length of the word's name (typically up to 32 bytes), and several bits for flags. The character representation of the word's name then follows the prefix. Depending on the particular implementation of Forth, there may be one or more NUL ('\0') bytes for alignment.


          The link field contains a pointer to the previously defined word. The pointer may be a relative displacement or an absolute address that points to the next oldest sibling.


          The code field pointer will be either the address of the word which will execute the code or data in the parameter field or the beginning of machine code that the processor will execute directly. For colon defined words, the code field pointer points to the word that will save the current Forth instruction pointer (IP) on the return stack, and load the IP with the new address from which to continue execution of words. This is the same as what a processor's call/return instructions does.


          


          Structure of the compiler


          The compiler itself consists of Forth words visible to the system, not a monolithic program. This allows a programmer to change the compiler's words for special purposes.


          The "compile time" flag in the name field is set for words with "compile time" behaviour. Most simple words execute the same code whether they are typed on a command line, or embedded in code. When compiling these, the compiler simply places code or a threaded pointer to the word.


          The classic examples of compile-time words are the control structures such as IF and WHILE. All of Forth's control structures, and almost all of its compiler are implemented as compile-time words. All of Forth's control flow words are executed during compilation to compile various combinations of the primitive words BRANCH and ?BRANCH (branch if false). During compilation, the data stack is used to support control structure balancing, nesting, and backpatching of branch addresses. The snippet:

          
... DUP 6 < IF DROP 5 ELSE 1 - THEN ...



          would be compiled to the following sequence inside of a definition:

          
... DUP LIT 6 < ?BRANCH 5 DROP LIT 5 BRANCH 3 LIT 1 - ...



          The numbers after BRANCH represent relative jump addresses. LIT is the primitive word for pushing a "literal" number onto the data stack.


          


          Compilation state and interpretation state


          The word : (colon) parses a name as a parameter, creates a dictionary entry (a colon definition) and enters compilation state. The interpreter continues to read space-delimited words from the user input device. If a word is found, the interpreter executes the compilation semantics associated with the word, instead of the interpretation semantics. The default compilation semantics of a word are to append its interpretation semantics to the current definition.


          The word ; (semi-colon) finishes the current definition and returns to interpretation state. It is an example of a word whose compilation semantics differ from the default. The interpretation semantics of ; (semi-colon), most control flow words, and several other words are undefined in ANS Forth, meaning that they must only be used inside of definitions and not on the interactive command line.


          The interpreter state can be changed manually with the words [ (left-bracket) and ] (right-bracket) which enter interpretation state or compilation state, respectively. These words can be used with the word LITERAL to calculate a value during a compilation and to insert the calculated value into the current colon definition. LITERAL has the compilation semantics to take an object from the data stack and to append semantics to the current colon definition to place that object on the data stack.


          In ANS Forth, the current state of the interpreter can be read from the flag STATE which contains the value true when in compilation state and false otherwise. This allows the implementation of so-called state-smart words with behaviour that changes according to the current state of the interpreter.


          Unnamed words and execution tokens


          In ANS Forth, unnamed words can be defined with the word :NONAME which compiles the following words up to the next ; (semi-colon) and leaves an execution token on the data stack. The execution token provides an opaque handle for the compiled semantics, similar to the function pointers of the C programming language.


          Execution tokens can be stored in variables. The word EXECUTE takes an execution token from the data stack and performs the associated semantics. The word COMPILE, (compile-comma) takes an execution token from the data stack and appends the associated semantics to the current definition.


          The word ' (tick) takes the name of a word as a parameter and returns the execution token associated with that word on the data stack. In interpretation state, ' RANDOM-WORD EXECUTE is equivalent to RANDOM-WORD.


          


          Parsing words and comments


          The words : (colon), POSTPONE, ' (tick) and :NONAME are examples of parsing words that take their arguments from the user input device instead of the data stack. Another example is the word ( (paren) which reads and ignores the following words up to and including the next right parenthesis and is used to place comments in a colon definition. Similarly, the word \ (backslash) is used for comments that continue to the end of the current line. To be parsed correctly, ( (paren) and \ (backslash) must be separated by whitespace from the following comment text.


          


          Structure of code


          In most Forth systems, the body of a code definition consists of either machine language, or some form of threaded code. Traditionally, indirect-threaded code was used, but direct-threaded and subroutine threaded Forths have also been popular. The fastest modern Forths use subroutine threading, insert simple words as macros, and perform peephole optimization or other optimizing strategies to make the code smaller and faster.


          


          Data objects


          When a word is a variable or other data object, the CF points to the runtime code associated with the defining word that created it. A defining word has a characteristic "defining behavior" (creating a dictionary entry plus possibly allocating and initializing data space) and also specifies the behaviour of an instance of the class of words constructed by this defining word. Examples include:


          
            	VARIABLE


            	Names an uninitialized, one-cell memory location. Instance behaviour of a VARIABLE returns its address on the stack.


            	CONSTANT


            	Names a value (specified as an argument to CONSTANT). Instance behaviour returns the value.


            	CREATE


            	Names a location; space may be allocated at this location, or it can be set to contain a string or other initialized value. Instance behaviour returns the address of the beginning of this space.

          


          Forth also provides a facility by which a programmer can define new application-specific defining words, specifying both a custom defining behavior and instance behaviour. Some examples include circular buffers, named bits on an I/O port, and automatically-indexed arrays.


          Data objects defined by these and similar words are global in scope. The function provided by local variables in other languages is provided by the data stack in Forth (although Forth also has real local variables). Forth programming style uses very few named data objects compared with other languages; typically such data objects are used to contain data which is used by a number of words or tasks (in a multitasked implementation).


          Forth does not enforce consistency of data type usage; it is the programmer's responsibility to use appropriate operators to fetch and store values or perform other operations on data.


          


          Programming


          Words written in Forth are compiled into an executable form. The classical "indirect threaded" implementations compile lists of addresses of words to be executed in turn; many modern systems generate actual machine code (including calls to some external words and code for others expanded in place). Some systems have optimizing compilers. Generally speaking, a Forth program is saved as the memory image of the compiled program with a single command (e.g., RUN) that is executed when the compiled version is loaded.


          During development, the programmer uses the interpreter to execute and test each little piece as it is developed. Most Forth programmers therefore advocate a loose top-down design, and bottom-up development with continuous testing and integration.


          The top-down design is usually separation of the program into "vocabularies" that are then used as high-level sets of tools to write the final program. A well-designed Forth program reads like natural language, and implements not just a single solution, but also sets of tools to attack related problems.


          


          Code examples


          


          Hello world


          One possible implementation:

          
: HELLO ( -- ) CR ." Hello, world!" ;
HELLO



          The word CR causes the following output to be displayed on a new line. The parsing word ." (dot-quote) reads a double-quote delimited string and appends code to the current definition so that the parsed string will be displayed on execution. The space character separating the word ." from the string Hello, world! is not included as part of the string. It is needed so that the parser recognizes ." as a Forth word.


          A standard Forth system is also an interpreter, and the same output can be obtained by typing the following code fragment into the Forth console:

          
CR .( Hello, world!)



          .( (dot-paren) is an immediate word that parses a parenthesis-delimited string and displays it. As with the word ." the space character separating .( from Hello, world! is not part of the string.


          The word CR comes before the text to print. By convention, the Forth interpreter does not start output on a new line. Also by convention, the interpreter waits for input at the end of the previous line, after an ok prompt. There is no implied 'flush-buffer' action in Forth's CR, as sometimes is in other programming languages.


          


          Mixing compilation state and interpretation state


          Here is the definition of a word EMIT-Q which when executed emits the single character Q:

          
: EMIT-Q 81 ( the ASCII value for the character 'Q' ) EMIT ;



          This definition was written to use the ASCII value of the Q character (81) directly. The text between the parentheses is a comment and is ignored by the compiler. The word EMIT takes a value from the data stack and displays the corresponding character.


          The following redefinition of EMIT-Q uses the words [ (left-bracket), ] (right-bracket), CHAR and LITERAL to temporarily switch to interpreter state, calculate the ASCII value of the Q character, return to compilation state and append the calculated value to the current colon definition:

          
: EMIT-Q [ CHAR Q ] LITERAL EMIT ;



          The parsing word CHAR takes a space-delimited word as parameter and places the value of its first character on the data stack. The word [CHAR] is an immediate version of CHAR. Using [CHAR], the example definition for EMIT-Q could be rewritten like this:

          
: EMIT-Q [CHAR] Q EMIT ; \ Emit the single character 'Q'



          This definition used \ (backslash) for the describing comment.


          Both CHAR and [CHAR] are predefined in ANS Forth. Using IMMEDIATE and POSTPONE, [CHAR] could have been defined like this:

          
: [CHAR] CHAR POSTPONE LITERAL ; IMMEDIATE



          


          Implementations


          Because the Forth virtual machine is simple to implement and has no standard reference implementation, there are a plethora of implementations of the language. In addition to supporting the standard varieties of desktop computer systems ( POSIX, Microsoft Windows, Mac OS X), many of these Forth systems also target a variety of embedded systems. Listed here are the some of the more prominent systems which obey the 1994 ANS Forth standard.


          
            	GNU Forth - a portable ANS Forth implementation from the GNU Project


            	Forth Inc. - founded by the originators of Forth, sells desktop (SwiftForth) and embedded (SwiftX) ANS Forth solutions


            	MPE Ltd. - sells highly-optimized desktop (VFX) and embedded ANS Forth compilers


            	Open Firmware - a bootloader and BIOS standard based on ANS Forth


            	Freely available implementations


            	Commercial implementations


            	A more up-to-date index of Forth systems, organized by platform
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              	Forth Bridge
            


            
              	[image: Forth Bridge]

            


            
              	Carries

              	Rail traffic
            


            
              	Crosses

              	Firth of Forth
            


            
              	Locale

              	Edinburgh, Inchgarvie and Fife, Scotland
            


            
              	Maintained by

              	Balfour Beatty under contract to Network Rail
            


            
              	Design

              	Cantilever bridge
            


            
              	Longestspan

              	2 of 521.3m (1710ft)
            


            
              	Totallength

              	2,528.7metres (8,296ft)
            


            
              	Clearance below

              	150feet (46m)
            


            
              	AADT

              	190 - 200 trains per day
            


            
              	Openingdate

              	March 4, 1890
            


            
              	Coordinates

              	Coordinates:
            

          


          The Forth Bridge is a cantilever, railway bridge over the Firth of Forth in the east of Scotland, to the east of the Forth Road Bridge, and 14 km (9 miles) west of central Edinburgh. It is often called the "Forth Rail Bridge" to distinguish it from the Forth Road Bridge. The bridge connects Scotland's capital Edinburgh with the Kingdom of Fife, and acts as a major artery connecting the north-east and south-east of the country. Described as "the one internationally recognised Scottish landmark", it may be nominated by the British government as a UNESCO World Heritage Site. The bridge and its associated railway infrastructure is owned by Network Rail Infrastructure Limited.


          


          History


          
            [image: Forth Bridge at night]

            
              Forth Bridge at night
            

          


          Construction of an earlier bridge, designed by Sir Thomas Bouch, got as far as the laying of the foundation stone, but was stopped after the failure of another of his works, the Tay Bridge. Bouch had proposed a suspension bridge but the public inquiry into the Tay bridge disaster showed that he had under-designed the structure and mistakenly used cast iron, which weakened the entire structure. On Bouch's death the project was handed over to Sir John Fowler and Sir Benjamin Baker, who designed a structure that was built by Sir William Arrol & Co. between 1883 and 1890. It was built in steel alone, being the first bridge to use that material. Baker - "one of the most remarkable civil engineers Britain ever produced" - and his colleague Allan Stewart received the major credit for design and overseeing construction work.


          


          Construction


          The bridge is, even today, regarded as an engineering marvel. It is 2.5 km (1.5 miles) in length, and the double track is elevated 46 m (approx. 150 ft) above high tide. It consists of two main spans of 1,710ft (520m), two side spans of 675 ft, 15 approach spans of 168ft (51m), and five of 25ft (7.6m). Each main span comprises two 680ft (210m) cantilever arms supporting a central 350ft (110m) span girder bridge. The three great four-tower cantilever structures are 340 ft (104 m) tall, each 70ft (21m) diameter foot resting on a separate foundation. The southern group of foundations had to be constructed as caissons under compressed air, to a depth of 90ft (27m). At its peak, approximately 4,600 workers were employed in its construction. Initially, it was recorded that 57 lives were lost; however, after extensive research by local historians, the figure has been revised upwards to 98. Eight men were saved by boats positioned in the river under the working areas.


          
            [image: Forth Bridge]

            
              Forth Bridge
            

          


          Hundreds more were left crippled by serious accidents, and one log book of accidents and sickness had 26,000 entries. In 2005, a project was set up by the Queensferry History Group to establish a memorial to those workers who died during the bridge's construction. In North Queensferry, a decision was also made to set up memorial benches to commemorate those who died during the construction of both the rail and the road bridges, and to seek support for this project from Fife Council.


          
            [image: The Forth road and rail bridges; the rail bridge is on the right.]

            
              The Forth road and rail bridges; the rail bridge is on the right.
            

          


          More than 55,000 tons of steel were used, as well as 18,122 m of granite and over eight million rivets. The bridge was opened on March 4, 1890 by the Prince of Wales, later King Edward VII, who drove home the last rivet, which was gold plated and suitably inscribed. A contemporary materials analysis of the bridge, circa 2002, found that the steel in the bridge is of good quality, with little variation.


          The use of a cantilever in bridge design was not a new idea, but the scale of Baker's undertaking was a real pioneering effort, afterwards extensively followed in different parts of the world. Much of the work done was without precedent, including calculations for incidence of erection stresses, provisions made for reducing future maintenance costs, calculations for wind pressures made evident by the Tay Bridge disaster, the effect of temperature stresses on the structure, and so on.


          Where possible, the bridge used natural features such as Inchgarvie, an island, the promontories on either side of the firth at this point, and also the high banks on either side.


          The bridge has a speed limit of 50mph for passenger trains and 20mph for freight trains. The weight limit for any train on the bridge is 1,422 tonnes (1,442,000 kg) although this is waived for the frequent coal trains, provided two such trains do not simultaneously occupy the bridge. The route availability code is RA8, meaning any current UK locomotive can use the bridge, which was designed to accommodate the heavier steam locomotives.


          Up to 190-200 trains per day crossed the bridge in 2006.
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              Firth of Forth Rail Bridge Head-on Panorama
            

          


          


          Maintaining the Forth Bridge


          A structure like the Forth Bridge needs constant maintenance and the ancillary works for the bridge included not only a maintenance workshop and yard but a railway "colony" of some fifty houses at Dalmeny Station. The track on the bridge is of "waybeam" construction: 12 inch square baulks of timber 6 metres long are bolted into steel troughs in the bridge deck and the rails are fixed on top of these special sleepers known as waybeams. In 1992 the bridge was re-railed with standard BS113A rail(54 kg/m). Prior to 1992 the rails on the bridge were of a unique "Forth Bridge" Section.


          

          Although modern trains put fewer stresses on the bridge than the earlier steam trains, the bridge needs constant maintenance, and this is currently undertaken by Balfour Beatty under contract to Network Rail.


          "Painting the Forth Bridge" is a colloquial term for a never-ending task (a modern rendering of the myth of Sisyphus), coined on the erroneous belief that, at one time in the history of the bridge, repainting was required and commenced immediately upon completion of the previous repaint. According to a 2004 New Civil Engineer report on contemporary maintenance, such a practice never existed, although under British Rail management, and before, the bridge had a permanent maintenance crew.


          A contemporary repainting of the bridge commenced with a contract award in 2002, for a schedule of work expected to continue until March 2009, involving the application of 20,000 m of paint at a cost estimate of 13M a year. This new coat of paint is expected to have a life of at least 25 years. In 2008 the total cost was revised upwards to 180M, and projections for finishing the job to 2012.


          In a report produced by JE Jacobs, Grant Thornton and Faber Maunsell in 2007 which reviewed the alternative options for a second road crossing, it was stated that the estimated working life of the Forth Rail Bridge was in excess of 100 years.
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              Firth of Forth Road (left) & Rail (right) bridges
            

          


          


          Competition


          The Forth Road Bridge is another popular crossing of the Firth.


          In 2007, in a two week trial jointly funded by SEStran and StageCoach, a passenger hovercraft ran between Kirkcaldy and Edinburgh. Video of landing at Edinburgh


          The new Stirling-Alloa-Kincardine rail link under construction will divert coal trains from the bridge. Instead they will travel via Stirling to Longannet Power Station. With this, there is a possibility that freight restrictions will be lifted and the potential of increasing trains from 10 tph (trains per hour) to 12 tph.


          


          Popular culture


          
            	The bridge is featured prominently in a scene in Alfred Hitchcock's 1935 film The 39 Steps and even more so in the 1959 remake.


            	The bridge long featured in posters advertising the soft drink Barr's Irn Bru, with the slogan: Made in Scotland, from girders


            	The bridge was lit up red for BBC's Comic Relief in 2005


            	A countdown clock to the millennium was placed on the bridge in 1998.


            	The Bridge, a novel by Iain Banks, is mainly set on a fictionalised version of the bridge.


            	In Alan Turing's most famous paper about artificial intelligence, one of the challenges put to the subject of an imagined Turing test is "Please write me a sonnet on the subject of the Forth Bridge". The test subject in Turing's paper answers, "Count me out on this one. I never could write poetry".


            	The Kincaid Rail bridge in the video game Grand Theft Auto: San Andreas is based on this bridge. The designer, Rockstar North, is based in Edinburgh.


            	The process of painting the bridge presumably inspired Tom Stoppard's radio play Albert's Bridge.
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              Original rivet from the Forth Bridge.
            

          


          
            	Sebastien Foucan, a French freerunner, crawled along one of the highest points of the bridge, without a harness, for the Jump Britain documentary made by Channel 4.


            	Linus points out the bridge from the airplane in the 1980 Peanuts film, Bon Voyage, Charlie Brown (And Don't Come Back!!) as they approached Heathrow Airport. The Forth Bridge is 273nautical miles (506km) north of Heathrow, but is generally visible on the approach to Edinburgh Airport.


            	Robin Laing, a Scottish folk singer, recorded a song about the structure and Ben Baker entitled "The Forth Bridge"
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              Historic Map of railways around the bridge
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              	Forth Road Bridge
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              The Forth Road Bridge, viewed from the Fife side, straddling the Firth of Forth.
            


            
              	Officialname

              	Forth Road Bridge
            


            
              	Carries

              	Motor vehicles

              ( A90 road)

              Cyclists

              ( National Cycle Route 1)

              Pedestrians
            


            
              	Crosses

              	Firth of Forth
            


            
              	Locale

              	Edinburgh, Scotland
            


            
              	Maintained by

              	Forth Estuary Transport Authority
            


            
              	Design

              	Suspension bridge
            


            
              	Longestspan

              	1,006m (3,298ft)
            


            
              	Totallength

              	2,512m (8,242ft)
            


            
              	Width

              	33m (110ft) Dual two-lane carriageway, two cycle/footpaths
            


            
              	Clearance below

              	44.3m (145.3ft)
            


            
              	AADT

              	~32,000 vehicles (2004 estimate)
            


            
              	Openingdate

              	4 September 1964
            


            
              	Toll

              	Free since 11 February 2008
            


            
              	Coordinates

              	Coordinates:
            

          


          The Forth Road Bridge is a suspension bridge in east central Scotland. The bridge, built in 1964, spans the Firth of Forth, connecting the capital city Edinburgh at South Queensferry to Fife at North Queensferry. The bridge replaced a centuries-old ferry service to carry vehicular traffic, cyclists, and pedestrians across the Forth; rail crossings are made by the adjacent and historic Forth Bridge.


          Issues regarding the continued tolling of the bridge, and those over its deteriorating condition and proposals to have it replaced or supplemented by an additional crossing, have caused it to become something of a political football for the Scottish Parliament which eventually voted to scrap tolls on the bridge with effect from 11 February 2008.


          


          History


          The first crossing at what is now the site of the bridge was established in the 11th century by Margaret, queen consort of King Malcolm III, who founded a ferry service to transport religious pilgrims from Edinburgh to Dunfermline Abbey and St Andrews. Its creation gave rise to the port towns which remain to this day, and the service remained in uninterrupted use as a passenger ferry for over eight hundred years. As early as the 1740s there were proposals for a road crossing at the site, although their viability was only considered following the construction of the first Forth bridge in 1890.


          The importance of the crossing to vehicular traffic was underpinned when the Great Britain road numbering scheme was drawn up in the 1920s. The planners wished the arterial A9 road to be routed across the Forth here, although the unwillingness to have a ferry crossing as part of this route led to the A90 number being assigned instead.


          There was a period of renewed lobbying for a road crossing in the 1920s and 1930s, at which time the only vehicle crossing was a single passenger and vehicle ferry. Sir William Denny championed the expansion of that service in the 1930s, providing and operating two additional ferries on behalf of the London and North Eastern Railway that aimed to supplement the services of the adjacent railway bridge. Their success allowed for the addition of two more craft in the 1940s and 1950s, by which time the ferries were making 40,000 crossings, carrying 1.5 million passengers and 800,000 vehicles annually.


          With the then-newest and nearest bridge spanning the Forth (the Kincardine Bridge, built in 1936) still around 15miles (24km) upstream, the upsurge in demand for a road crossing between Edinburgh and Fife prompted the UK government establish the Forth Road Bridge Joint Board by Act of Parliament in 1947 to oversee the implementation of a new bridge to replace the ferry service. The final construction plan was accepted in February 1958 and work began in September of that year.


          Mott, Hay and Anderson and Freeman Fox & Partners carried out the design work and Sir William Arrol & Co. constructed the bridge at a cost of 11.5 million, while the total cost of the project including road connections and realignments was 19.5 million. Seven lives were lost during construction before the bridge was opened by Queen Elizabeth II and the Duke of Edinburgh on 4 September 1964. The ferry service was discontinued as of that date. The bridge's management was delegated to the FRBJB, and remained so until 2002 when its operation was transferred to a new body with a wider remit, the Forth Estuary Transport Authority.


          


          Statistics
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              High-tensile wires suspending the deck of the northbound carriageway.
            

          


          The bridge's central main span is 1,006m (3,298ft) long, its two side spans are each 408m (1338ft) long, and the approach viaducts are 252m (827ft) on the north side and 438m (1,437ft) on the south side; at a total length of 2,512m (8,242ft), it was the longest suspension bridge outside the United States and the fourth-largest in the world at the time of its construction. The bridge comprises 39,000 tons of steel and 115,000 cubic metres of concrete. Its width comprises a dual carriageway road with two lanes in each direction bounded by cycle/footpaths on each side. The main strung cables are 590mm in diameter and each carries 13,800tonnes of the bridge's load by suspending 11,618 5mm diameter high tensile wires.


          The bridge forms a crucial part of the corridor between south-east and north-east Scotland, linking Edinburgh to Perth, Dundee and Aberdeen by the A90 road and its sister M90 motorway which begins a few miles north of the bridge's northern terminus. The bridge carried around 2.5 million vehicles in its first year but the annual figure has risen steadily over time to around 11.8 million vehicles in 2004 alone. The bridge carried its 250 millionth vehicle in 2002.


          It was awarded Historic Scotland's Category A listed structure status in 2001.


          


          Tolling issues


          On 11 February 2008 tolls were abolished on the bridge.


          Initially, it was suggested that tolling would cease once the original cost of construction plus interest accrued had been repaid - this was done in 1993 and tolls were planned for removal by May 1995. However, the legislation enabling the levying of tolls has instead been renewed by Parliament (originally that of the UK but now the responsibility of the Scottish Parliament) on three separate occasions in 1998, 2003 and 2006.


          Originally, a toll was paid for each direction of travel with sets of toll booths on both carriageways. In 1997, a decision was made to double the northbound toll (then 40p, to 80p) and remove the southbound toll. The belief was that almost all traffic makes a return journey across the bridge, resulting in a reduction of congestion for southbound traffic without reducing overall toll revenues.


          The Forth Estuary Transport Authority (FETA) has justified the continued use of tolls by suggesting they are necessary to fund maintenance and improvement works. These include the construction of defences around the submerged piers forming the bases of the main towers in the event of collision in the Firth. The main towers have also been strengthened with internal steel columns (the original tower structure having been hollow) and had hydraulic rams jack up these sections to transfer a portion of the load to the new steelwork. Also, the vertical cables suspending the deck have had their bolts replaced after a single detected failure. A new paint system required development for the bridge (the original having been phased out due to environmental concerns) and the toll plaza and booths have been replaced allowing more comfort for toll-collection staff and the introduction of electronic tolling.


          


          Variable tolling proposals


          
            
              Forth Road Bridge

              variable tolling plan
            

            
              	Start

              	End

              	Toll
            


            
              	00:00

              	07:30

              	1
            


            
              	07:30

              	08:30

              	2
            


            
              	08:30

              	14:00

              	1
            


            
              	14:00

              	15:00

              	2
            


            
              	15:00

              	16:00

              	3
            


            
              	16:00

              	18:00

              	4
            


            
              	18:00

              	18:30

              	3
            


            
              	18:30

              	19:00

              	2
            


            
              	19:00

              	24:00

              	1
            


            
              	source: Edinburgh Today
            

          


          In late 2005, FETA's committee approved a proposal for a complete revamp of the system of toll levies. The minimum toll would be set to the existing 1 figure, but would increase dependent on the time of day, rising to a maximum of 4 for evening rush hour travel. All tolls would be halved for cars with more than one occupant, as an incentive to drivers to share cars and make fewer journeys. According to FETA's chairman Lawrence Marshall, the system would provide the most efficiency, claiming that 80% of peak-time journeys are made by single-occupant vehicles. The proposal, passed with the chairman's casting vote after the committee was deadlocked, was referred to the Scottish Executive in December 2005, and implementation planned for October 2007 subject to approval by transport minister Tavish Scott. Environmental groups welcomed the proposal, although local politicians condemned it as simply a means of raising capital. At the same time, a counter-argument was tabled by Fife councillors proposing the complete removal of tolls.


          The Scottish Parliament debated the proposals in January 2006, and the affair became a major political issue after Westminster-based MPs Gordon Brown and Alistair Darling ( Chancellor of the Exchequer and Secretary of State for Scotland respectively) were seen to describe the variable tolling plan as "dead in the water". Scottish First Minister Jack McConnell insisted his Labour Party colleagues were misquoted and himself refused to rule out the plan, receiving considerable condemnation from the opposition Scottish National Party.


          The political situation was particularly important given that by late January 2006, campaigning was well underway for a by-election scheduled to take place for the Westminster constituency of Dunfermline and West Fife in which the north end of the bridge is situated. The by-election, scheduled for February 9, was contested by - in addition to the major political parties in Scotland - an Abolish Forth Bridge Tolls Party. It was eventually won by Liberal Democrat candidate Willie Rennie, overturning a large Labour majority on a 16% swing.


          In the aftermath of the by-election defeat, media speculation suggested the Executive had turned against the proposals, and Tavish Scott eventually confirmed their rejection and the retention of the existing toll structure on 1 March 2006. FETA condemned the decision, while local opposition MSPs charged the minister that his tolling review short-changed Fifers as tolls were axed on the Erskine Bridge leaving tolls on only the Forth and Tay Road Bridge, both in Fife.


          


          Abolition


          Following the formation of an SNP minority government after the Scottish parliamentary election of May 2007, a new debate on the abolition of tolls was opened by Transport Minister Stewart Stevenson on May 31, 2007, where it was approved in principal by a unanimous vote. Toll levies at that point totalled 16 million annually.


          The Abolition of Bridge Tolls (Scotland) Bill, required to revoke legislation mandating toll collection on the bridge, was introduced to the Scottish Parliament on 3 September 2007, passed on 20 December 2007, and received royal assent on 24 January 2008. The tolls were removed on 11 February 2008 at 00:01 GMT.
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              A panoramic view of the Forth Bridges viewed from the south bank of the Firth of Forth. The older rail bridge is to the right, east of the newer road bridge.
            

          


          


          Structural issues
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              An inspection of the integrity of the cables underway on the bridge.
            

          


          There has been concern at FETA over the structural wear-and-tear of the bridge. The planned theoretical capacity for the bridge (30,000 vehicles per day in each direction) is routinely exceeded as traffic levels have outstripped predictions. FETA predicts the demand could rise to an average of 40,000 vehicles per day in each direction by 2010 and the Scottish Executive admit that 60,000 vehicles is not uncommon for weekday travel. This has raised concerns about the lifespan of the bridge, originally planned at 120 years.


          2003 saw an inspection programme launched (at a cost of 1.2 million) to assess the condition of the bridge's main suspension cables after excessive corrosion was discovered in a number of older bridges in the United States of a similar design and size. The study, which was completed in 2005, found that the main cables had suffered an estimated 8-10% loss of strength. Future projections highlight the likelihood of an accelerating loss of strength, with traffic restrictions to limit loading required in 2014 in the worst case scenario, followed by full closure as early as 2020. There have been allegations of poor workmanship on the bridge which, combined with the adverse weather while it was being constructed, has led to speculation that these steel wires have become crossed instead of being parallel as intended.


          Further monitoring and remedial work is now under way. An "acoustic monitoring" system was commissioned in August 2006, which uses listening devices to monitor any further strands snapping and pinpoint their location within the main cables.


          Given the significance of the findings of the first internal inspection, in November 2005 the Scottish Executive appointed Flint & Neill Partnership to audit the results. The purpose of the audit was to carry out a desk study of the findings and to advise the Scottish Executive whether those findings were reached using a process of appropriate rigour and whether the conclusions were reasonable. Flint & Neill appointed New York based Ammann & Whitney to act as sub-consultants providing specialist advice using experience gained from inspections and assessments carried out in America. In January 2006, an audit report to the Scottish Executive concluded that FETAs consultant performed the initial internal inspection and cable strength calculation in accordance with accepted practice in the United States and in general conformance with accepted industry guidelines published in 2004 by the NCHRP. Flint & Neill noted that the initial investigation by FETA was not prompted by the discovery of any concerns with the Forth Road Bridge cables but as a prudent response to the results of findings in the USA. When the original scope for this initial investigation was determined, the severity of the findings was not anticipated. The audit report suggested that traffic restrictions could be required as early as 2013.


          A number of options are being implemented to increase the bridge's lifespan. These include an extensive dehumidification programme to slow the rate of corrosion in the main cables by installing a system that will keep the air in the voids between the strands that make up the main cables at a humidity level of below 40%. Engineering consultants Faber Maunsell began work on the project in 2006. The works are planned to take two and a half years at a cost of 7.8 million. As part of the works, some of the corroded cable strands are to be spliced.


          


          Proposals for a new Forth Road Bridge
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              The Forth Bridges, with the road bridge crossing to the left of the rail bridge.
            

          


          With a complete closure of the existing Forth Road Bridge predicted by approximately 2020 without drastic action, there is a threat of serious economic consequences, due to the strategic importance of the bridge in the Scottish transport network and the estimated 10-year-plus timescale for construction of a replacement.


          Proposals for an additional road crossing had initially been drawn up in the early 1990s, but met stiff opposition from environmentalists and from Edinburgh City Council on the grounds of the increased traffic it would generate. Following the Labour victory in the 1997 General Election, the proposals were shelved; however, they have resurfaced as of 2005, given the concerns over the existing bridge's lifespan. A new cable-stayed bridge has been announced at an estimated cost of between 3.25 billion and 4.22 billion. There remains considerable opposition to the project on the same grounds as before, particularly from the Scottish Green Party.


          The funding for the new bridge is uncertain: the Scottish Government intends to replace Public-private partnership funding for such schemes with the Scottish Futures Trust, but details for this have not been agreed. Construction industry trade newspaper Construction News reports that work on the new bridge is planned to run between 2011 and 2017.
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              Roman Britain, with the Fosse Way in red
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              Fosse Way from the top of Brinklow Castle, Warwickshire
            

          


          The Fosse Way was a Roman road in England that linked Exeter ( Isca Dumnoniorum) in South West England to Lincoln ( Lindum Colonia) in the East Midlands, via Ilchester ( Lindinis), Bath ( Aquae Sulis), Cirencester ( Corinium) and Leicester ( Ratae Corieltauvorum).


          It joined Akeman Street and Ermin Way at Cirencester, crossed Watling Street at Venonis ( High Cross) south of Leicester, and joined Ermine Street at Lincoln.


          The word Fosse is derived from the Latin fossa, meaning ditch. For the first few decades after the Roman invasion of Britain in AD 43, the Fosse Way marked the western frontier of Roman rule. It is possible that the road began as a defensive ditch that was later filled in and converted into a road, or possibly a defensive ditch ran alongside the road for at least some of its length.


          The Fosse Way is the only Roman road in Britain to retain its original Latin name. Most others were named by the Saxons, centuries after the Romans left Britain.


          It is remarkable for its extremely direct route: from Lincoln to Ilchester in Somerset, a distance of 182 miles, it is never more than six miles from a straight line.


          


          Today's route


          Many sections of the Fosse Way form parts of modern roads and lanes, and parish, district or county boundaries.


          Several place names on the route have the suffix -cester or -chester, which is from the Latin castra meaning military camp. Some settlements are named after the road itself, such as Fosse-, or -on-Fosse, while others have a more generic form, such as Street, Strete, -le-Street, Stratton, Stretton, Stratford, and Stretford, from the Latin strata, meaning paved road.


          


          Lincoln to Leicester


          Between Lincoln and Leicester the A46 follows the route of the Fosse Way. The A46 deviates from Fosse Way at East Goscote, to follow the Leicester Western Bypass. The original alignment is still visible, as an unclassified road called Fosse Way passes through Syston, continuing as the minor road Melton Road through Thurmaston, before merging with the A607 (the old A46), continuing into the city centre on the old alignment, first as Melton Road then Belgrave Road and Belgrave Gate. The alignment terminates at the Clock Tower, and picks up again at Narborough Road (the A5460), on the other side of the River Soar.


          


          Leicester to Cirencester


          South of Leicester, apart from a short deviation near Narborough where the original course is no longer visible, the B4114 (the A46 until renumbered on the building of the M69) follows the route. A couple of miles north of the A5, the B4114 diverges from the line of the Fosse Way to pass through the village of Sharnford. For two miles the route of the Fosse Way is followed by a minor road which, although single track, runs along a much wider and slightly domed strip of land with deep ditches either side (the agger). The modern road ends at a picnic site car park, and a further mile and a half southwards can be explored on foot.


          The junction with Watling Street, now the A5, is at High Cross (Roman name Venonis). Watling Street is the the county boundary between Leicestershire and Warwickshire.


          The Fosse Way follows the B4455 across Warwickshire, through Street Ashton, Stretton-under-Fosse, Stretton-on-Dunsmore, and the site of a Roman town near Chesterton , until it joins the A429 near the boundary with Gloucestershire. The route then follows the A429 through Stretton-on-Fosse, Moreton-in-Marsh, Stow-on-the-Wold, Northleach and Fossebridge, to Cirencester, where it crosses Akeman Street and Ermin Way.


          


          Cirencester to Bath


          South of Cirencester the Fosse Way follows a short section of the A433, then goes cross country, following the county boundary between Gloucestershire and Wiltshire, across the old airfield at RAF Kemble, then follows fragmented sections of country lanes. It passes near the Iron Age hill fort of Bury Camp and another section of the county boundary, before dropping through Batheaston and into Bath back onto the A46.


          


          Bath to Ilchester


          Between Bath and Shepton Mallet the line of the Fosse Way follows parts of the A367, through Radstock and Stratton-on-the-Fosse. It runs across open country and farm tracks parallel to the A37 north of Shepton Mallet, near the Iron Age hill fort of Maesbury. At Beacon Hill south of Oakhill, it crossed the Roman road along the Mendip ridgeway from Old Sarum to the lead and silver mines at Charterhouse. The Fosse Way passes through the eastern suburbs of Shepton Mallet on a short stretch of the A361 to Cannard's Grave, where it picks up the A37.


          The Fosse Way follows the A37 through Street-on-the-Fosse and Lydford-on-Fosse on a direct route to Ilchester. The route leaves the A37 at the A303 junction just north of Ilchester, and follows a small track, before picking up the B3151 through the town.


          The Roman road from Ilchester to Dorchester, Dorset continues on the line of A37 through Yeovil to the south east. Other minor Roman roads lead from Ilchester and Lydford-on-Fosse towards Street and the A39 route along the Polden Hills, leading to Roman salt works on the Somerset Levels, and ports at Combwich, Crandon Bridge and Highbridge.


          


          Ilchester to Exeter


          After Ilchester the Fosse Way follows a section of the A303 under the ramparts of the Iron Age hill fort of Ham Hill, occupied by the Second Legion after conquest of the Durotriges in Dorset.


          The alignment leaves major roads after Petherton Bridge over the River Parrett, and follows country lanes to Over Stratton and Dinnington, where members of the Channel 4 television programme Time Team recently uncovered a mosaic next to the road.


          The route crosses a stream called Stretford Water, climbs the ridge, and follows a short section of the A30 at Windwhistle Hill. Then it turns on to the B3167 through the hamlets of Street and Perry Street, joins the A358, crosses the River Axe at what used to be called Stratford (now called Weycroft), and on to Axminster.


          Now we come to the difficult question of where the Fosse Way ends. There are further alignments on the A358 at Ball's Farm and Musbury south of Axminster, which imply a Roman road did continue along the River Axe toward Axmouth and Seaton. These sections are labelled Fosse Way on Ordnance Survey maps.


          However, the main route for Exeter would have followed the Dorchester road west from Axminster to Honiton. The crossroads in Axminster was controlled by a Roman fort at Woodbury Farm, now on the southern edge of the town. The route to the west crosses the Rivers Axe and Yarty to Kilmington, continuing on segments of the A35 and minor local lanes to Honiton.


          From Honiton the route leads south-west along the old A30, to Strete Ralegh, where there is a short break, then a clear alignment along a minor road towards Exeter.


          It is also likely that one or more side roads split from the Fosse Way at Lopen Head or Dinnington, passing around Ilminster, then following the line of the current A303/A30 from Horton to Honiton. For example, there are villages called Crock Street and Street Ash on or near these routes. So in the later years of Roman occupation, there would probably have been a choice of routes from Ilchester to Honiton.


          
            Retrieved from " http://en.wikipedia.org/wiki/Fosse_Way"
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          Fossils (from Latin fossus, literally "having been dug up") are the preserved remains or traces of animals, plants, and other organisms from the remote past. The totality of fossils, both discovered and undiscovered, and their placement in fossiliferous (fossil-containing) rock formations and sedimentary layers ( strata) is known as the fossil record. The study of fossils across geological time, how they were formed, and the evolutionary relationships between taxa ( phylogeny) are some of the most important functions of the science of paleontology.


          Fossils are typically distinguished by minimum age, most often the arbitrary date of 10,000 years ago. Hence, fossils range in age from the youngest at the start of the Holocene Epoch to the oldest from the Archaean Eon several billion years old. The observations that certain fossils were associated with certain rock strata led early geologists to recognize a geological timescale in the 19th century. The development of radiometric dating techniques in the early 20th century allowed geologists to determine the numerical or "absolute" age of the various strata and thereby the included fossils.


          Like extant organisms, fossils vary in size from microscopic, such as single bacterial cells only one micrometer in diameter, to gigantic, such as dinosaurs and trees many meters long and weighing many tons. A fossil normally preserves only a portion of the deceased organism, usually that portion that was partially mineralized during life, such as the bones and teeth of vertebrates, or the chitinous exoskeletons of invertebrates. Preservation of soft tissues is exquisitely rare in the fossil record. Fossils may also consist of the marks left behind by the organism while it was alive, such as the footprint or feces ( coprolites) of a reptile. These types of fossil are called trace fossils (or ichnofossils), as opposed to body fossils. Finally, past life leaves some markers that cannot be seen but can be detected in the form of biochemical signals; these are known as chemofossils or biomarkers.


          


          Places of exceptional fossilization


          Fossil sites with exceptional preservation  sometimes including preserved soft tissues  are known as Lagersttten. These formations may have resulted from carcass burial in an anoxic environment with minimal bacteria, thus delaying decomposition. Lagersttten span geological time from the Cambrian period to the present. Worldwide, some of the best examples of near-perfect fossilization are the Cambrian Maotianshan shales and Burgess Shale, the Devonian Hunsrck Slates, the Jurassic Solnhofen limestone, and the Carboniferous Mazon Creek localities.


          


          Earliest fossiliferous sites
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          Earths oldest fossils are the stromatolites consisting of rock built from layer upon layer of sediment and precipitants. Based on studies of now-rare (but living) stromatolites (specifically, certain blue-green bacteria), the growth of fossil stromatolitic structures was biogenetically mediated by mats of microorganisms through their entrapment of sediments. However, abiotic mechanisms for stromatolitic growth are also known, leading to a decades-long and sometimes-contentious scientific debate regarding biogenesis of certain formations, especially those from the lower to middle Archaean eon.


          It is most widely accepted that stromatolites from the late Archaean and through the middle Proterozoic eon were mostly formed by massive colonies of cyanobacteria (formerly known as blue-green "algae"), and that the oxygen byproduct of their photosynthetic metabolism first resulted in earths massive banded iron formations and subsequently oxygenated earths atmosphere.


          Even though it is extra rare, microstructures resembling cells are sometimes found within stromatolites; but these are also the source of scientific contention. The Gunflint Chert contains abundant microfossils widely accepted as a diverse consortium of 2.0 bya microbes.


          In contrast, putative fossil cyanobacteria cells from the 3.4 bya Warrawoona Group in Western Australia are in dispute since abiotic processes cannot be ruled out. Confirmation of the Warrawoona microstructures as cyanobacteria would profoundly impact our understanding of when and how early life diversified, pushing important evolutionary milestones further back in time (reference). The continued study of these oldest fossils is paramount to calibrate complementary molecular phylogenetics models.


          


          Developments in interpretation of the fossil record


          
            [image: Silurian Orthoceras Fossil]
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          Ever since recorded history began, and probably before, people have found fossils, pieces of rock and minerals which have replaced the remains of biologic organisms or preserved their external form. These fossils, and the totality of their occurrence within the sequence of Earth's rock strata is referred to as the fossil record.


          The fossil record was one of the early sources of data relevant to the study of evolution and continues to be relevant to the history of life on Earth. Paleontologists examine the fossil record in order to understand the process of evolution and the way particular species have evolved.


          


          Explanations
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          Various explanations have been put forth throughout history to explain what fossils are and how they came to be where they were found. Many of these explanations relied on folktales or mythologies. In China the fossil bones of ancient mammals including Homo erectus were often mistaken for  dragon bones and used as medicine and aphrodisiacs. In the West the presence of fossilized sea creatures high up on mountainsides was seen as proof of the biblical deluge. More scientific views of fossils began to emerge during the Renaissance. For example, Leonardo Da Vinci noticed discrepancies with the use of the biblical flood narrative as an explanation for fossil origins:


          
            	
              
                	"If the Deluge had carried the shells for distances of three and four hundred miles from the sea it would have carried them mixed with various other natural objects all heaped up together; but even at such distances from the sea we see the oysters all together and also the shellfish and the cuttlefish and all the other shells which congregate together, found all together dead; and the solitary shells are found apart from one another as we see them every day on the sea-shores.


                	And we find oysters together in very large families, among which some may be seen with their shells still joined together, indicating that they were left there by the sea and that they were still living when the strait of Gibraltar was cut through. In the mountains of Parma and Piacenza multitudes of shells and corals with holes may be seen still sticking to the rocks..."

              

            

          


          William Smith (1769-1839), an English canal engineer, observed that rocks of different ages (based on the law of superposition) preserved different assemblages of fossils, and that these assemblages succeeded one another in a regular and determinable order. He observed that rocks from distant locations could be correlated based on the fossils they contained. He termed this the principle of faunal succession.


          Smith, who preceded Charles Darwin, was unaware of biological evolution and did not know why faunal succession occurred. Biological evolution explains why faunal succession exists: as different organisms evolve, change and go extinct, they leave behind fossils. Faunal succession was one of the chief pieces of evidence cited by Darwin that biological evolution had occurred.


          


          Biological explanations


          Early naturalists well understood the similarities and differences of living species leading Linnaeus to develop a hierarchical classification system still in use today. It was Darwin and his contemporaries who first linked the hierarchical structure of the great tree of life in living organisms with the then very sparse fossil record. Darwin eloquently described a process of descent with modification, or evolution, whereby organisms either adapt to natural and changing environmental pressures, or they perish.
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          When Charles Darwin wrote On the Origin of Species by Means of Natural Selection, or the Preservation of Favoured Races in the Struggle for Life, the oldest animal fossils were those from the Cambrian Period, now known to be about 540 million years old. The absence of older fossils worried Darwin about the implications for the validity of his theories, but he expressed hope that such fossils would be found, noting that: "only a small portion of the world is known with accuracy." Darwin also pondered the sudden appearance of many groups (i.e. phyla) in the oldest known Cambrian fossiliferous strata.


          


          Further discoveries


          Since Darwin's time, the fossil record has been pushed back to between 2.3 and 3.5 billion years before the present. Most of these Precambrian fossils are microscopic bacteria or microfossils. However, macroscopic fossils are now known from the late Proterozoic. The Ediacaran biota (also called Vendian biota) dating from 575 million years ago collectively constitutes a richly diverse assembly of early multicellular eukaryotes.


          The fossil record and faunal succession form the basis of the science of biostratigraphy or determining the age of rocks based on the fossils they contain. For the first 150 years of geology, biostratigraphy and superposition were the only means for determining the relative age of rocks. The geologic time scale was developed based on the relative ages of rock strata as determined by the early paleontologists and stratigraphers.


          Since the early years of the twentieth century, absolute dating methods, such as radiometric dating (including potassium/argon, argon/argon, uranium series, and carbon-14 dating) have been used to verify the relative ages obtained by fossils and to provide absolute ages for many fossils. Radiometric dating has shown that the earliest known stromatolites are over 3.4 billion years old. Various dating methods have been used and are used today depending on local geology and context, and while there is some variance in the results from these dating methods, nearly all of them provide evidence for a very old Earth, approximately 4.6 billion years.


          


          Modern view


          "The fossil record is lifes evolutionary epic that unfolded over four billion years as environmental conditions and genetic potential interacted in accordance with natural selection." The earths climate, tectonics, atmosphere, oceans, and periodic disasters invoked the primary selective pressures on all organisms, which they either adapted to, or they perished with or without leaving descendants. Modern paleontology has joined with evolutionary biology to share the interdisciplinary task of unfolding the tree of life, which inevitably leads backwards in time to the microscopic life of the Precambrian when cell structure and functions evolved. Earths deep time in the Proterozoic and deeper still in the Archaean is only "recounted by microscopic fossils and subtle chemical signals." Molecular biologists, using phylogenetics, can compare protein amino acid or nucleotide sequence homology (i.e., similarity) to infer taxonomy and evolutionary distances among organisms, but with limited statistical confidence. The study of fossils, on the other hand, can more specifically pinpoint when and in what organism branching occurred in the tree of life. Modern phylogenetics and paleontology work together in the clarification of sciences still dim view of the appearance of life and its evolution during deep time on earth.
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          Niles Eldredges study of the Phacops trilobite genus supported the hypothesis that modifications to the arrangement of the trilobites eye lenses proceeded by fits and starts over millions of years during the Devonian. Eldredge's interpretation of the Phacops fossil record was that the aftermaths of the lens changes, but not the rapidly occurring evolutionary process, were fossilized. This and other data led Stephen Jay Gould and Niles Eldredge to publish the seminal paper on punctuated equilibrium in 1971.


          


          Example of modern development


          An example of modern paleontological progress is the application of synchrotron X-ray tomographic techniques to early Cambrian bilaterian embryonic microfossils that has recently yielded new insights of metazoan evolution at its earliest stages. The tomography technique provides previously unattainable three-dimensional resolution at the limits of fossilization. Fossils of two enigmatic bilaterians, the worm-like Markuelia and a putative, primitive protostome, Pseudooides, provide a peek at germ layer embryonic development. These 543-million-year-old embryos support the emergence of some aspects of arthropod development earlier than previously thought in the late Proterozoic. The preserved embryos from China and Siberia underwent rapid diagenetic phosphatization resulting in exquisite preservation, including cell structures. This research is a notable example of how knowledge encoded by the fossil record continues to contribute otherwise unattainable information on the emergence and development of life on Earth. For example, the research suggests Markuelia has closest affinity to priapulid worms, and is adjacent to the evolutionary branching of Priapulida, Nematoda and Arthropoda.


          


          Rarity of fossils
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          Fossilization is an exceptionally rare occurrence, because most components of formerly-living things tend to decompose relatively quickly following death. In order for an organism to be fossilized, the remains normally need to be covered by sediment as soon as possible. However there are exceptions to this, such as if an organism becomes frozen, desiccated, or comes to rest in an anoxic (oxygen-free) environment. There are several different types of fossils and fossilization processes.


          Due to the combined effect of taphonomic processes and simple mathematical chance, fossilization tends to favour organisms with hard body parts, those that were widespread, and those that lived for a long time. On the other hand, it is very unusual to find fossils of small, soft bodied, geographically restricted and geologically ephemeral organisms, because of their relative rarity and low likelihood of preservation.


          Larger specimens ( macrofossils) are more often observed, dug up and displayed, although microscopic remains ( microfossils) are actually far more common in the fossil record.


          Some casual observers have been perplexed by the rarity of transitional species within the fossil record. The conventional explanation for this rarity was given by Darwin, who stated that "the extreme imperfection of the geological record," combined with the short duration and narrow geographical range of transitional species, made it unlikely that many such fossils would be found. Simply put, the conditions under which fossilization takes place are quite rare; and it is highly unlikely that any given organism will leave behind a fossil. Eldredge and Gould developed their theory of punctuated equilibrium in part to explain the pattern of stasis and sudden appearance in the fossil record.


          


          Types of preservation


          


          Permineralization
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          Permineralization occurs after burial, as the empty spaces within an organism (spaces filled with liquid or gas during life) become filled with mineral-rich groundwater and the minerals precipitate from the groundwater, thus occupying the empty spaces. This process can occur in very small spaces, such as within the cell wall of a plant cell. Small scale permineralization can produce very detailed fossils. For permineralization to occur, the organism must become covered by sediment soon after death or soon after the initial decaying process. The degree to which the remains are decayed when covered determines the later details of the fossil. Some fossils consist only of skeletal remains or teeth; other fossils contain traces of skin, feathers or even soft tissues. This is a form of diagenesis.


          


          Casts and molds
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          In some cases the original remains of the organism have been completely dissolved or otherwise destroyed. When all that is left is an organism-shaped hole in the rock, it is called an external mold. If this hole is later filled with other minerals, it is a cast. An internal mold is formed when sediments or minerals fill the internal cavity of an organism, such as the inside of a bivalve or snail.


          


          Replacement and recrystallization


          Replacement occurs when the shell, bone or other tissue is replaced with another mineral. In some cases mineral replacement of the original shell occurs so gradually and at such fine scales that microstructural features are preserved despite the total loss of original material. A shell is said to be recrystallized when the original skeletal minerals are still present but in a different crystal form, as from aragonite to calcite.


          


          Compression fossils


          Compression fossils, such as those of fossil ferns, are the result of chemical reduction of the complex organic molecules composing the organism's tissues. In this case the fossil consists of original material, albeit in a geochemically altered state. This chemical change is an expression of diagenesis.


          


          Bioimmuration
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          Bioimmuration is a type of preservation in which a skeletal organism overgrows or otherwise subsumes another organism, preserving the latter, or an impression of it, within the skeleton. Usually it is a sessile skeletal organism, such as a bryozoan or an oyster, which grows along a substrate, covering other sessile encrusters. Sometimes the bioimmured organism is soft-bodied and is then preserved in negative relief as a kind of external mold. There are also cases where an organism settles on top of a living skeletal organism which grows upwards, preserving the settler in its skeleton. Bioimmuration is known in the fossil record from the Ordovician to the Recent.


          To sum up, fossilization processes proceed differently for different kinds of tissues and under different kinds of conditions.


          


          Trace fossils


          Trace fossils are the remains of trackways, burrows, bioerosion, eggs and eggshells, nests, droppings and other types of impressions. Fossilized droppings, called coprolites, can give insight into the feeding behaviour of animals and can therefore be of great importance.


          


          Microfossils
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          'Microfossil' is a descriptive term applied to fossilized plants and animals whose size is just at or below the level at which the fossil can be analyzed by the naked eye. A commonly applied cut-off point between "micro" and "macro" fossils is 1 mm, although this is only an approximate guide. Microfossils may either be complete (or near-complete) organisms in themselves (such as the marine plankters foraminifera and coccolithophores) or component parts (such as small teeth or spores) of larger animals or plants. Microfossils are of critical importance as a reservoir of paleoclimate information, and are also commonly used by biostratigraphers to assist in the correlation of rock units.


          


          Resin fossils
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          Fossil resin (colloquially called amber) is a natural polymer found in many types of strata throughout the world, even the Arctic. The oldest fossil resin dates to the Triassic, though most dates to the Tertiary. The excretion of the resin by certain plants is thought to be an evolutionary adaptation for protection from insects and to seal wounds caused by damage elements. Fossil resin often contains other fossils called inclusions that were captured by the sticky resin. These include bacteria, fungi, other plants, and animals. Animal inclusions are usually small invertebrates, predominantly arthropods such as insects and spiders, and only extremely rarely a vertebrate such as a small lizard. Preservation of inclusions can be exquisite, including small fragments of DNA.


          


          Pseudofossils
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          Pseudofossils are visual patterns in rocks that are produced by naturally occurring geologic processes rather than biologic processes. They can easily be mistaken for real fossils. Some pseudofossils, such as dendrites, are formed by naturally occurring fissures in the rock that get filled up by percolating minerals. Other types of pseudofossils are kidney ore (round shapes in iron ore) and moss agates, which look like moss or plant leaves. Concretions, spherical or ovoid-shaped nodules found in some sedimentary strata, were once thought to be dinosaur eggs, and are often mistaken for fossils as well.


          
            [image: Ginkgo adiantoides Eocene fossil leaf from the Tranquille Shale of British Columbia, Canada.]
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          Living fossils


          Living fossil is an informal term used for any living species which closely resembles a species known from fossils -- that is, it is as if the ancient fossil had "come to life."


          This can be (a) a species or taxon known only from fossils until living representatives were discovered, such as the lobed-finned coelacanth, primitive monoplacophoran mollusk, and the Chinese maidenhair tree, or (b) a single living species with no close relatives, such as the New Caledonian Kagu, or the Sunbittern, or (c) a small group of closely-related species with no other close relatives, such as the oxygen-producing, primoidial stromatolite, inarticulate lampshell Lingula, many-chambered pearly Nautilus, rootless whisk fern, armored horseshoe crab, and dinosaur-like tuatara that are the sole survivors of a once large and widespread group in the fossil record.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fossil"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Fossil fuel


        
          

          Fossil fuels or mineral fuels are fossil source fuels, that is, hydrocarbons found within the top layer of the Earths crust.


          They range from volatile materials with low carbon:hydrogen ratios like methane, to liquid petroleum to nonvolatile materials composed of almost pure carbon, like anthracite coal. Methane can be found in hydrocarbon fields, alone, associated with oil, or in the form of methane clathrates. It is generally accepted that they formed from the fossilized remains of dead plants and animals by exposure to heat and pressure in the Earth's crust over hundreds of millions of years. This is known as the biogenic theory and was first introduced by Georg Agricola in 1556 and later by Mikhail Lomonosov in 1757. There is an opposing more modern theory that the more volatile hydrocarbons, especially natural gas, are formed by abiogenic processes, that is no living material was involved in their formation.


          It was estimated by the Energy Information Administration that in 2005, 86% of primary energy production in the world came from burning fossil fuels, with the remaining non-fossil sources being hydroelectric 6.3%, nuclear 6.0%, and other ( geothermal, solar, wind, and wood and waste) 0.9 percent.


          Fossil fuels are non-renewable resources because they take millions of years to form, and reserves are being depleted much faster than new ones are being formed. Concern about fossil fuel supplies is one of the causes of regional and global conflicts. The production and use of fossil fuels raise environmental concerns. A global movement toward the generation of renewable energy is therefore under way to help meet increased energy needs.


          The burning of fossil fuels produces around 21.3 billion tonnes (= 21.3 gigatons) of carbon dioxide per year, but it is estimated that natural processes can only absorb about half of that amount, so there is a net increase of 10.65 billion tonnes of atmospheric carbon dioxide per year (one tonne of atmospheric carbon is equivalent to 44/12 or 3.7 tonnes of carbon dioxide). Carbon dioxide is one of the greenhouse gases that enhances radiative forcing and contributes to global warming, causing the average surface temperature of the Earth to rise in response, which climate scientists agree will cause major adverse effects, including reduced biodiversity and, over time, cause sea level rise.


          


          Origin


          According to the biogenic theory, petroleum is formed from the preserved remains of prehistoric zooplankton and algae which have settled to the sea (or lake) bottom in large quantities under anoxic conditions. Over geological time, this organic matter, mixed with mud, is buried under heavy layers of sediment. The resulting high levels of heat and pressure cause the organic matter to chemically change during diagenesis, first into a waxy material known as kerogen which is found in various oil shales around the world, and then with more heat into liquid and gaseous hydrocarbons in a process known as catagenesis.


          Terrestrial plants, on the other hand, tend to form coal. Many of the coal fields date to the carboniferous period.


          Comparative figures:


          
            	1 litre of regular gasoline is the time-rendered result of about 23.5 metric tonnes of ancient phytoplankton material deposited on the ocean floor.


            	The total fossil fuel used in the year 1997 is the result of 422 years of all plant matter that grew on the entire surface and in all the oceans of the ancient earth.

          


          


          Importance


          Fossil fuels are of great importance because they can be burned ( oxidized to carbon dioxide and water), producing significant amounts of energy. The use of coal as a fuel predates recorded history. Semi-solid hydrocarbons from seeps were also burned in ancient times, but these materials were mostly used for waterproofing and embalming. Commercial exploitation of petroleum, largely as a replacement for oils from animal sources (notably whale oil) for use in oil lamps began in the nineteenth century. Natural gas, once flared-off as an un-needed byproduct of petroleum production, is now considered a very valuable resource.


          Heavy crude oil, which is very much more viscous than conventional crude oil, and tar sands, where bitumen is found mixed with sand and clay, are becoming more important as sources of fossil fuel. Oil shale and similar materials are sedimentary rocks containing kerogen, a complex mixture of high-molecular weight organic compounds, which yield synthetic crude oil when heated ( pyrolyzed). These materials have yet to be exploited commercially.


          Prior to the latter half of the eighteenth century, windmills or watermills provided the energy needed for industry such as milling flour, sawing wood or pumping water, and burning wood or peat provided domestic heat. The wide-scale use of fossil fuels, coal at first and petroleum later, to fire steam engines, enabled the Industrial Revolution. At the same time, gas lights using natural gas or coal gas were coming into wide use. The invention of the internal combustion engine and its use in automobiles and trucks greatly increased the demand for gasoline and diesel oil, both made from fossil fuels. Other forms of transportation, railways and aircraft also required fossil fuels. The other major use for fossil fuels is in generating electricity.


          Fossil fuels are also the main source of raw materials for the petrochemical industry.


          


          Limits and alternatives
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          The principle of supply and demand suggests that as hydrocarbon supplies diminish, prices will rise. Therefore higher prices will lead to increased alternative, renewable energy supplies as previously uneconomic sources become sufficiently economical to exploit. Artificial gasolines and other renewable energy sources currently require more expensive production and processing technologies than conventional petroleum reserves, but may become economically viable in the near future. See Energy development. Different alternative sources of energy include nuclear, hydroelectric, solar, wind, and geothermal.


          


          Levels and flows


          Levels of primary energy sources are the reserves in the ground. Flows are production. The most important part of primary energy sources are the carbon based fossil energy sources. Oil, coal, and gas stood for 79.6% of primary energy production during 2002 (in million tonnes of oil equivalent (mtoe)) (34.9+23.5+21.2).


          Levels (reserves) ( EIA oil, gas, coal estimates, EIA oil, gas estimates)


          
            	Oil: 1,050 to 1,277 billion barrels (167 to 203 km) 2003-2005


            	Gas: 6,040 - 6,806 trillion cubic feet (171,000 to 192,700 km) 6,806*0.182= 1,239 billion barrel oil equivalent (BBOE) 2003-2005


            	Coal: 1,081,000 million short tons (1,081,000*0.907186*4.879= 4,786 BBOE) (2004)

          


          Flows (daily production) during 2002 (7.9 is a ratio to convert tonnes of oil equivalent to barrels of oil equivalent)


          
            	Oil: (10,230*0.349)*7.9/365= 77 million barrels per day


            	Gas: (10,230*0.212)*7.9/365= 47 million barrels oil equivalent per day {MBOED}


            	Coal: (10,230*0.235)*7.9/365= 52 MBOED

          


          Years of production left in the ground with the most optimistic reserve estimates (Oil & Gas Journal, World Oil)


          
            	Oil: 1,277,000 million barrel reserve/77 million barrels used per day/365 days per year= 45 years


            	Gas: 1,239,000 million barrels equivalent reserve/47 million barrel equivalent used per day/365 days per year= 72 years


            	Coal: 4,786,000 million barrels equivalent reserve/52 million barrel equivalent used per day/365 days per year= 252 years

          


          Note that this calculation assumes that the product could be produced at a constant level for that number of years and that all of the reserves could be recovered. In reality, consumption of all three resources has been increasing. While this suggests that the resource will be used up more quickly, in reality, the production curve is much more akin to a bell curve. At some point in time, the production of each resource within an area, country, or globally will reach a maximum value, after which, the production will decline until it reaches a point where is no longer economically feasible or physically possible to produce. See Hubbert peak theory for detail on this decline curve with regard to petroleum.


          The above discussion emphasizes worldwide energy balance. It is also valuable to understand the ratio of reserves to annual consumption (R/C) by region or country. For example, energy policy of the United Kingdom recognizes that Europe's R/C value is 3.0, very low by world standards, and exposes that region to energy vulnerability. Specific alternatives to fossil fuels are a subject of intense debate worldwide.


          


          Environmental effects


          In the United States, more than 90% of greenhouse gas emissions come from the combustion of fossil fuels. Combustion of fossil fuels also produces other air pollutants, such as nitrogen oxides, sulfur dioxide, volatile organic compounds and heavy metals.


          According to Environment Canada:


          
            "The electricity sector is unique among industrial sectors in its very large contribution to emissions associated with nearly all air issues. Electricity generation produces a large share of Canadian nitrogen oxides and sulphur dioxide emissions, which contribute to smog and acid rain and the formation of fine particulate matter. It is the largest uncontrolled industrial source of mercury emissions in Canada. Fossil fuel-fired electric power plants also emit carbon dioxide, which may contribute to climate change. In addition, the sector has significant impacts on water and habitat and species. In particular, hydro dams and transmission lines have significant effects on water and biodiversity."

          


          Combustion of fossil fuels generates sulfuric, carbonic, and nitric acids, which fall to Earth as acid rain, impacting both natural areas and the built environment. Monuments and sculptures made from marble and limestone are particularly vulnerable, as the acids dissolve calcium carbonate.


          Fossil fuels also contain radioactive materials, mainly uranium and thorium, that are released into the atmosphere. In 2000, about 12,000 metric tons of thorium and 5,000 metric tons of uranium were released worldwide from burning coal. It is estimated that during 1982, US coal burning released 155 times as much radioactivity into the atmosphere as the Three Mile Island incident. However, this radioactivity from coal burning is minuscule at each source and has not shown to have any adverse effect on human physiology.


          Burning coal also generates large amounts of bottom ash and fly ash. These materials are used in a wide variety of applications, utilizing, for example, about 40% of the US production.


          Harvesting, processing, and distributing fossil fuels can also create environmental concerns. Coal mining methods, particularly mountaintop removal and strip mining, have negative environmental impacts, and offshore oil drilling poses a hazard to aquatic organisms. Oil refineries also have negative environmental impacts, including air and water pollution. Transportation of coal requires the use of diesel-powered locomotives, while crude oil is typically transported by tanker ships, each of which requires the combustion of additional fossil fuels.


          Environmental regulation uses a variety of approaches to limit these emissions, such as command-and-control (which mandates the amount of pollution or the technology used), economic incentives, or voluntary programs.


          An example of such regulation in the USA is the "EPA is implementing policies to reduce airborne mercury emissions. Under regulations issued in 2005, coal-fired power plants will need to reduce their emissions by 70 percent by 2018.".


          In economic terms, pollution from fossil fuels is regarded as a negative externality. Taxation is considered one way to make societal costs explicit, in order to 'internalize' the cost of pollution. This aims to make fossil fuels more expensive, thereby reducing their use and the amount of pollution associated with them, along with raising the funds necessary to counteract these factors. Although European nations impose some pollution taxes, they also give billions of subsidies to the fossil fuel industry, offsetting the taxes.


          Former CIA Director James Woolsey recently outlined the national security arguments in favour of moving away from fossil fuels.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fossil_fuel"
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        Four colour theorem
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              Example of a four-colored map
            

          


          The four colour theorem (also known as the four colour map theorem) states that given any plane separated into regions, such as a political map of the states of a country, the regions may be colored using no more than four colors in such a way that no two adjacent regions receive the same colour. Two regions are called adjacent only if they share a border segment, not just a point. Each region must be contiguous: that is, it may not have exclaves like some real countries such as Angola, Azerbaijan, the United States, or Russia.


          It is often the case that using only three colors is inadequate. This applies already to the map with one region surrounded by three other regions (although with an even number of surrounding countries three colors are enough) and it is not at all difficult to prove that five colors are sufficient to colour a map.


          The four colour theorem was the first major theorem to be proven using a computer, and the proof is not accepted by all mathematicians because it would be unfeasible for a human to verify by hand (see computer-assisted proof). Ultimately, in order to believe the proof, one has to have faith in the correctness of the compiler and hardware executing the program used for the proof.


          The perceived lack of mathematical elegance by the general mathematical community was another factor, and to paraphrase comments of the time, "a good mathematical proof is like a poemthis is a telephone directory!"


          


          History


          The conjecture was first proposed in 1852 when Francis Guthrie, while trying to colour the map of counties of England, noticed that only four different colors were needed. At the time, Guthrie's brother, Fredrick, was a student of Augustus De Morgan at University College. Francis inquired with Fredrick regarding it, who then took it to DeMorgan. (Fredrick Guthrie graduated later in 1852, and later became a professor of mathematics in South Africa). According to De Morgan:


          
            A student of mine [Guthrie] asked me today to give him a reason for a fact which I did not know was a fact - and do not yet. He says that if a figure be anyhow divided and the compartments differently coloured so that figures with any portion of common boundary line are differently colored - four colours may be wanted, but not morethe following is the case in which four colours are wanted. Query cannot a necessity for five or more be invented

          


          The first published reference is by Arthur Cayley, who in turn credits the conjecture to De Morgan.


          There were several early failed attempts at proving the theorem. One proof of the theorem was given by Alfred Kempe in 1879, which was widely acclaimed; another proof was given by Peter Guthrie Tait in 1880. It wasn't until 1890 that Kempe's proof was shown incorrect by Percy Heawood, and 1891 that Tait's proof was shown incorrect by Julius Peterseneach false proof stood unchallenged for 11 years.


          In 1890, in addition to exposing the flaw in Kempe's proof, Heawood proved that all planar graphs are five-colorable; see five colour theorem.


          Significant results were produced by Croatian mathematician Danilo Blanua in the 1940s by finding an original snark.


          During the 1960s and 1970s German mathematician Heinrich Heesch developed methods of applying the computer in searching for a proof.


          It was not until 1976 that the four-colour conjecture was finally proven by Kenneth Appel and Wolfgang Haken at the University of Illinois. They were assisted in some algorithmic work by John Koch.


          If the four-colour conjecture were false, there would be at least one map with the smallest possible number of regions that requires five colors. The proof showed that such a minimal counterexample cannot exist through the use of two technical concepts:


          
            	An unavoidable set contains regions such that every map must have at least one region from this collection.


            	A reducible configuration is an arrangement of countries that cannot occur in a minimal counterexample. If a map contains a reducible configuration, and the rest of the map can be colored with four colors, then the entire map can be colored with four colors and so this map is not minimal.

          


          Using mathematical rules and procedures based on properties of reducible configurations (e.g. the method of discharging, rings, Kempe chains, etc.), Appel and Haken found an unavoidable set of reducible configurations, thus proving that a minimal counterexample to the four-colour conjecture could not exist. Their proof reduced the infinitude of possible maps to 1,936 reducible configurations (later reduced to 1,476) which had to be checked one by one by computer. This reducibility part of the work was independently double checked with different programs and computers. However, the unavoidability part of the proof was over 500 pages of hand written counter-counter-examples, much of which was Haken's teenage son Lippold verifying graph colorings. The computer program ran for hundreds of hours.


          Since the proving of the theorem, efficient algorithms have been found for 4-coloring maps requiring only O(n2) time, where n is the number of vertices. In 1996, Neil Robertson, Daniel P. Sanders, Paul Seymour, and Robin Thomas created a quadratic time algorithm, utilizing Edward Belaga's work to improve a quartic algorithm based on Appel and Hakens proof. This new proof is similar to Appel and Haken's but more efficient because it reduced the complexity of the problem and required checking only 633 reducible configurations. Both the unavoidability and reducibility parts of this new proof must be executed by computer and are impractical to check by hand.


          In 1980, George Spencer-Brown deposited his purported proof of the four colour map theorem at the Royal Society. The validity of this proof, which makes up Appendix 5 of the German translation of his book " Laws of Form" (Lbeck 1997), is generally doubted.


          In 2004 Benjamin Werner and Georges Gonthier formalized a proof of the theorem inside the Coq proof assistant (Gonthier, n.d.). This removes the need to trust the various computer programs used to verify particular cases; it is only necessary to trust the Coq kernel.


          There are also efficient algorithms to determine whether 1 or 2 colors suffice to colour a map. Determining whether 3 colors suffice is, however, NP-complete, and so a fast algorithm is unlikely. Determining whether a general (possibly non-planar) graph can be 4-colored is likewise NP-complete.


          


          Not for mapmakers


          Although the four colour theorem was discovered in the process of coloring a real map, it is rarely used in practical cartography. According to Kenneth May, a mathematical historian who studied a sample of atlases in the Library of Congress, there is no tendency to minimize the number of colors used. Many maps use colour for things other than political regions. Most maps use more than four colors, and when only four colors are used, usually the minimum number of colors actually needed is fewer than four.


          On most actual maps there are lakes, which must all be in the same colour. This is then additional to whatever colors are required for political regions. If the lakes are counted as a single region, the theorem does not apply. It can be applied to the map's land areas alone by considering the lakes as not belonging to the map regions, but on actual maps several non- contiguous map regions may furthermore belong to a single non- connected political region and require the same colour (see below), so then again the theorem does not apply.


          Textbooks on cartography and the history of cartography do not mention the four color theorem, even though map coloring is a subject of discussion. Generally, mapmakers say they are more concerned about coloring political maps in a balanced fashion, so that no single colour dominates. Whether they use four, five, or more colors is not a primary concern.


          


          Formal statement in graph theory


          To formally state the theorem, it is easiest to rephrase it in graph theory. It then states that the vertices of every planar graph can be colored with at most four colors so that no two adjacent vertices receive the same colour. Or "every planar graph is four-colorable" for short. Here, every region of the map is replaced by a vertex of the graph, and two vertices are connected by an edge if and only if the two regions share a border segment (not just a corner).


          
            [image: ]
          


          


          False disproofs


          Like many famous open problems of mathematics, the four colour theorem has attracted a large number of false proofs and disproofs in its long history. Some, like Kempe's and Tait's mentioned above, stood under public scrutiny for over a decade before they were exposed. But many more, authored by amateurs, were never published at all.
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                	This map has been colored with five colors...

                	...but it is necessary to change at least four of the ten regions to obtain a coloring with only four colors.
              

            

          


          Generally, the simplest "counterexamples" attempt to create one region which touches all other regions. This forces the remaining regions to be colored with only three colors. Because the four colour theorem is true, this is always possible; however, because the person drawing the map is focused on the one large region, they fail to notice that the remaining regions can in fact be colored with three colors.


          This trick can be generalized: there are many maps where if the colors of some regions are selected beforehand, it becomes impossible to colour the remaining regions without exceeding four colors. A casual verifier of the counterexample may not think to change the colors of these regions, so that the counterexample will appear as though it is valid.


          Perhaps one effect underlying this common misconception is the fact that the colour restriction is not transitive: a region only has to be colored differently from regions it touches directly, not regions touching regions that it touches. If this were the restriction, planar graphs would require arbitrarily large numbers of colors.


          Other false disproofs violate the assumptions of the theorem in unexpected ways, such as using a region that consists of multiple disconnected parts, or disallowing regions of the same colour from touching at a point.


          


          Generalizations


          
            [image: By joining the single arrows together and the double arrows together, one obtains a torus with seven mutually touching regions; therefore seven colors are necessary]

            
              By joining the single arrows together and the double arrows together, one obtains a torus with seven mutually touching regions; therefore seven colors are necessary
            

          


          
            [image: This construction shows the torus divided into the maximum of seven regions, every one of which touches every other.]

            
              This construction shows the torus divided into the maximum of seven regions, every one of which touches every other.
            

          


          One can also consider the coloring problem on surfaces other than the plane. The problem on the sphere or cylinder is equivalent to that on the plane. For closed (orientable or non-orientable) surfaces with positive genus, the maximum number p of colors needed depends on the surface's Euler characteristic  according to the formula


          
            	[image: p=\left\lfloor\frac{7 + \sqrt{49 - 24 \chi}}{2}\right\rfloor],

          


          where the outermost brackets denote the floor function. The only exception to the formula is the Klein bottle, which has Euler characteristic 0 and requires 6 colors. This was initially known as the Heawood conjecture and proved as The Map Colour Theorem by Gerhard Ringel and J. T. W. Youngs in 1968.


          Alternatively, for an orientable surface the formula can be given in terms of the genus of a surface, g:


          
            	
              
                	[image: p=\left\lfloor\frac{7 + \sqrt{1 + 48g }}{2}\right\rfloor.]

              

            

          


          For example, the torus has Euler characteristic  = 0 (and genus g = 1) and thus p = 7, so no more than 7 colors are required to colour any map on a torus.


          A Mbius strip also requires six colors.


          There is no useful extension of the coloring problem to three-dimensional solid regions. It is trivial to construct a set of n flexible rods, for example, such that every rod touches every other rod. The set would then require n colors, or n+1 if you consider the empty space that also touches every rod. n can be taken to be any integer, as large as desired.


          


          Non-contiguous regions


          
            [image: Example of a map with non-contiguous regions]

            
              Example of a map with non-contiguous regions
            

          


          In the real world, not all countries are contiguous (e.g. Alaska as part of the United States, Nakhchivan as part of Azerbaijan, and Kaliningrad as part of Russia). If the chosen coloring scheme requires that the territory of a particular country must be the same colour, four colors may not be sufficient. For instance, consider a simplified map:


          
            [image: ]
          


          In this map, the two regions labeled A belong to the same country, and must be the same colour. This map then requires five colors, since the two A regions together are contiguous with four other regions, each of which is contiguous with all the others. If A consisted of three regions, six or more colors might be required; one can construct maps that require an arbitrarily high number of colors.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Four_color_theorem"
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        Fourteenth Amendment to the United States Constitution


        
          

          
            [image: Amendment XIV in the National Archives]

            
              Amendment XIV in the National Archives
            

          


          The Fourteenth Amendment (Amendment XIV) to the United States Constitution is one of the post-Civil War amendments (known as the Reconstruction Amendments), first intended to secure rights for former slaves. It includes the Due Process and Equal Protection Clauses, among others. It was proposed on June 13, 1866, and was ratified on July 9, 1868. It is perhaps the most significant structural change to the Constitution since the passage of the United States Bill of Rights.


          The amendment provides a broad definition of United States citizenship, superseding the U.S. Supreme Court's decision in Dred Scott v. Sandford that had excluded African Americans. The amendment requires states to provide equal protection under the law to all persons within their jurisdictions and was used in the mid-20th century to dismantle legal segregation, as in Brown v. Board of Education. Its Due Process Clause has been the basis of much important and controversial case law regarding privacy rights, abortion (see Roe v. Wade), and other issues.


          The other two post-Civil War amendments are the Thirteenth Amendment (banning slavery) and the Fifteenth Amendment (banning race-based voting qualifications). According to Supreme Court Justice Noah Swayne, "Fairly construed, these amendments may be said to rise to the dignity of a new Magna Carta."


          


          Text


          
            
              	

              	
                Section 1. All persons born or naturalized in the United States, and subject to the jurisdiction thereof, are citizens of the United States and of the State wherein they reside. No State shall make or enforce any law which shall abridge the privileges or immunities of citizens of the United States; nor shall any State deprive any person of life, liberty, or property, without due process of law; nor deny to any person within its jurisdiction the equal protection of the laws.

                Section 2. Representatives shall be apportioned among the several States according to their respective numbers, counting the whole number of persons in each State, excluding Indians not taxed. But when the right to vote at any election for the choice of electors for President and Vice President of the United States, Representatives in Congress, the Executive and Judicial officers of a State, or the members of the Legislature thereof, is denied to any of the male inhabitants of such State, being twenty-one years of age, and citizens of the United States, or in any way abridged, except for participation in rebellion, or other crime, the basis of representation therein shall be reduced in the proportion which the number of such male citizens shall bear to the whole number of male citizens twenty-one years of age in such State.


                Section 3. No one shall be a Senator or Representative in Congress, or elector of President and Vice President, or hold any office, civil or military, under the United States, or under any State, who, having previously taken an oath, as a member of Congress, or as an officer of the United States, or as a member of any State legislature, or as an executive or judicial officer of any State, to support the Constitution of the United States, shall have engaged in insurrection or rebellion against the same, or given aid or comfort to the enemies thereof. But Congress may by a vote of two-thirds of each House, remove such disability.


                Section 4. The validity of the public debt of the United States, authorized by law, including debts incurred for payment of pensions and bounties for services in suppressing insurrection or rebellion, shall not be questioned. But neither the United States nor any State shall assume or pay any debt or obligation incurred in aid of insurrection or rebellion against the United States, or any claim for the loss or emancipation of any slave; but all such debts, obligations and claims shall be held illegal and void.


                Section 5. The Congress shall have power to enforce, by appropriate legislation, the provisions of this article.

              

              	
            

          


          


          Citizenship and civil rights


          
            
              	

              	Section 1. All persons born or naturalized in the United States, and subject to the jurisdiction thereof, are citizens of the United States and of the State wherein they reside. No State shall make or enforce any law which shall abridge the privileges or immunities of citizens of the United States; nor shall any State deprive any person of life, liberty, or property, without due process of law; nor deny to any person within its jurisdiction the equal protection of the laws.

              	
            

          


          The first section formally defines citizenship and protects people's civil rights from infringement by any State. This represented the Congress' reversal of that portion of the Dred Scott decision that declared that blacks were not and could not become citizens of the United States or enjoy any of the privileges and immunities of citizenship. The Civil Rights Act of 1866 had already granted U.S. citizenship to all people born in the United States; the framers of the Fourteenth Amendment added this principle into the Constitution to keep the Supreme Court from ruling the Civil Rights Act of 1866 to be unconstitutional for want of Congressional authority to pass such a law or a future Congress from altering it by a bare majority vote.


          


          Citizenship


          The purpose of Section 1 was to provide that former slaves born in the United States would be citizens.


          In 1884, the meaning was tested as to whether it meant that anyone born in the United States would be a citizen regardless of the parents' nationality, in the case of Elk v. Wilkins where the parents were Native American. The Supreme Court held that the children of Native Americans were not citizens despite the fact that they were born in the United States.


          In 1898, the meaning was tested again in the case of United States v. Wong Kim Ark regarding children of Chinese citizens born in United States. This time the Supreme Court ruled that children born on United States soil, with very few exceptions, are U.S. citizens. This type of guaranteelegally termed jus soli or "birthright citizenship" does not exist in most of Europe or Asia, although it is part of English common law and is common in the Americas.


          Since 1898, the phrase and subject to the jurisdiction thereof has been interpreted to mean that there are some exceptions to the universal rule that birth in United States automatically grants citizenship. In the case of United States v. Wong Kim Ark, the Supreme Court ruled that a person born within the territorial boundaries of the United States is eligible for birthright citizenship regardless of the nationality of his or her parents. The only exceptions to this rule identified in Wong Kim Ark concern diplomats, enemy forces in hostile occupation of the United States, and members of Native American tribes.


          It was years later that the exclusion of Native Americans was eliminated by the Indian Citizenship Act of 1924.


          The distinction between "legal" and "illegal" immigrants was not clear at the time of the decision of Wong Kim Ark. Neither in that decision nor in any subsequent case has the Supreme Court explicitly ruled on whether children born in the United States to illegal immigrant parents are entitled to birthright citizenship via the Amendment, although it has generally been assumed that they are. In some cases, the Court has implicitly assumed, or suggested in dicta, that such children are entitled to birthright citizenship: these include INS v. Rios-Pineda, and Plyler v. Doe, . Nevertheless, some claim that Congress possesses the power to exclude such children from US citizenship by legislation: such legislation is often proposed by individual members of Congress but has never been passed into law.


          The Fourteenth Amendment does not explicitly provide any procedure for loss of United States citizenship. Loss of U.S. citizenship is possible only under the following circumstances:


          
            	Fraud in the naturalization process. Technically, this is not loss of citizenship but rather a voiding of the purported naturalization and a declaration that the immigrant never was a U.S. citizen.


            	Voluntary relinquishment of citizenship. This may be accomplished either through renunciation procedures specially established by the State Department or through other actions which demonstrate an intent to give up U.S. citizenship.

          


          For a long time, voluntary acquisition or exercise of a foreign citizenship was considered sufficient cause for revocation of U.S. citizenship. This concept was enshrined in a series of treaties between the United States and other countries (the Bancroft Treaties). However, the Supreme Court overturned this concept in a 1967 case, Afroyim v. Rusk, as well as a 1980 case, Vance v. Terrazas, holding that the Citizenship Clause of the Fourteenth Amendment barred Congress from revoking citizenship.


          


          Civil and other individual rights


          The Congress also passed the Fourteenth Amendment in response to the Black Codes that southern states had passed in the wake of the Thirteenth Amendment, which ended slavery in the United States. Those laws attempted to return freed slaves to something like their former condition by, among other things, restricting their movement and by preventing them from suing or testifying in court.


          Prior to the adoption of this Amendment, the Bill of Rights had been held by the Supreme Court to not apply to the States. While many states modeled their constitutions and laws after the United States Constitution and federal laws, those state constitutions did not necessarily include provisions comparable to the Bill of Rights. According to some commentators, the framers and early supporters of the Fourteenth Amendment believed that it would ensure that the states would be required to recognize the individual rights the federal government was already required to respect in the Bill of Rights and in other constitutional provisions; all of these rights were likely understood to fall within the "privileges or immunities" safeguarded by the Amendment. However, the Supreme Court limited the reach of the Amendment by holding in the Slaughterhouse Cases (1873) that the "privileges or immunities" clause was limited to "privileges or immunities" granted to citizens by the federal government in virtue of national citizenship. The Court further held in the Civil Rights Cases that the Amendment was limited to "state action" and thus did not authorize the Congress to outlaw racial discrimination on the part of private individuals or organizations. Neither of these decisions has been overturned and in fact have been specifically reaffirmed several times.


          In the decades following the adoption of the Fourteenth Amendment, the Supreme Court overturned laws barring blacks from juries ( Strauder v. West Virginia) or discriminating against Chinese-Americans in the regulation of laundry businesses ( Yick Wo v. Hopkins), under the aegis of the Equal Protection Clause.


          In Plessy v. Ferguson, the Supreme Court held that the states could impose segregation so long as they provided equivalent facilitiesthe genesis of the "separate but equal" doctrine. The popular understanding of what was encompassed under "civil rights" was much more restricted during the time of the Fourteenth Amendment's ratification than the present understanding, involving such things as equal treatment in criminal and civil court, in sentencing, and in availability of civil services if they apply. On this scheme, political rights were first guaranteed not with the Fourteenth Amendment but with the Fifteenth Amendment and its right to vote. Social rights first explicitly appeared with Loving v. Virginia (1967), which declared anti-miscegenation laws to be unconstitutional.


          The Court went even further in restricting the Equal Protection Clause in Berea College v. Kentucky, holding that the states could force private actors to discriminate by prohibiting an integrated college from admitting both black and white students. By the early twentieth century, the Equal Protection Clause had been eclipsed to the point that Justice Oliver Wendell Holmes, Jr. dismissed it as "the usual last resort of constitutional arguments."


          The Court held to the "separate but equal" doctrine for more than fifty years, despite numerous cases in which the Court itself had found that the segregated facilities provided by the states were almost never equal, until the case Brown v. Board of Education of Topeka reached the Court. Brown met with a campaign of resistance from white Southerners, and for decades the federal courts attempted to enforce Brown's mandate against continual attempts at circumvention. This resulted in the controversial forced busing decrees handed down by federal courts in many parts of the nation, including major Northern cities such as Detroit ( Milliken v. Bradley) and Boston.


          In the half century since Brown, the Court has extended the reach of the Equal Protection Clause to other historically disadvantaged groups, such as women, aliens, and illegitimate children, although it has applied a somewhat less stringent test than it has applied to governmental discrimination on the basis of race.


          Beginning in the 1880s, the Court interpreted the Fourteenth Amendment's Due Process Clause as providing substantive protection to private contracts and thus prohibiting a range of social and economic regulation. The Court held that the Fourteenth Amendment protected "freedom of contract" or the right of employees and employers to bargain for wages without great interference from the state. Thus, the Court struck down a law decreeing maximum hours for workers in a bakery in Lochner v. New York (1905) and struck down a minimum wage law in 1923's Adkins v. Children's Hospital. The Court did uphold some economic regulation, however, including state prohibition laws ( Mugler v. Kansas), laws declaring maximum hours for mine workers (Holden v. Hardy), laws declaring maximum hours for female workers ( Muller v. Oregon) as well as federal laws regulating narcotics (United States v. Doremus) and President Wilson's intervention in a railroad strike (Wilson v. New).


          The Court overruled Lochner, Adkins, and other precedents protecting "liberty of contract" in 1937's West Coast Hotel v. Parrish, decided in the midst of the New Deal and in the shadow of President Franklin D. Roosevelt's threats to " pack the court" following a series of decisions holding other New Deal legislation unconstitutional. Whether the threat actually caused Justice Roberts to change his votesome people at the time joked "a switch in time saved nine"is still debated; Roosevelt's proposal to expand the Court was defeated.


          Yet, while the Supreme Court has emphatically rejected the substantive due process precedents that allowed it to overturn states' economic regulations, in the past forty years it has recognized a number of "fundamental rights" of individuals, such as privacy and some parental rights, which the states can regulate only under narrowly defined circumstances. In effect, it has found an alternative mechanism for fulfilling many of the intentions the amendment's framers and ratifiers expressed in the Privileges or Immunities Clause, though without acknowledging the inconsistency of earlier decisions with that clause or opting for the full Incorporation of all relevant federal rights against the states in the manner the amendment seems designed to require.


          While it has not been fully implemented, the doctrine of Incorporation has thus been used to ensure, through the unwieldy and unexpected means of the Due Process Clause instead of the Privileges or Immunities Clause, the application of nearly all of the rights explicitly enumerated in the Bill of Rights to the states. As a result, the Fourteenth Amendment not only empowered the federal courts to intervene in this area to enforce the guarantee of due process and the equal protection of the laws but to import the substantive rights of free speech, freedom of religion, protection from unreasonable searches and cruel and unusual punishment, and other limitations on governmental power. At the present, the Supreme Court has held that the Due Process Clause incorporates all of the substantive protections of the First, Fourth, Sixth, and Eighth Amendments and all of the Fifth Amendment other than the requirement that any criminal prosecution must follow a grand jury indictment, but none of the provisions of the Seventh Amendment relating to civil trials. Thus, the Court has also greatly expanded the reach of procedural due process, requiring some sort of hearing before the government may terminate civil service employees, expel a student from public school, or cut off a welfare recipient's benefits.


          Though the framers of the Fourteenth Amendment did not believe it would expand voting rights (leading to the passage of the Fifteenth Amendment, which prohibits racial discrimination in voting rights), the Supreme Court, since 1962's Baker v. Carr and 1964's Reynolds v. Sims, has interpreted the Equal Protection Clause as requiring the states to apportion their congressional districts and state legislative seats on a "one-person, one-vote" basis. The Court has also struck down districting plans in which race was a major consideration. In Shaw v. Reno (1993), the Court prohibited a North Carolina plan aimed at creating majority-black districts to balance historic underrepresentation in the state's Congressional delegations. In League of United Latin American Citizens v. Perry (2006), the Court ruled that Tom DeLay's Texas redistricting plan intentionally diluted the votes of Latinos and thus violated the Equal Protection Clause. In both of those cases, however, the Court refused to interfere with partisan gerrymandering as opposed to racial or ethnic gerrymandering, seeing it as within the valid scope of state authority.


          


          Apportionment of Representatives


          
            
              	

              	Section 2. Representatives shall be apportioned among the several States according to their respective numbers, counting the whole number of persons in each State, excluding Indians not taxed. But when the right to vote at any election for the choice of electors for President and Vice President of the United States, Representatives in Congress, the Executive and Judicial officers of a State, or the members of the Legislature thereof, is denied to any of the male inhabitants of such State, being twenty-one years of age, and citizens of the United States, or in any way abridged, except for participation in rebellion, or other crime, the basis of representation therein shall be reduced in the proportion which the number of such male citizens shall bear to the whole number of male citizens twenty-one years of age in such State.

              	
            

          


          The second section establishes rules for the apportioning of Representatives in the Congress to states, essentially counting all residents for apportionment and reducing apportionment if a state wrongfully denies a person's right to vote. This section overrode the provisions of Article I of the Constitution that counted slaves as three-fifths of a person for purposes of allotting seats in the House of Representatives and the Electoral College.


          However, the provision calling for proportional decreases in House representation for states that denied men over 21 the right to vote was never enforced, despite the fact that Southern states prevented many blacks from voting before the passage of the Voting Rights Act in 1965. Some have argued that Section 2 was implicitly repealed by the Fifteenth Amendment, but it should be noted that the Supreme Court has acknowledged the provisions of Section 2 in modern times. For example, in Richardson v. Ramirez, the Court invoked Section 2 to justify the disenfranchisement of felons by the states. In his dissent, Justice Marshall explained the history of the Section 2 in relation to the Post-Civil War Reconstruction era:


          
            
              	

              	The historical purpose for section 2 itself is, however, relatively clear and, in my view, dispositive of this case. The Republicans who controlled the 39th Congress were concerned that the additional congressional representation of the Southern States which would result from the abolition of slavery might weaken their own political dominance. There were two alternatives available-either to limit southern representation, which was unacceptable on a long-term basis, or to insure that southern Negroes, sympathetic to the Republican cause, would be enfranchised; but an explicit grant of suffrage to Negroes was thought politically unpalatable at the time. Section 2 of the Fourteenth Amendment was the resultant compromise. It put Southern States to a choice-enfranchise Negro voters or lose congressional representation. [...] Section 2 provides a special remedy-reduced representation-to cure a particular form of electoral abuse-the disenfranchisement of Negroes.

              	
            

          


          


          Participants in rebellion


          
            
              	

              	Section 3. No person shall be a Senator or Representative in Congress, or elector of President and Vice President, or hold any office, civil or military, under the United States, or under any State, who, having previously taken an oath, as a member of Congress, or as an officer of the United States, or as a member of any State legislature, or as an executive or judicial officer of any State, to support the Constitution of the United States, shall have engaged in insurrection or rebellion against the same, or given aid or comfort to the enemies thereof. But Congress may by a vote of two-thirds of each House, remove such disability.

              	
            

          


          The third section prevents the election or appointment to any federal or State office of any person who had held any of certain offices and then engaged in insurrection, rebellion, or treason. A two-thirds vote by Congress can override this limitation, however. This disqualification could not have been enacted as a statute, because it would have been an ex post facto punishment. In 1975, Robert E. Lee's citizenship was restored by a joint congressional resolution, retroactive to June 13, 1865. In 1978, two-thirds votes of both Houses of Congress were obtained, posthumously removing the service ban from Jefferson Davis.


          


          Validity of public debt


          
            
              	

              	Section 4. The validity of the public debt of the United States, authorized by law, including debts incurred for payment of pensions and bounties for services in suppressing insurrection or rebellion, shall not be questioned. But neither the United States nor any State shall assume or pay any debt or obligation incurred in aid of insurrection or rebellion against the United States, or any claim for the loss or emancipation of any slave; but all such debts, obligations and claims shall be held illegal and void.

              	
            

          


          The fourth section confirmed that the United States would not pay "damages" for the loss of slaves, or debts that had been incurred by the Confederacy. For example, several English and French banks had loaned money to the South during the war.


          


          Power of enforcement


          
            
              	

              	Section 5. The Congress shall have power to enforce, by appropriate legislation, the provisions of this article.

              	
            

          


          Although in Katzenbach v. Morgan (1966) the Warren Court construed this section broadly, the Rehnquist Court tended to construe it narrowly, as in City of Boerne v. Flores (1997) and Board of Trustees of the University of Alabama v. Garrett (2001). Also see Nevada Department of Human Resources v. Hibbs (2003) and Tennessee v. Lane (2004).


          


          Proposal and ratification


          The Congress proposed the Fourteenth Amendment on June 13, 1866. There being thirty-seven states in the Union at that time, twenty-eight ratifications were necessary for the Amendment's adoption. By July 9, 1868, twenty-eight states had ratified the Amendment:


          
            	Connecticut ( June 25, 1866)


            	New Hampshire ( July 6, 1866)


            	Tennessee ( July 19, 1866)


            	New Jersey ( September 11, 1866)


            	Oregon ( September 19, 1866)


            	Vermont ( October 30, 1866)


            	Ohio ( January 4, 1867)*


            	New York ( January 10, 1867)


            	Kansas ( January 11, 1867)


            	Illinois ( January 15, 1867)


            	West Virginia ( January 16, 1867)


            	Michigan ( January 16, 1867)


            	Minnesota ( January 16, 1867)


            	Maine ( January 19, 1867)


            	Nevada ( January 22, 1867)


            	Indiana ( January 23, 1867)


            	Missouri ( January 25, 1867)


            	Rhode Island ( February 7, 1867)


            	Wisconsin ( February 7, 1867)


            	Pennsylvania ( February 12, 1867)


            	Massachusetts ( March 20, 1867)


            	Nebraska ( June 15, 1867)


            	Iowa ( March 16, 1868)


            	Arkansas ( April 6, 1868)


            	Florida ( June 9, 1868)


            	North Carolina ( July 4, 1868, after having rejected it on December 14, 1866)


            	Louisiana ( July 9, 1868, after having rejected it on February 6, 1867)


            	South Carolina ( July 9, 1868, after having rejected it on December 20, 1866)

          


          *Ohio passed a resolution that purported to withdraw its ratification on January 15, 1868. The New Jersey legislature also tried to rescind its ratification on February 20, 1868. The New Jersey governor had vetoed his state's withdrawal on March 5, and the legislature overrode the veto on March 24. Accordingly, on July 20, 1868, Secretary of State William H. Seward certified that the amendment had become part of the Constitution if the rescissions were ineffective. The Congress responded on the following day, declaring that the amendment was part of the Constitution and ordering Seward to promulgate the amendment.


          Meanwhile, two additional states had ratified the amendment:


          
            	Alabama ( July 13, 1868, the date the ratification was "approved" by the governor)


            	Georgia ( July 21, 1868, after having rejected it on November 9, 1866)

          


          Thus, on July 28, Seward was able to certify unconditionally that the Amendment was part of the Constitution without having to endorse the Congress's assertion that the withdrawals were ineffective.


          There were additional ratifications and rescissions; by 2003, the Amendment had been ratified by every state in the Union as of 1868:


          
            	Oregon (withdrew October 15, 1868)


            	Virginia ( October 8, 1869, after having rejected it on January 9, 1867)


            	Mississippi ( January 17, 1870)


            	Texas ( February 18, 1870, after having rejected it on October 27, 1866)


            	Delaware ( February 12, 1901, after having rejected it on February 7, 1867)


            	Maryland (1959)


            	California (1959)


            	Oregon (1973)


            	Kentucky (1976, after having rejected it on January 8, 1867)


            	New Jersey (2003, after having rescinded on February 20, 1868


            	Ohio (2003, after having rescinded on January 15, 1868)

          


          


          Controversy over ratification


          Bruce Ackerman claims that the ratification of the Fourteenth Amendment violated Article V of the Constitution, because:


          
            	The Fourteenth Amendment was proposed by a rump Congress that did not include representatives and senators from most of the former Confederate states, and, had those congressmen been present, the Amendment would never have passed.


            	Former Confederate states were counted for Article V purposes of ratification, but were not counted for Article I purposes of representation in the Congress.


            	The ratifications of the former Confederate states were not truly free, but were coerced. For instance, many former Confederate states had their readmittance to the Union conditioned on ratifying the Fourteenth Amendment.

          


          In 1968, the Utah Supreme Court diverged from the habeas corpus issue in a case to express its resentment against recent decisions of the U.S. Supreme Court under the Fourteenth Amendment, and to attack the Amendment itself:


          
            In order to have 27 states ratify the Fourteenth Amendment, it was necessary to count those states which had first rejected and then under the duress of military occupation had ratified, and then also to count those states which initially ratified but subsequently rejected the proposal. To leave such dishonest counting to a fractional part of Congress is dangerous in the extreme. What is to prevent any political party having control of both houses of the Congress from refusing to seat the opposition and then without more passing a joint resolution to the effect that the Constitution is amended and that it is the duty of the Administrator of the General Services Administration to proclaim the adoption? Would the Supreme Court of the United States still say the problem was political and refuse to determine whether constitutional standards had been met? How can it be conceived in the minds of anyone that a combination of powerful states can by force of arms deny another state a right to have representation in the Congress until it has ratified an amendment which its people oppose? The Fourteenth Amendment was adopted by means almost as bad as that suggested above.

          


          The 1957 Georgia Memorial to Congress, a resolution passed by the Georgia legislature, disputed the validity of the ratification of the Amendment.


          


          Supreme Court cases


          
            
              	
                
                  	Dred Scott v. Sandford


                  	Barron v. Baltimore


                  	Slaughterhouse Cases


                  	Civil Rights Cases


                  	Elk v. Wilkins


                  	Strauder v. West Virginia


                  	Yick Wo v. Hopkins


                  	Plessy v. Ferguson


                  	Lochner v. New York


                  	Berea College v. Kentucky


                  	Buchanan v. Warley


                  	Pierce v. Society of Sisters


                  	Powell v. Alabama


                  	Shelley v. Kraemer


                  	Brown v. Board of Education


                  	Baker v. Carr


                  	Gideon v. Wainwright


                  	BMW v. Gore


                  	Griswold v. Connecticut


                  	Loving v. Virginia


                  	Pennsylvania Association of Retarded Children (PARC) v. Commonwealth of Pennsylvania

                

              

              	
                
                  	Goldberg v. Kelly


                  	Roe v. Wade


                  	Goss v. Lopez


                  	Board of Regents v. Roth


                  	New Orleans v. Dukes


                  	Lawrence v. Texas


                  	Gitlow v. New York


                  	Standing Bear v. Crook


                  	Sheppard v. Maxwell


                  	Mississippi University for Women v. Hogan


                  	United States v. Wong Kim Ark


                  	United States v. Morrison


                  	Afroyim v. Rusk


                  	Korematsu v. United States


                  	Kolender v. Lawson


                  	Munn v. Illinois


                  	Furman v. Georgia


                  	Gregg v. Georgia


                  	Reitman v. Mulkey


                  	Santa Clara County vs. Southern Pacific Railroad


                  	Schneider v. Rusk


                  	Afroyim v. Rusk

                

              
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fourteenth_Amendment_to_the_United_States_Constitution"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Four Times of the Day


        
          

          
            [image: The paintings of Four Times of the Day (clockwise from top left: Morning, Noon, Night, and Evening)]
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          Four Times of the Day is a series of four paintings by English artist William Hogarth. Completed in 1736, they were reproduced as a series of four engravings published in 1738. They are humorous depictions of life in the streets of London, the vagaries of fashion, and the interactions between the rich and poor. Unlike many of Hogarth's other series, such as A Harlot's Progress, A Rake's Progress, Industry and Idleness, and The Four Stages of Cruelty, it does not depict the story of an individual, but instead focuses on the society of the city. Hogarth intended the series to be humorous rather than instructional; the pictures do not offer a judgment on whether the rich or poor are more deserving of the viewer's sympathies: while the upper and middle classes tend to provide the focus for each scene, there are fewer of the moral comparisons seen in some of his other works.


          The four pictures depict scenes of daily life in various locations in London as the day progresses. Morning shows a prudish spinster making her way to church in Covent Garden past the revellers of the previous night; Noon shows two cultures on opposite sides of the street in St Giles; Evening depicts a dyer's family returning hot and bothered from a trip to Sadler's Wells; and Night shows a drunken freemason staggering home from a night of celebration.


          


          Background


          Four Times of the Day was the first set of prints that Hogarth published after his two great successes, A Harlot's Progress (1732) and A Rake's Progress (1735). It was among the first of his prints to be published after the Engraving Copyright Act 1734 (which Hogarth had helped push through Parliament); A Rake's Progress had taken early advantage of the protection afforded by the new law. Unlike Harlot and Rake, the four prints in Times of the Day do not form a consecutive narrative, and none of the characters appears in more than one scene. Hogarth conceived of the series as "representing in a humorous manner, morning, noon, evening and night".


          Hogarth took his inspiration for the series from the classical satires of Horace and Juvenal, via their Augustan counterparts, particularly John Gay's " Trivia" and Jonathan Swift's " A Description of a City Shower" and " A Description of the Morning". He took his artistic models from other series of the "Times of Day", "The Seasons" and "Ages of Man", such as those by Nicolas Poussin and Nicholas Lancret, and from pastoral scenes, but executed them with a twist by transferring them to the city. He also drew on the Flemish "Times of Day" style known as points du jour, in which the gods floated above pastoral scenes of idealised shepherds and shepherdesses, but in Hogarth's works the gods were recast as his central characters: the churchgoing lady, a frosty Aurora in Morning; the pie-girl, a pretty London Venus in Noon; the pregnant woman, a sweaty Diana in Evening; and the freemason, a drunken Pluto in Night.
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          Hogarth designed the series for an original commission by Jonathan Tyers in 1736 in which he requested a number of paintings to decorate supper boxes at Vauxhall Gardens. Hogarth is believed to have suggested to Tyers that the supper boxes at Gardens be decorated with paintings as part of their refurbishment; among the works featured when the renovation was completed was Hogarth's picture of Henry VIII and Anne Boleyn. The originals of Four Times of the Day were sold to other collectors, but the scenes were reproduced at Vauxhall by Francis Hayman, and two of them, Evening and Night, hung at the pleasure gardens until at least 1782.


          The engravings are mirror images of the paintings (since the engraved plates are copied from the paintings the image is reversed when printed), which leads to problems ascertaining the times shown on the clocks in some of the scenes. The images are sometimes seen as parodies of middle class life in London at the time, but the moral judgements are not as harsh as in some of Hogarth's other works and the lower classes do not escape ridicule either. Often the theme is one of over-orderliness versus chaos. The four plates depict four times of day, but they also move through the seasons: Morning is set in winter, Noon in spring, and Evening in summer. However, Nightsometimes misidentified as being in Septembertakes place on Oak Apple Day in May rather than in the autumn.


          Evening was engraved by Bernard Baron, a French engraver who was living in London, and, although the designs are Hogarth's it is not known whether he engraved any of the four plates himself. The prints, along with a fifth picture, Strolling Actresses Dressing in a Barn from 1738, were sold by subscription for one guinea, half payable on ordering and half on delivery. After subscription the price rose to five shillings per print, making the five print set four shillings dearer overall. Although Strolling Actresses Dressing in a Barn was not directly connected to the other prints, it seems that Hogarth always envisaged selling the five prints together, adding the Strolling Actresses as a complementary theme just as he had added Southwark Fair to the subscription for The Rake's Progress. Whereas the characters in Four Times play their roles without being conscious of acting, the company of Strolling Actresses are fully aware of the differences between the reality of their lives and the roles they are set to play. Representations of Aurora and Diana also appear in both.


          Hogarth advertised the prints for sale in May 1737, again in January 1738, and finally announced the plates were ready on 26 April 1738. The paintings were sold individually at an auction on 25 January 1745, along with the original paintings for A Harlot's Progress, A Rake's Progress and Strolling Actresses Dressing in a Barn. Sir William Heathcote purchased Morning and Night for 20 guineas and 20 6s respectively, and the Duke of Ancaster bought Noon for 38 17s and Evening for 39 18s. A further preliminary sketch for Morning with some differences to the final painting was sold in a later auction for 21.


          


          Series


          


          Morning
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          In Morning, a lady makes her way to church, shielding herself with her fan from the shocking view of two men pawing at the market girls. The scene is the west side of the piazza at Covent Garden, indicated by a part of the Palladian portico of Inigo Jones's Church of St Paul visible behind Tom King's Coffee House, a notorious venue celebrated in pamphlets of the time. Henry Fielding mentions the coffee house in both The Covent Garden Tragedy and Pasquin. At the time Hogarth produced this picture, the coffee house was being run by Tom's widow, Moll King, but its reputation had not diminished. Moll opened the doors once those of the taverns had shut, allowing the revellers to continue enjoying themselves from midnight until dawn. The mansion house with columned portico visible in the centre of the picture, No. 43 King Street, is attributed to architect Thomas Archer (later 1st Baron Archer) and occupied by him at the date of Hogarth's works. It was situated on the north side of the piazza, while the coffee house was on the south side, as depicted in Hogarth's original painting. In the picture, it is early morning and some revellers are ending their evening: a fight has broken out in the coffee house and, in the mele, a wig flies out of the door. Meanwhile, stallholders set out their fruit and vegetables for the day's market. Two children who should be making their way to school have stopped, entranced by the activity of the market, in a direct reference to Swift's A Description of the Morning in which children "lag with satchels in their hands". Above the clock is Father Time and below it the inscription Sic Transit Gloria Mundi. The smoke rising from the chimney of the coffee house connects these portents to the scene below.


          Hogarth replicates all the features of the pastoral scene in an urban landscape. The shepherds and shepherdesses become the beggars and whores, the sun overhead is replaced by the clock on the church, the snow-capped mountains become the snowy rooftops. Even the setting of Covent Garden with piles of fruit and vegetables echoes the country scene. In the centre of the picture the icy goddess of the dawn in the form of the prim churchgoer is followed by her shivering red-nosed pageboy, mirroring Hesperus, the dawn bearer. The woman is the only one who seems unaffected by the cold, suggesting it may be her element. Although outwardly shocked, the dress of the woman, which is too fashionable for a woman of her age and in the painting is shown to be a striking acid yellow, may suggest she has other thoughts on her mind. She is commonly described as a spinster, and considered to be a hypocrite, ostentatiously attending church and carrying a fashionable ermine muff while displaying no charity to her freezing footboy or the half-seen beggar before her. The figure of the spinster is said to be based on a relative of Hogarth, who, recognizing herself in the picture, cut him out of her will. Fielding later used the woman as the model for his character of Bridget Allworthy in Tom Jones.
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          A trail of peculiar footprints shows the path trodden by the woman on her pattens to avoid putting her good shoes in the snow and filth of the street. A small object hangs at her side, interpreted variously as a nutcracker or a pair of scissors in the form of a skeleton or a miniature portrait, hinting, perhaps, at a romantic disappointment. Although clearly a portrait in the painting, the object is indistinct in the prints from the engraving. Other parts of the scene are clearer in the print, however: in the background, a quack is selling his cureall medicine, and while in the painting the advertising board is little more than a transparent outline, in the print, Dr. Rock's name can be discerned inscribed on the board below the royal crest which suggests his medicine is produced by royal appointment. The salesman may be Rock himself. Hogarth's opinion of Rock is made clear in the penultimate plate of A Harlot's Progress where he is seen arguing over treatments with Dr Misaubin while Moll Hackabout dies unattended in the corner.


          Hogarth revisited Morning in his bidding ticket, Battle of the Pictures, for the auction of his works, held in 1745. In this, his own paintings are pictured being attacked by ranks of Old Masters; Morning is stabbed by a work featuring St. Francis as Hogarth contrasts the false piety of the prudish spinster with the genuine piety of the Catholic saint.


          


          Noon
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          The scene takes place in Hog Lane, part of the slum district of St Giles with the church of St Giles in the Fields in the background. Hogarth would feature St Giles again as the background of Gin Lane and First Stage of Cruelty. The picture shows Huguenots leaving the French Church in what is now Soho. The Huguenot refugees had arrived in the 1680s and established themselves as tradesmen and artisans, particularly in the silk trade; and the French Church was their first place of worship. Hogarth contrasts their fussiness and high fashion with the slovenliness of the group on the other side of the road; the rotting corpse of a cat that has been stoned to death lying in the gutter that divides the street is the only thing the two sides have in common. The older members of the congregation wear traditional dress, while the younger members wear the fashions of the day. The children are dressed up as adults: the boy in the foreground struts around in his finery while the boy with his back to the viewer has his hair in a net, bagged up in the "French" style.
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          At the far right, a black man fondles the breasts of a woman, distracting her from her work, her pie-dish "tottering like her virtue". Confusion over whether the law permitted slavery in England, and pressure from abolitionists, meant that by the mid-eighteenth century there was a sizeable population of free black Londoners; but the status of this man is not clear. The black man, the girl and bawling boy fill the roles of Mars, Venus and Cupid which would have appeared in the pastoral scenes that Hogarth is aping. In front of the couple, a boy has set down his pie to rest, but the plate has broken, spilling the pie onto the ground where it is being rapidly consumed by an urchin. The boy's features are modelled on those of a child in the foreground of Poussin's first version of the Rape of the Sabine Women (now held in the Metropolitan Museum of Art), but the boy crying over his lost pie was apparently sketched by Hogarth after he witnessed the scene one day while he was being shaved.


          The composition of the scene juxtaposes the prim and proper Huguenot man and his immaculately dressed wife and son with these three, as they form their own "family group" across the other side of the gutter. The head of John the Baptist on a platter is the advertisement for the pie shop, proclaiming "Good eating". Below this sign are the embracing couple, extending the metaphor of good eating beyond a mere plate of food, and still further down the street girl greedily scoops up the pie, carrying the theme to the foot of the picture. I. R. F. Gordon sees the vertical line of toppling plates from the top window downwards as a symbol of the disorder on this side of the street. The man reduced to a head on the sign, in what is assumed to be the woman's fantasy, is mirrored by the "Good Woman" pictured on the board behind who has only a body, her nagging head removed to create the man's ideal of a "good woman". In the top window of the "Good Woman", a woman throws a plate with a leg of meat into the street as she argues, providing a stark contrast to the "good" woman pictured on the sign below. Ronald Paulson sees the kite hanging from the church as part of a trinity of signs; the kite indicating the purpose of the church, an ascent into heaven, just as the other signs for "Good Eating" and the "Good Woman" indicate the predilections of those on that side of the street; but he also notes it as another nod to the pastoral tradition: here instead of soaring above the fields it hangs impotently on the church wall.


          The time is unclear. Allan Cunningham states it is half past eleven, and suggests that Hogarth uses the early hour to highlight the debauchery occurring opposite the church, yet the print shows the hands at a time that could equally be half past twelve, and the painting shows a thin golden hand pointing to ten past twelve.


          In this scene more than any of the others Hogarth's sympathies seem to be with the lower classes and more specifically with the English. Although there is disorder on the English side of the street, there is an abundance of "good eating" and the characters are rosy-cheeked and well-nourished. Even the street girl can eat her fill. The pinch-faced Huguenots, on the other hand, have their customs and dress treated as mercilessly as any characters in the series. A national enmity towards the French, even French refugees, may explain why the English are depicted somewhat more flatteringly here than they are by figures in the accompanying scenes. Hogarth mocked continental fashions again in Marriage -la-mode (174345) and made a more direct attack on the French in The Gate of Calais which he painted immediately upon returning to England in 1748 after he was arrested as a spy while sketching in Calais.


          


          Evening
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          Unlike the other three images, Evening takes place slightly outside the built-up area of the city, with views of rolling hills and wide evening skies. The cow being milked in the background indicates it is around 5 o'clock. While in Morning winter cold pervades the scene, Evening is oppressed by the heat of the summer. A pregnant woman and her husband attempt to escape from the claustrophobic city by journeying out to the fashionable Sadler's Wells (the stone entrance to Sadler's Wells Theatre is shown to the left). By the time Hogarth produced this series the theatre had lost any vestiges of fashionability and was satirised as having an audience consisting of tradesmen and their pretentious wives. Ned Ward described the clientele in 1699 as:


          
            
              	Butchers and bailiffs, and such sort of fellows,


              	mixed with a vermin train'd up for the gallows,


              	As Bullocks and files, housebreakers and padders,


              	With prize-fighters, sweetners, and such sort of traders,


              	Informers, thief-takers, deer stealers, and bullies.

            

          


          The husband, whose stained hands reveal he is a dyer by trade, looks harried as he carries his exhausted youngest daughter. In earlier impressions (and the painting), his hands are blue, to show his occupation, while his wife's face is coloured with red ink. The placement of the cow's horns behind his head represents him as a cuckold and suggests the children are not his. Behind the couple, their children replay the scene: the father's cane protrudes between the son's legs, doubling as a hobby horse, while the daughter is clearly in charge, demanding that he hand over his gingerbread. A limited number of proofs missing the girl and artist's signature were printed; Hogarth added the mocking girl to explain the boy's tears.


          The heat is made tangible by the flustered appearance of the woman as she fans herself (the fan itself displays a classical sceneperhaps Venus, Adonis and Cupid); the sluggish pregnant dog that looks longingly towards the water; and the vigorous vine growing on the side of the tavern. As is often the case in Hogarth's work, the dog's expression reflects that of its master. The family rush home, past the New River and a tavern with a sign showing Sir Hugh Myddleton, who bankrupted himself financing the construction of the river to bring running water into London in 1613 (a wooden pipe lies by the side of the watercourse). Through the open window other refugees from the city can be seen sheltering from the oppressive heat in the bar. While they appear more jolly than the dyer and his family, Hogarth pokes fun at these people escaping to the country for fresh air only to reproduce the smoky air and crowded conditions of the city by huddling in the busy tavern with their pipes.


          


          Night
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          The final print in the series, Night, shows a disorderly evening at Charing Cross, identified by the large equestrian statue of Charles I of England by Hubert Le Sueur. The scene is at the top of Whitehall, where Drummond's bank now stands. Here, a festive bonfire and barrels in the street have caused the Salisbury Flyer stagecoach to overturn. Street-urchins are playing round the bonfire, and by accident or design a firework is falling in at the coach window.


          The evening is 29 May, Oak Apple Day, a public holiday which celebrated the Restoration of the monarchy seventy years earlier, as shown by the oak boughs on the barber's pole and on some of the hats, to recall the oak tree at Boscobel in which Charles II hid in 1651 after losing the Battle of Worcester. A house fire lights the sky in the distance. By the statue, penurious tenants are escaping in a "moonlight flit" to avoid their landlord's seizing their cartload of furniture. In the painting the moon is full, but in the print it appears as a crescent.


          On one side of the road is a barber surgeon; his sign claims Shaving, bleeding, and teeth drawn with a touch. Ecce signum! Inside the shop, the barber haphazardly shaves a customer, holding his client's nose like that of a pig, while spots of blood darken the cloth under his chin. Shesgreen suggests the barber is blind drunk. The surgeons and barbers had been a single profession since 1540 and would not finally separate until 1745 when the surgeons broke away to form the Company of Surgeons. Bowls on the windowsill contain blood from the day's patients. Below the window, a pair of homeless people make a bed for the night under a bench.


          In the foreground, wearing his apron, an intoxicated freemason, identified by his set square medallion as the Master of a lodge, is being helped home by his Tyler, oblivious to the contents of a chamber pot being emptied on his head from a window. The soaking may not be accidental: the freemason is traditionally identified as Sir Thomas de Veil, a magistrate who was Henry Fielding's predecessor at Bow Street, the model for Fielding's character Justice Squeezum in The Coffee-House Politician (1730), and a member of Hogarth's first Lodge, and who was unpopular for his stiff sentencing of gin-sellers, which was regarded as hypocritical as he was known to be an enthusiastic drinker. The supporting Tyler with his emblematic sword and key may be Brother Montgomerie, the Grand Tyler.


          The Earl of Cardigan tavern is on one side, and on the other the Rummer whose sign shows a rummer, a short wide-brimmed glass for drinking rum, with a bunch of grapes on the pole. Masonic lodges met in both taverns during the 1730s, and the Lodge at the Rummer and Grapes was the smartest of the four founders of the Grand Lodge.


          On either side of the street are signs for The Bagnio and The New Bagnio. Originally the name for a Turkish bath, bagnio had come to mean a disordely house, and the Rummer was still a notorious brothel a hundred years later. A man is adulterating a hogshead of wine, a practice recalled in the poetry of Matthew Prior who lived at the Rummer with his uncle the landlord.


          John Ireland suggests that the overturned stagecoach below the sign was a gentle mockery of the Grand Master 4th Earl of Cardigan, George Brudenell, later Duke of Montagu, who was renowned for his reckless carriage driving,.


          


          Reception


          Four Times of the Day was the first series of prints that Hogarth had issued since the success of the Harlot and Rake (and would be the only set he would issue until Marriage -la-mode in 1745), so it was eagerly anticipated. On hearing of its imminent issue, George Faulkner wrote from Dublin that he would take 50 sets. The series lacks the moral lessons that are found in the earlier series and revisited in Marriage -la-mode, and its lack of teeth meant it failed to achieve the same success, though it has found an enduring niche as a snapshot of the society of Hogarth's time. At the auction of 1745, the paintings of Four Times of the Day raised more than those of the Rake; and Night, which is generally regarded as the worst of the series, fetched the highest single total. Cunningham commented sarcastically: "Such was the reward then, to which the patrons of genius thought these works entitled". While Horace Walpole praised the accompanying print, Strolling Actresses Dressing in a Barn, as being the finest of Hogarth's works, he had little to say of Four Times of the Day other than that it did not find itself wanting in comparison with Hogarth's other works.


          Morning and Night are now in the National Trust Bearsted Collection at Upton House, in Warwickshire. The collection was assembled by Walter Samuel, 2nd Viscount Bearsted and gifted to the Trust, along with the house, in 1948. Noon and Evening remain in the Ancaster Collection at Grimsthorpe Castle, Lincolnshire.
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                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Carnivora

                  


                  
                    	Family:

                    	Canidae

                  


                  
                    	Species:

                    	See text.

                  

                

              
            

          


          Fox is a name applied to any of roughly 27 species of small to medium-sized canids, characterized by possessing a long, narrow snout, and a bushy tail, or "brush". By far the most common and widespread species of fox is the red fox (Vulpes vulpes), although various species are found on almost every continent. The presence of fox-like carnivores all over the globe has led to their appearance in the popular culture and folklore of many nations, tribes, and other cultural groups (see Foxes in culture).


          


          Etymology


          The Modern English "fox" is derived from Old English fox. The Old English word itself comes from the Proto-Germanic word *fukh  compare German Fuchs, Gothic fauho, Old Norse foa and Dutch vos. It corresponds to the Proto-Indo-European word *puke meaning "tail" (compare Sanskrit puccha, also "tail"). The bushy tail is also the source of the word for fox in Welsh: llwynog, from llwyn, "bush", Lithuanian: uodegis, from uodega, "tail", and Portuguese: raposa, from rabo, "tail".


          


          General characteristics


          
            [image: Red fox]

            
              Red fox
            

          


          
            [image: Arctic fox coiled up in snow]

            
              Arctic fox coiled up in snow
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              Skeleton
            

          


          Most foxes live 2 to 3 years, but they can survive for up to 10 years or even longer in captivity. Foxes are generally smaller than other members of the family Canidae such as wolves, jackals, and domestic dogs. Dogs (male foxes) weigh on average, 5.9kg and vixens (female foxes) weigh less, at 5.2kg (13 lbs and 11.5 lbs, respectively). Fox-like features typically include an acute muzzle (a "fox face") and bushy tail. Other physical characteristics vary according to their habitat. For example, the fennec fox (and other species of foxes adapted to life in the desert, such as the kit fox) has large ears and short fur, whereas the Arctic fox has small ears and thick, insulating fur.


          Another example is the red fox which has a typical auburn pelt, the tail normally ending with white marking.


          Unlike many canids, foxes are usually not pack animals. Typically, they are solitary, opportunistic feeders that hunt live prey (especially rodents). Using a pouncing technique practiced from an early age, they are usually able to kill their prey quickly. Foxes also gather a wide variety of other foods ranging from grasshoppers to fruit and berries.


          Foxes are normally extremely wary of humans and are not kept as pets (with the exception of the fennec); however, the silver fox was successfully domesticated in Russia after a 45 year selective breeding program. This selective breeding also resulted in physical and behavioural traits appearing that are frequently seen in domestic cats, dogs, and other animals: pigmentation changes, floppy ears, and curly tails.


          


          Classification


          Canids commonly known as foxes include members of the following genera:


          
            	Alopex -- Arctic fox, sometimes included with the "true" foxes in genus Vulpes.


            	Cerdocyon -- Crab-eating fox


            	Chrysocyon -- Maned wolf (in English), aguara guaz ("big fox" in Guarani) and zorro rojizo ("reddish fox", one of several names used by Spanish speakers).


            	Dusicyon -- Falkland Island fox


            	Lycalopex -- Hoary fox


            	Otocyon -- Bat-eared fox


            	Pseudalopex -- Four South American species, including the culpeo.


            	Urocyon -- Gray fox, island fox and Cozumel fox


            	Vulpes -- Including the ten or so species of true (" vulpine") foxes, including the red fox, V. vulpes, Tibetan fox, Vulpes ferrilata, and their closest kin.

          


          


          Diet


          The diet of foxes comprises rodents, insects, worms, fruit, fish, birds, eggs, and all other kinds of small animals. The fox generally consumes around 1 kg of food every day. Foxes that live in neighborhoods mainly depend on household waste and even rodents and birds that keep moving around these areas. Foxes are known to cache their food, burying the excess for later consumption.


          They mostly thrive in the higher latitudes, suburban and even urban environments both in Europe and in North America. They are found also in Eurasia, North Africa, India ( Ladakh, Himalayas, Jammu and Kashmir, Rajasthan and Gujarat), China, Japan and in Australia.


          


          Conservation


          
            [image: An especially thin urban fox in High Park, Toronto.]

            
              An especially thin urban fox in High Park, Toronto.
            

          


          Foxes are readily found in cities and cultivated areas and (depending upon species) seem to adapt reasonably well to human presence.


          Red foxes have been introduced into Australia and some other countries for hunting. Australia lacks similar carnivores, and the introduced foxes prey on native wildlife, some to the point of extinction. A similar introduction occurred in the seventeenth and eighteenth centuries in temperate North America, where European reds (Vulpes vulpes) were brought to the colonies for fox hunting, where they decimated the American red fox population through more aggressive hunting and breeding. Interbreeding with American reds, traits of the European red eventually pervaded the gene pool, leaving European and American foxes now virtually identical.


          Other fox species do not adapt as well as the red fox, and are endangered in their native environments. Key among these are the crab-eating fox ( Cerdocyon thous) and the African bat-eared fox. Other foxes such as fennec foxes, are not endangered, but will be if humans encroach further into their habitat.


          Foxes have been successfully employed to control pests on fruit farms, where they leave the fruit intact.


          Historians believe foxes were imported into non-native environments long before the colonial era. The first example of the introduction of the fox into a new habitat by humans seems to be Neolithic Cyprus. Stone carvings representing foxes have been found in the early settlement of Gbekli Tepe in eastern Turkey.
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            [image: The Mandelbrot set is a famous example of a fractal.]

            
              The Mandelbrot set is a famous example of a fractal.
            

          


          
            [image: A closer view of the Mandelbrot set.]

            
              A closer view of the Mandelbrot set.
            

          


          A fractal is generally "a rough or fragmented geometric shape that can be subdivided into parts, each of which is (at least approximately) a reduced-size copy of the whole," a property called self-similarity. The term was coined by Benot Mandelbrot in 1975 and was derived from the Latin fractus meaning "broken" or "fractured."


          A fractal often has the following features:


          
            	It has a fine structure at arbitrarily small scales.


            	It is too irregular to be easily described in traditional Euclidean geometric language.


            	It is self-similar (at least approximately or stochastically).


            	It has a Hausdorff dimension which is greater than its topological dimension (although this requirement is not met by space-filling curves such as the Hilbert curve).


            	It has a simple and recursive definition.

          


          Because they appear similar at all levels of magnification, fractals are often considered to be infinitely complex (in informal terms). Natural objects that approximate fractals to a degree include clouds, mountain ranges, lightning bolts, coastlines, and snow flakes. However, not all self-similar objects are fractalsfor example, the real line (a straight Euclidean line) is formally self-similar but fails to have other fractal characteristics.


          


          History


          
            [image: To create a Koch snowflake, start with an equilateral triangle and replace the middle third of every line segment with a pair of line segments that form an equilateral "bump." Then perform the same replacement on every line segment of the resulting shape, ad infinitum. With every iteration, the perimeter of this shape grows by 1/3rd. The Koch snowflake is the result of an infinite number of these iterations, and has an infinite length, while its area remains finite. For this reason, the Koch snowflake and similar constructions were sometimes called "monster curves."]

            
              To create a Koch snowflake, start with an equilateral triangle and replace the middle third of every line segment with a pair of line segments that form an equilateral "bump." Then perform the same replacement on every line segment of the resulting shape, ad infinitum. With every iteration, the perimeter of this shape grows by 1/3rd. The Koch snowflake is the result of an infinite number of these iterations, and has an infinite length, while its area remains finite. For this reason, the Koch snowflake and similar constructions were sometimes called "monster curves."
            

          


          The mathematics behind fractals began to take shape in the 17th century when philosopher Leibniz considered recursive self-similarity (although he made the mistake of thinking that only the straight line was self-similar in this sense).


          It took until 1872 before a function appeared whose graph would today be considered fractal, when Karl Weierstrass gave an example of a function with the non- intuitive property of being everywhere continuous but nowhere differentiable. In 1904, Helge von Koch, dissatisfied with Weierstrass's very abstract and analytic definition, gave a more geometric definition of a similar function, which is now called the Koch snowflake. In 1915, Waclaw Sierpinski constructed his triangle and, one year later, his carpet. Originally these geometric fractals were described as curves rather than the 2D shapes that they are known as in their modern constructions. The idea of self-similar curves was taken further by Paul Pierre Lvy, who, in his 1938 paper Plane or Space Curves and Surfaces Consisting of Parts Similar to the Whole described a new fractal curve, the Lvy C curve.


          Georg Cantor also gave examples of subsets of the real line with unusual propertiesthese Cantor sets are also now recognized as fractals.


          Iterated functions in the complex plane were investigated in the late 19th and early 20th centuries by Henri Poincar, Felix Klein, Pierre Fatou and Gaston Julia. However, without the aid of modern computer graphics, they lacked the means to visualize the beauty of many of the objects that they had discovered.


          In the 1960s, Benot Mandelbrot started investigating self-similarity in papers such as How Long Is the Coast of Britain? Statistical Self-Similarity and Fractional Dimension, which built on earlier work by Lewis Fry Richardson. Finally, in 1975 Mandelbrot coined the word "fractal" to denote an object whose Hausdorff-Besicovitch dimension is greater than its topological dimension. He illustrated this mathematical definition with striking computer-constructed visualizations. These images captured the popular imagination; many of them were based on recursion, leading to the popular meaning of the term "fractal".


          


          Examples


          
            [image: A Julia set, a fractal related to the Mandelbrot set]

            
              A Julia set, a fractal related to the Mandelbrot set
            

          


          A relatively simple class of examples is given by the Cantor sets, Sierpinski triangle and carpet, Menger sponge, dragon curve, space-filling curve, and Koch curve. Additional examples of fractals include the Lyapunov fractal and the limit sets of Kleinian groups. Fractals can be deterministic (all the above) or stochastic (that is, non-deterministic). For example, the trajectories of the Brownian motion in the plane have a Hausdorff dimension of 2.


          Chaotic dynamical systems are sometimes associated with fractals. Objects in the phase space of a dynamical system can be fractals (see attractor). Objects in the parameter space for a family of systems may be fractal as well. An interesting example is the Mandelbrot set. This set contains whole discs, so it has a Hausdorff dimension equal to its topological dimension of 2but what is truly surprising is that the boundary of the Mandelbrot set also has a Hausdorff dimension of 2 (while the topological dimension of 1), a result proved by Mitsuhiro Shishikura in 1991. A closely related fractal is the Julia set.


          Even simple smooth curves can exhibit the fractal property of self-similarity. For example the power-law curve (also known as a Pareto distribution) produces similar shapes at various magnifications.


          


          Generating fractals


          
            
              	[image: The whole Mandelbrot set]
            


            
              	[image: Mandelbrot zoomed 6x]
            


            
              	[image: Mandelbrot Zoomed 100x]
            


            
              	[image: Mandelbrot Zoomed 2000x] Even 2000 times magnification of the Mandelbrot set uncovers fine detail resembling the full set.
            

          


          Three common techniques for generating fractals are:


          
            	
              
                	Escape-time fractals  These are defined by a recurrence relation at each point in a space (such as the complex plane). Examples of this type are the Mandelbrot set, Julia set, the Burning Ship fractal and the Lyapunov fractal.


                	Iterated function systems  These have a fixed geometric replacement rule. Cantor set, Sierpinski carpet, Sierpinski gasket, Peano curve, Koch snowflake, Harter-Heighway dragon curve, T-Square, Menger sponge, are some examples of such fractals.


                	Random fractals  Generated by stochastic rather than deterministic processes, for example, trajectories of the Brownian motion, Lvy flight, fractal landscapes and the Brownian tree. The latter yields so-called mass- or dendritic fractals, for example, diffusion-limited aggregation or reaction-limited aggregation clusters.

              

            

          


          


          Classification


          Fractals can also be classified according to their self-similarity. There are three types of self-similarity found in fractals:


          
            	
              
                	Exact self-similarity  This is the strongest type of self-similarity; the fractal appears identical at different scales. Fractals defined by iterated function systems often display exact self-similarity.


                	Quasi-self-similarity  This is a loose form of self-similarity; the fractal appears approximately (but not exactly) identical at different scales. Quasi-self-similar fractals contain small copies of the entire fractal in distorted and degenerate forms. Fractals defined by recurrence relations are usually quasi-self-similar but not exactly self-similar.


                	Statistical self-similarity  This is the weakest type of self-similarity; the fractal has numerical or statistical measures which are preserved across scales. Most reasonable definitions of "fractal" trivially imply some form of statistical self-similarity. (Fractal dimension itself is a numerical measure which is preserved across scales.) Random fractals are examples of fractals which are statistically self-similar, but neither exactly nor quasi-self-similar.

              

            

          


          


          In nature


          
            [image: A fractal that models the surface of a mountain (animation)]

            
              A fractal that models the surface of a mountain (animation)
            

          


          Approximate fractals are easily found in nature. These objects display self-similar structure over an extended, but finite, scale range. Examples include clouds, snow flakes, crystals, mountain ranges, lightning, river networks, cauliflower or broccoli, and systems of blood vessels and pulmonary vessels. Coastlines may be loosely considered fractal in nature.


          
            [image: A fractal fern computed using an Iterated function system]

            
              A fractal fern computed using an Iterated function system
            

          


          Trees and ferns are fractal in nature and can be modeled on a computer by using a recursive algorithm. This recursive nature is obvious in these examples  a branch from a tree or a frond from a fern is a miniature replica of the whole: not identical, but similar in nature.


          In 1999, certain self similar fractal shapes were shown to have a property of "frequency invariance"  the same electromagnetic properties no matter what the frequency  from Maxwell's equations (see fractal antenna).


          
            [image: Fractal pentagram drawn with a vector iteration program]

            
              Fractal pentagram drawn with a vector iteration program
            

          


          



          


          In creative works


          Fractal patterns have been found in the paintings of American artist Jackson Pollock. While Pollock's paintings appear to be composed of chaotic dripping and splattering, computer analysis has found fractal patterns in his work.


          Decalcomania, a technique used by artists such as Max Ernst, can produce fractal-like patterns. It involves pressing paint between two surfaces and pulling them apart.


          Fractals are also prevalent in African art and architecture. Circular houses appear in circles of circles, rectangular houses in rectangles of rectangles, and so on. Such scaling patterns can also be found in African textiles, sculpture, and even cornrow hairstyles.


          


          Applications


          As described above, random fractals can be used to describe many highly irregular real-world objects. Other applications of fractals include:


          
            	Classification of histopathology slides in medicine


            	Fractal landscape or Coastline complexity


            	Enzyme/enzymology ( Michaelis-Menten kinetics)


            	Generation of new music


            	Generation of various art forms


            	Signal and image compression


            	Seismology


            	Fractal in Soil Mechanics


            	Computer and video game design, especially computer graphics for organic environments and as part of procedural generation


            	Fractography and fracture mechanics


            	Fractal antennas  Small size antennas using fractal shapes


            	Small angle scattering theory of fractally rough systems


            	Neo-hippies t-shirts and other fashion


            	Generation of patterns for camouflage, such as MARPAT


            	Digital sundial


            	Generation of Price Series


            	Fractal democracy
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            [image: A cake with one quarter removed. The remaining three quarters are shown.]

            
              A cake with one quarter removed. The remaining three quarters are shown.
            

          


          In mathematics, a fraction (from the Latin fractus, broken) is a concept of a proportional relation between an object part and the object whole. Each fraction consists of a denominator (bottom) and a numerator (top), representing (respectively) the number of equal parts that an object is divided into, and the number of those parts indicated for the particular fraction.


          For example, the fraction 34 could be used to represent three equal parts of a whole object, were it divided into four equal parts. Because it is impossible to divide something into zero equal parts, zero can never be the denominator of a fraction (see division by zero). A fraction with equal numerator and denominator is equal to one (e.g. 55 = 1) and the fraction form is rarely, if ever, given as a final result.


          A fraction is an example of a specific type of ratio, in which the two numbers are related in a part-to-whole relationship, rather than as a comparative relation between two separate quantities. A fraction is a quotient of numbers, the quantity obtained when the numerator is divided by the denominator. Thus 34 represents three divided by four, in decimals 0.75, as a percentage 75%. The three equal parts of the cake are 75% of the whole cake.


          In higher mathematics, a fraction is viewed as an element of a field of fractions.


          Historically, any number that did not represent a whole was called a "fraction". The numbers that we now call "decimals" were originally called "decimal fractions"; the numbers we now call "fractions" were called "vulgar fractions", the word "vulgar" meaning "commonplace".


          The numerator and denominator of a fraction may be separated by a slanting line called a solidus or slash, for example 34, or may be written above and below a horizontal line called a vinculum, thus: [image: \tfrac{3}{4}].


          The solidus may be omitted from the slanting style (e.g. 34) where space is short and the meaning is obvious from context, for example in road signs in some countries.


          Fractions are used most often when the denominator is relatively small. It is easier to multiply 32 by 316 than to do the same calculation using the fraction's decimal equivalent (0.1875). It is also more accurate to multiply 15 by 13, for example, than it is to multiply 15 by a decimal approximation of one third. To change a fraction to a decimal, divide the numerator by the denominator, and round off to the desired accuracy.


          Fractions are also rational numbers, in which means that the denominator and the numerator are integers.


          The word is also used in related expressions, such as continued fraction and algebraic fractionsee Special cases below.


          


          Forms of fractions


          


          Vulgar, proper, and improper fractions


          A vulgar fraction (or common fraction) is a rational number written as one integer (the numerator) divided by a non-zero integer (the denominator), for example, [image: \tfrac{1}{3}], [image: \tfrac{3}{4}] and [image: \tfrac{4}{3}].


          A vulgar fraction is said to be a proper fraction if the absolute value of the numerator is less than the absolute value of the denominatorthat is, if the absolute value of the entire fraction is less than 1 (e.g. [image: \tfrac{4}{9}])but an improper fraction (US, British or Australian) or top-heavy fraction (British only) if the absolute value of the numerator is greater than or equal to the absolute value of the denominator (e.g. [image: \tfrac{9}{7}]).


          


          Mixed numbers


          A mixed number is the sum of a whole number and a proper fraction. For instance, in referring to two entire cakes and three quarters of another cake, the whole and fractional parts of the number are written next to each other: 2 + [image: \tfrac{3}{4}=]2[image: \tfrac{3}{4}].


          An improper fraction can be thought of as another way to write a mixed number; in the "2[image: \tfrac{3}{4}]" example above, imagine that the two entire cakes are each divided into quarters. Each entire cake contributes [image: \tfrac{4}{4}] to the total, so [image: \tfrac{4}{4}+\tfrac{4}{4}+\tfrac{3}{4}=\tfrac{11}{4}] is another way of writing 2[image: \tfrac{3}{4}].


          A mixed number can be converted to an improper fraction in three steps:


          
            	Multiply the whole part by the denominator of the fractional part.


            	Add the numerator of the fractional part to that product.


            	The resulting sum is the numerator of the new (improper) fraction, and the new denominator is the same as that of the fractional part of the mixed number.

          


          Similarly, an improper fraction can be converted to a mixed number:


          
            	Divide the numerator by the denominator.


            	The quotient (without remainder) becomes the whole part and the remainder becomes the numerator of the fractional part.


            	The new denominator is the same as that of the original improper fraction.

          


          


          Equivalent fractions


          Multiplying the numerator and denominator of a fraction by the same (non-zero) number results in a new fraction that is said to be equivalent to the original fraction. The word equivalent means that the two fractions have the same value. This is true because for any number n, multiplying by [image: \tfrac{n}{n}] is really multiplying by one, and any number multiplied by one has the same value as the original number. For instance, consider the fraction [image: \tfrac{1}{2}]: when the numerator and denominator are both multiplied by 2, the result is [image: \tfrac{2}{4}], which has the same value (0.5) as [image: \tfrac{1}{2}]. To picture this visually, imagine cutting the example cake into four pieces; two of the pieces together ([image: \tfrac{2}{4}]) make up half the cake ([image: \tfrac{1}{2}]).


          For example: [image: \tfrac{1}{3}], [image: \tfrac{2}{6}], [image: \tfrac{3}{9}] and [image: \tfrac{100}{300}] are all equivalent fractions.


          Dividing the numerator and denominator of a fraction by the same non-zero number will also yield an equivalent fraction. this is called reducing or simplifying the fraction. A fraction in which the numerator and denominator have no factors in common (other than 1) is said to be irreducible or in its lowest or simplest terms. For instance, [image: \tfrac{3}{9}] is not in lowest terms because both 3 and 9 can be exactly divided by 3. In contrast, [image: \tfrac{3}{8}] is in lowest termsthe only number that is a factor of both 3 and 8 is 1.


          


          Reciprocals and the "invisible denominator"


          The reciprocal of a fraction is another fraction with the numerator and denominator reversed. The reciprocal of [image: \tfrac{3}{7}], for instance, is [image: \tfrac{7}{3}].


          Because any number divided by 1 results in the same number, it is possible to write any whole number as a fraction by using 1 as the denominator: 17 = [image: \tfrac{17}{1}] (1 is sometimes referred to as the "invisible denominator"). Therefore, except for zero, every fraction or whole number has a reciprocal. The reciprocal of 17 would be [image: \tfrac{1}{17}].


          


          Complex fractions


          A complex fraction (or compound fraction) is a fraction in which the numerator and denominator contain a fraction. For example, [image: \cfrac{\tfrac{1}{2}}{\tfrac{1}{3}}] is a complex fraction. To simplify a complex fraction, divide the numerator by the denominator, as with any other fraction: [image: \cfrac{\tfrac{1}{2}}{\tfrac{1}{3}}=\tfrac{3}{2}].


          


          Arithmetic with fractions


          Fractions, like whole numbers, obey the commutative, associative, and distributive laws, and the rule against division by zero.


          


          Comparing fractions


          Comparing fractions with the same denominator only requires comparing the numerators.


          
            	[image: \tfrac{3}{4}>\tfrac{2}{4}] as 3 > 2.

          


          In order to compare fractions with different denominators, these are converted to a common denominator: to compare [image: \tfrac{a}{b}] and [image: \tfrac{c}{d}], these are converted to [image: \tfrac{ad}{bd}] and [image: \tfrac{bc}{bd}], where bd is the product of the denominators, and then the numerators ad and bc are compared.


          
            	[image: \tfrac{2}{3}]? [image: \tfrac{1}{2}] gives [image: \tfrac{4}{6}>\tfrac{3}{6}]

          


          This method is also known as the "cross-multiply" method which can be explained by multiplying the top and bottom numbers crosswise. The product of the denominators is used as a common (but not necessary the least common) denominator.


          
            	[image: \tfrac{5}{18}]? [image: \tfrac{4}{17}]

          


          Multiply 17 by 5 and 18 by 4. Place the products of the equations on top of the denominators. The highest number identifies the largest fraction. Therefore [image: \tfrac{5}{18}>\tfrac{4}{17}] as 17  5 = 85 is greater than 18  4 = 72.


          In order to work with smaller numbers, the least common denominator is used instead of the product. The fractions are converted to fractions with the least common denominator, and then the numerators are compared.


          
            	[image: \tfrac{5}{6}]? [image: \tfrac{3}{4}] gives [image: \tfrac{10}{12}>\tfrac{8}{12}]

          


          Some standards-based mathematics texts such as Connected Mathematics omit instruction of least common denominators entirely. That text presents the use of "fraction strips" (a strip of paper folded into fractions) or "benchmark fractions" such as one-half against which a fraction such as two-fifths may be compared. While such methods may be useful to build conceptual understanding, they are controversial as they are not effective beyond the elementary school level, and such texts are often supplemented by teachers with the standard method.


          


          Addition


          The first rule of addition is that only like quantities can be added; for example, various quantities of quarters. Unlike quantities, such as adding thirds to quarters, must first be converted to like quantities as described below:


          Adding like quantities


          Imagine a pocket containing two quarters, and another pocket containing three quarters; in total, there are five quarters. Since four quarters is equivalent to one (dollar), this can be represented as follows:


          
            	[image: \tfrac24+\tfrac34=\tfrac54=1\tfrac14].

          


          
            [image: If of a cake is to be added to of a cake, the pieces need to be converted into comparable quantities, such as cake-eighths or cake-quarters.]

            
              If [image: \tfrac12] of a cake is to be added to [image: \tfrac14] of a cake, the pieces need to be converted into comparable quantities, such as cake-eighths or cake-quarters.
            

          


          Adding unlike quantities


          To add fractions containing unlike quantities (e.g. quarters and thirds), it is necessary to convert all amounts to like quantities. It is easy to work out the type of fraction to convert to; simply multiply together the two denominators (bottom number) of each fraction.


          For adding quarters to thirds, both types of fraction are converted to [image: \tfrac14\times\tfrac13=\tfrac1{12}] (twelfths).


          Consider adding the following two quantities:


          
            	[image: \tfrac34+\tfrac23]

          


          First, convert [image: \tfrac34] into twelfths by multiplying both the numerator and denominator by three: [image: \tfrac34\times\tfrac33=\tfrac9{12}]. Note that [image: \tfrac33] is equivalent to 1, which shows that [image: \tfrac34] is equivalent to the resulting [image: \tfrac9{12}]


          Secondly, convert [image: \tfrac23] into twelfths by multiplying both the numerator and denominator by four: [image: \tfrac23\times\tfrac44=\tfrac8{12}]. Note that [image: \tfrac44] is equivalent to 1, which shows that [image: \tfrac23] is equivalent to the resulting [image: \tfrac8{12}]


          Now it can be seen that:


          
            	[image: \tfrac34+\tfrac23]

          


          is equivalent to:


          
            	[image: \tfrac9{12}+\tfrac8{12}=\tfrac{17}{12}=1\tfrac5{12}]

          


          This method always works, but sometimes there is a smaller denominator that can be used (a least common denominator). For example, to add [image: \tfrac{3}{4}] and [image: \tfrac{5}{12}] the denominator 48 can be used (the product of 4 and 12), but the smaller denominator 12 may also be used, being the least common multiple of 4 and 12.


          
            	[image: \tfrac34+\tfrac{5}{12}=\tfrac{9}{12}+\tfrac{5}{12}=\tfrac{14}{12}=\tfrac76=1\tfrac16]

          


          


          Subtraction


          The process for subtracting fractions is, in essence, the same as that of adding them: find a common denominator, and change each fraction to an equivalent fraction with the chosen common denominator. The resulting fraction will have that denominator, and its numerator will be the result of subtracting the numerators of the original fractions. For instance,


          
            	[image: \tfrac23-\tfrac12=\tfrac46-\tfrac36=\tfrac16]

          


          


          Multiplication


          When multiplying or dividing, it may be possible to choose to cancel down crosswise multiples that share a common factor. For example:


          2 17 1 X 7 18 4 = 11 X 14. The following will explain how to complete this equation.


          

          Multiplication by whole numbers


          Considering the cake example above, if you have a quarter of the cake and you multiply the amount by three, then you end up with three quarters. We can write this numerically as follows:


          
            	[image: \textstyle{3 \times {1 \over 4} = {3 \over 4}}\,\!]

          


          As another example, suppose that five people work for three hours out of a seven hour day (ie. for three sevenths of the work day). In total, they will have worked for 15 hours (5 x 3 hours each), or 15 sevenths of a day. Since 7 sevenths of a day is a whole day and 14 sevenths is two days, then in total, they will have worked for 2 days and a seventh of a day. Numerically:


          
            	[image: \textstyle{5 \times {3 \over 7} = {15 \over 7} = 2{1 \over 7}} \,\!]

          


          Multiplication by fractions


          Considering the cake example above, if you have a quarter of the cake and you multiply the amount by a third, then you end up with a twelfth of the cake. In other words, a third of a quarter (or a third times a quarter) is a twelfth. Why? Because we are splitting each quarter into three pieces, and four quarters times three makes 12 parts (or twelfths). We can write this numerically as follows:


          
            	[image: \textstyle{{1 \over 3} \times {1 \over 4} = {1 \over 12}}\,\!]

          


          As another example, suppose that five people do an equal amount work that totals three hours out of a seven hour day. Each person will have done a fifth of the work, so they will have worked for a fifth of three sevenths of a day. Numerically:


          
            	[image: \textstyle{{1 \over 5} \times {3 \over 7} = {3 \over 35}}\,\!]

          


          General rule


          You may have noticed that when we multiply fractions, we multiply the two numerators (the top numbers) to make the new numerator, and multiply the two denominators (the bottom numbers) to make the new denominator. For example:


          
            	[image: \textstyle{{5 \over 6} \times {7 \over 8} = {5 \times 7 \over 6 \times 8} = {35 \over 48}}\,\!]

          


          Multiplication by mixed numbers


          When multiplying mixed numbers, it's best to convert the whole part of the mixed number into a fraction. For example:


          
            	[image: \textstyle{3 \times 2{3 \over 4} = 3 \times \left ({{8 \over 4} + {3 \over 4}} \right ) = 3 \times {11 \over 4} = {33 \over 4} = 8{1 \over 4}}\,\!]

          


          In other words, [image: \textstyle{2{3 \over 4}}] is the same as [image: \textstyle{({8 \over 4} + {3 \over 4})}], making 11 quarters in total (because 2 cakes, each split into quarters makes 8 quarters total) and 33 quarters is [image: \textstyle{8{1 \over 4}}], since 8 cakes, each made of quarters, is 32 quarters in total.


          


          Division


          To divide by a fraction, simply multiply by the reciprocal of that fraction.


          
            	[image: \textstyle{5 \div {1 \over 2} = 5 \times {2 \over 1} = 5 \times 2 = 10}]

          


          
            	[image: \textstyle{{2 \over 3} \div {2 \over 5} = {2 \over 3} \times {5 \over 2} = {10 \over 6} = {5 \over 3}}]

          


          To understand why this works, consider the following:


          
            	Question, does

          


          
            	
              
                	[image: \textstyle{\frac a b \div \frac c d = \frac a b \times \frac d c}]

              

            

          


          
            	Given/Accepted

          


          
            	
              
                	I. Any number divided by itself is one (e.g. [image: \textstyle{\frac d d = \frac 1 1}])


                	II. When a number is multiplied by one it does not change (e.g. [image: \textstyle{\frac a b \times \frac 1 1 = \frac a b \times \frac d d = \frac a b}])


                	III. If two fractions have common denominators, then the numerators may be divided to find the quotient (e.g. [image: \textstyle{\frac {ad}{bd} \div \frac {bc}{bd} = ad \div bc}])

              

            

          


          
            	Proof

          


          
            	
              
                	1. [image: \textstyle{\frac {a} {b} \div \frac {c} {d}}], Problem


                	2. [image: \textstyle{\frac {a d} {b d} \div \frac {b c} {b d}}], Multiplied the first fraction by [image: \textstyle{\frac d d}] and the second fraction by [image: \textstyle{\frac b b}], which is the same as multiplying by one, and as accepted above (I & II) does not change the value of the fraction

              

            


            	
              
                	Note: These values of one were chosen so the fractions would have a common denominator; bd is the common denominator.

              

            


            	
              
                	3. [image: \textstyle{\frac {ad}{bd} \div \frac {bc}{bd} = ad \div bc}], From what was given in (III)


                	4. [image: \textstyle{ad \div bc = \frac {ad}{bc}}], Changed notation


                	5. [image: \textstyle{\frac {ad}{bc} = \frac a b \times \frac d c }], Can be seen


                	6. [image: \textstyle{\frac a b \times \frac d c }], Solution

              

            

          


          About 4,000 years ago Egyptians divided with fractions using slightly different methods, using least common multiples with unit fractions.


          


          Converting repeating decimals to fractions


          Decimal numbers, while arguably more useful to work with when performing calculations, lack the same kind of precision that regular fractions (as they are explained in this article) have. Sometimes an infinite number of decimals is required to convey the same kind of precision. Thus, it is often useful to convert repeating decimals into fractions.


          For most repeating patterns, a simple division of the pattern by the same number of nines as numbers it has will suffice. For example (the pattern is highlighted in bold):


          
            	0.555 = 5/9


            	0.264264264 = 264/999


            	0.629162916291 = 6291/9999

          


          In case zeros precede the pattern, the nines are suffixed by the same number of zeros:


          
            	0.0555 = 5/90


            	0.000392392392 = 392/999000


            	0.00121212 = 12/9900

          


          In case a non-repeating set of decimals precede the pattern (such as 0.1523987987987), we must equate it as the sum of the non-repeating and repeating parts:


          
            	0.1523 + 0.0000987987987

          


          Then, convert both of these to fractions. Since the first part is not repeating, it is not converted according to the pattern given above:


          
            	1523/10000 + 987/9990000

          


          We add these fractions by expressing both with a common divisor...


          
            	1521477/9990000 + 987/9990000

          


          And add them.


          
            	1522464/9990000

          


          Finally, we simplify it:


          
            	31718/208125

          


          


          Special cases


          A unit fraction is a vulgar fraction with a numerator of 1, e.g. [image: \tfrac{1}{7}].


          An Egyptian fraction is the sum of distinct unit fractions, e.g. [image: \tfrac{1}{2}+\tfrac{1}{3}].


          A dyadic fraction is a vulgar fraction in which the denominator is a power of two, e.g. [image: \tfrac{1}{8}].


          An expression that has the form of a fraction but actually represents division by or into an irrational number is sometimes called an "irrational fraction". A common example is [image: \textstyle{\frac{\pi}{2}}], the radian measure of a right angle.


          Rational numbers are the quotient field of integers. Rational functions are functions evaluated in the form of a fraction, where the numerator and denominator are polynomials. These rational expressions are the quotient field of the polynomials (over some integral domain).


          A continued fraction is an expression such as [image: a_0 + \frac{1}{a_1 + \frac{1}{a_2 + ...}} ], where the ai are integers. This is not an element of a quotient field.


          The term partial fraction is used in algebra, when decomposing rational expressions (a fraction with an algebraic expression in the denominator). The goal is to write the rational expression as the sum of other rational expressions with denominators of lesser degree. For example, the rational expression [image: \textstyle{2x \over (x^2-1)}] can be rewritten as the sum of two fractions: [image: \textstyle{1 \over (x+1)}] and [image: \textstyle{1 \over (x-1)}].


          


          Pedagogical tools


          In primary schools, fractions have been demonstrated through Cuisenaire rods.


          Parents of children learning fractions should also be aware that arithmetic is often taught very differently with reform mathematics. Many texts do not give instruction of standard methods which may use the least common denominator, to compare or add fractions. Some introduce newly developed concepts such as "fraction strips" and benchmark fractions (1/2, 1/4, 3/4 and 1/10) which are unfamiliar to parents or mathematicians. Some are concerned that such methods will not prepare students for mathematics in college or high school. If this is the case, parents may ask their schools to supplement their children's learning with standard methods or switch to texts which give instruction in traditional methods. Fraction arithmetic is normally taught and mastered from late elementary to middle or junior high school. However, some texts such as the Connected Mathematics do not discuss division of fractions at all even through 8th grade in CMP


          See also the external links below.


          


          History


          The earliest known use of decimal fractions is ca. 2800 BC as Ancient Indus Valley units of measurement. The Egyptians used Egyptian fractions ca. 1000 BC. The Greeks used unit fractions and later continued fractions and followers of the Greek philosopher Pythagoras, ca. 530 BC, discovered that the square root of two cannot be expressed as a fraction. In 150 BC Jain mathematicians in India wrote the "Sthananga Sutra", which contains work on the theory of numbers, arithmetical operations, operations with fractions.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fraction_%28mathematics%29"
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                  Territory of the French Republic in the world

                  (excl. Antarctica where sovereignty is suspended)

                

              
            


            
              	Capital

              (and largest city)

              	Paris

            


            
              	Official languages

              	French
            


            
              	Demonym

              	French
            


            
              	Government

              	Unitary semi-presidential republic
            


            
              	-

              	President

              	Nicolas Sarkozy
            


            
              	-

              	Prime Minister

              	Franois Fillon
            


            
              	Formation
            


            
              	-

              	French State

              	843 ( Treaty of Verdun)
            


            
              	-

              	Currentconstitution

              	1958 ( 5th Republic)
            


            
              	EU accession

              	March 25, 1957
            


            
              	Area
            


            
              	-

              	Total

              	674,843km( 40th)

              260,558 sqmi
            


            
              	-

              	MetropolitanFrance
            


            
              	

              	- IGN

              	551,695km( 47th)

              213,010sqmi
            


            
              	

              	- Cadastre

              	543,965km( 47th)

              210,026 sqmi
            


            
              	Population
            


            
              	

              	(January 1, 2007 estimate)
            


            
              	-

              	Total

              	64,102,140( 20th)
            


            
              	-

              	MetropolitanFrance

              	61,538,322( 20th)
            


            
              	-

              	Density

              	113/km( 89th)

              293/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	US]1.871 trillion( 7th)
            


            
              	-

              	Per capita

              	US $30,100( 20th)
            


            
              	GDP (nominal)

              	2006estimate
            


            
              	-

              	Total

              	US $2.232 trillion( 6th)
            


            
              	-

              	Per capita

              	US $35,404( 18th)
            


            
              	Gini(2002)

              	26.7(low)
            


            
              	HDI(2005)

              	▲ 0.952(high)( 10th)
            


            
              	Currency

              	Euro, CFP Franc

              

              ( EUR,XPF)
            


            
              	Time zone

              	CET ( UTC+1)
            


            
              	-

              	Summer( DST)

              	CEST( UTC+2)
            


            
              	Internet TLD

              	.fr
            


            
              	Calling code

              	+33
            

          


          France (French: IPA: [fʁɑ̃s]) , officially the French Republic (French: Rpublique franaise, IPA: [ʁepyˈblik fʁɑ̃ˈsɛz]) , is a country whose metropolitan territory is located in Western Europe and that also comprises various overseas islands and territories located in other continents. Metropolitan France extends from the Mediterranean Sea to the English Channel and the North Sea, and from the Rhine to the Atlantic Ocean. French people often refer to Metropolitan France as L'Hexagone (The "Hexagon") because of the geometric shape of its territory.


          France is bordered by Belgium, Luxembourg, Germany, Switzerland, Italy, Monaco, Andorra, and Spain. Due to its overseas departments, France also shares land borders with Brazil and Suriname (bordering French Guiana) , and the Netherlands Antilles (bordering Saint-Martin). France is also linked to the United Kingdom by the Channel Tunnel, which passes underneath the English Channel.


          The French Republic is a democracy organised as a unitary semi-presidential republic. Its main ideals are expressed in the Declaration of the Rights of Man and of the Citizen. In the 18th and 19th centuries, France built one of the largest colonial empires of the time, stretching across West Africa and Southeast Asia, prominently influencing the cultures and politics of the regions. France is a developed country with the sixth-largest economy in the world. France is the most visited country in the world, receiving over 79 million foreign tourists annually (including business visitors, but excluding people staying less than 24 hours in France). France is one of the founding members of the European Union, and has the largest land area of all members. France is also a founding member of the United Nations, and a member of the Francophonie, the G8, and the Latin Union. It is one of the five permanent members of the United Nations Security Council; it is also an acknowledged nuclear power.


          The name France originates from the Franks (Francs) , a Germanic tribe that occupied northern Europe after the fall of the Western Roman Empire. More precisely, the region around Paris, called le-de-France, was the original French royal demesne. The first King of the Franks, Clovis, is regarded as the forefather of the French kings.


          


          Origin and history of the name


          The name "France" comes from Latin Francia, which literally means "land of the Franks" or "Frankland". There are various theories as to the origin of the name of the Franks. One is that it is derived from the Proto-Germanic word frankon which translates as javelin or lance as the throwing axe of the Franks was known as a francisca.


          Another proposed etymology is that in an ancient Germanic language, Frank means free as opposed to slave. This word still exists in French as franc, it is also used as the translation of "Frank" and to name the local money, until the use of the Euro in the 2000s.


          However, rather than the ethnic name of the Franks coming from the word frank, it is also probable that the word is derived from the ethnic name of the Franks, the connection being that only the Franks, as the conquering class, had the status of freemen. The Merovingian kings claimed descent of their dynasty from the Sicambri, a Scythian or Cimmerian tribe, asserting that this tribe had changed their name to "Franks" in 11 BC, following their defeat and relocation by Drusus, under the leadership of a certain chieftain called Franko, although they had actually come from present day Netherlands, Lower Saxony, and possibly, ultimately Scandinavia. In German, France is still called Frankreich, which literally means " Realm of the Franks". In order to distinguish from the Frankish Empire of Charlemagne, Modern France is called Frankreich, while the Frankish Realm is called Frankenreich.


          The word "Frank" had been loosely used from the fall of Rome to the Middle Ages, yet from Hugh Capet's coronation as "King of the Franks" ("Rex Francorum") it became used to strictly refer to the Kingdom of Francia, which would become France. The Capetian Kings were descended from the Robertines, who had produced two Frankish kings, and previously held the title of " Duke of the Franks" ("dux francorum"). This Frankish duchy encompassed most of modern northern France but because the royal power was sapped by regional princes the term was then applied to the royal demesne as shorthand. It was finally the name adopted for the entire Kingdom as central power was affirmed over the entire kingdom.


          


          Geography


          While Metropolitan France is located in Western Europe, France also has a number of territories in North America, the Caribbean, South America, the southern Indian Ocean, the Pacific Ocean, and Antarctica. These territories have varying forms of government ranging from overseas department to overseas collectivity.


          Metropolitan France covers 547,030 square kilometres (211,209 sqmi) making it the largest country in area in the European Union, being only slightly larger than Spain. France possesses a wide variety of landscapes, from coastal plains in the north and west to mountain ranges of the Alps in the south-east, the Massif Central in the south-central and Pyrenees in the south-west. At 4,807 metres (15,770 ft) above sea-level, the highest point in Western Europe, Mont Blanc, is situated in the Alps on the border between France and Italy. Metropolitan France also has extensive river systems such as the Loire, the Garonne, the Seine and the Rhne, which divides the Massif Central from the Alps and flows into the Mediterranean sea at the Camargue, the lowest point in France (2m/ 6.5ft below sea level). Corsica lies off the Mediterranean coast.


          
            [image: Satellite picture of metropolitan France, August 2002]

            
              Satellite picture of metropolitan France, August 2002
            

          


          France's total land area, with its overseas departments and territories (excluding Adlie Land) , is 674,843square kilometres (260,558sqmi) , 0.45% of the total land area on Earth. However, France possesses the second-largest Exclusive Economic Zone (EEZ) in the world, covering 11,035,000 square kilometres (4,260,000 sqmi) , approximately 8% of the total surface of all the EEZs of the world, just behind the United States (11,351,000km/ 4,383,000sqmi) and ahead of Australia (8,232,000km/ 3,178,000sqmi).


          Metropolitan France is situated between 41 and 50 North, on the western edge of Europe and thus lies within the northern temperate zone. The north and northwest have a temperate climate, however, a combination of maritime influences, latitude and altitude produce a varied climate in the rest of Metropolitan France. In the south-east a Mediterranean climate prevails. In the west, the climate is predominantly oceanic with a high level of rainfall, mild winters and cool summers. Inland the climate becomes more continental with hot, stormy summers, colder winters and less rain. The climate of the Alps and other mountainous regions are mainly alpine in nature with the number of days with temperatures below freezing over 150 per year and snowcover lasting for up to six months.


          


          History


          


          Rome to revolution


          The borders of modern France are approximately the same as those of ancient Gaul, which was inhabited by Celtic Gauls. Gaul was conquered for Rome by Julius Caesar in the 1st century BC, and the Gauls eventually adopted Roman speech (Latin, from which the French language evolved) and Roman culture. Christianity took root in the 2nd and 3rd centuries AD, and became so firmly established by the fourth and fifth centuries that St. Jerome wrote that Gaul was the only region "free from heresy".


          In the 4th century AD, Gaul's eastern frontier along the Rhine was overrun by Germanic tribes, principally the Franks, from whom the ancient name of "Francie" was derived. The modern name "France" derives from the name of the feudal domain of the Capetian Kings of France around Paris. The Franks were the first tribe among the Germanic conquerors of Europe after the fall of the Roman Empire to convert to Catholic Christianity rather than Arianism (their King Clovis did so in 498); thus France obtained the title "Eldest daughter of the Church" (La fille aine de l'glise) , and the French would adopt this as justification for calling themselves "the Most Christian Kingdom of France".


          Existence as a separate entity began with the Treaty of Verdun (843) , with the division of Charlemagne's Carolingian empire into East Francia, Middle Francia and Western Francia. Western Francia approximated the area occupied by modern France and was the precursor to modern France.


          The Carolingians ruled France until 987, when Hugh Capet, Duke of France and Count of Paris, was crowned King of France. His descendants, the Direct Capetians, the House of Valois and the House of Bourbon, progressively unified the country through a series of wars and dynastic inheritance. The monarchy reached its height during the 17th century and the reign of Louis XIV. At this time France possessed the largest population in Europe (see Demographics of France) and had tremendous influence over European politics, economy, and culture. French became, and remained for some time, the common language of diplomacy in International affairs. Much of the Enlightenment occurred in French intellectual circles, and major scientific breakthroughs were achieved by French scientists in the 18th century. In addition, France obtained many overseas possessions in the Americas, Africa and Asia.


          


          Monarchy to republic


          
            [image: Lord Cornwallis' surrender following the Siege of Yorktown. French participation was decisive in this battle, 1781]

            
              Lord Cornwallis' surrender following the Siege of Yorktown. French participation was decisive in this battle, 1781
            

          


          The monarchy ruled France until the French Revolution, in 1789. King Louis XVI and his wife, Marie Antoinette, were executed, along with thousands of other French citizens. After a series of short-lived governmental schemes, Napoleon Bonaparte seized control of the Republic in 1799, making himself First Consul, and later Emperor of what is now known as the First French Empire (18041814). In the course of several wars, his armies conquered most of continental Europe, with members of the Bonaparte family being appointed as monarchs of newly established kingdoms.


          Following Napoleon's final defeat in 1815 at the Battle of Waterloo, the French monarchy was re-established, but with new constitutional limitations. In 1830, a civil uprising established the constitutional July Monarchy, which lasted until 1848. The short-lived Second Republic ended in 1852 when Louis-Napolon Bonaparte proclaimed the Second French Empire. Louis-Napolon was unseated following defeat in the Franco-Prussian war of 1870 and his regime was replaced by the Third Republic.


          France had colonial possessions, in various forms, since the beginning of the 17th century until the 1960s. In the 19th and 20th centuries, its global overseas colonial empire was the second largest in the world behind the British Empire. At its peak, between 1919 and 1939, the second French colonial empire extended over 12,347,000 square kilometres (4,767,000sqmi) of land. Including metropolitan France, the total area of land under French sovereignty reached 12,898,000 square kilometres (4,980,000 sq mi) in the 1920s and 1930s, which is 8.6% of the world's land area.


          
            [image: Eug�ne Delacroix - La Libert� guidant le peuple ("Liberty leading the People") , a symbol of the French Revolution of 1830]

            
              Eugne Delacroix - La Libert guidant le peuple ("Liberty leading the People") , a symbol of the French Revolution of 1830
            

          


          Though ultimately a victor in World War I, France suffered enormous human and material losses that weakened it for decades to come. The 1930s were marked by a variety of social reforms introduced by the Popular Front government. At the start of World War II, France held a series of unsuccessful rescue campaigns in Norway, Belgium and The Netherlands from 1939 to 1940. Upon the May-June 1940 Nazi German blitzkrieg and its Fascist Italian support, France's political leadership disregarded Churchill's proposal of a Franco-British Union and signed the Second Armistice at Compigne surrender on June 22, 1940. The Germans established a puppet regime under Marshal Philippe Ptain known as Vichy France, which pursued a policy of collaboration with Nazi Germany. The regime's opponents formed the Free French Forces outside of France and the French Resistance inside. France was liberated with the joint effort of the United States, the United Kingdom, Canada, the Free French Forces and the French resistance in 1944. Soon the Nouvelle Arme Franaise ("new French army") was established with the massive help of US-built material and equipment, and pursued the fight along the Allies in various battles including the campaign of Italy.


          The French Fourth Republic was established after World War II and struggled to maintain its economic and political status as a dominant nation state. France attempted to hold on to its colonial empire, but soon ran into trouble. The half-hearted 1946 attempt at regaining control of French Indochina resulted in the First Indochina War, which ended in French defeat at the Battle of Dien Bien Phu in 1954. Only months later, France faced a new, even harsher conflict in its oldest major colony, Algeria.


          The debate over whether or not to keep control of Algeria, then home to over one million European settlers, wracked the country and nearly led to civil war. In 1958, the weak and unstable Fourth Republic gave way to the Fifth Republic, which contained a strengthened Presidency. In the latter role, Charles de Gaulle managed to keep the country together while taking steps to end the war. The Algerian War and Franco-French civil war that resulted in the capital Algiers, was concluded with peace negotiations in 1962 that led to Algerian independence.


          In recent decades, France's reconciliation and cooperation with Germany have proved central to the political and economic integration of the evolving European Union, including the introduction of the euro in January 1999. France has been at the forefront of the European Union member states seeking to exploit the momentum of monetary union to create a more unified and capable European Union political, defence, and security apparatus. However, the French electorate voted against ratification of the European Constitutional Treaty in May 2005.


          


          Government
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              Logo of the French republic
            

          


          The French Republic is a unitary semi-presidential republic with strong democratic traditions. The constitution of the Fifth Republic was approved by referendum on 28 September 1958. It greatly strengthened the authority of the executive in relation to parliament. The executive branch itself has two leaders: the President of the Republic, who is elected directly by universal adult suffrage for a 5-year term (formerly 7 years) and is the Head of State, and the Government, led by the president-appointed Prime Minister.


          The French parliament is a bicameral legislature comprising a National Assembly (Assemble Nationale) and a Senate. The National Assembly deputies represent local constituencies and are directly elected for 5-year terms. The Assembly has the power to dismiss the cabinet, and thus the majority in the Assembly determines the choice of government. Senators are chosen by an electoral college for 6-year terms (originally 9-year terms) , and one half of the seats are submitted to election every 3 years starting in September 2008. The Senate's legislative powers are limited; in the event of disagreement between the two chambers, the National Assembly has the final say, except for constitutional laws and lois organiques (laws that are directly provided for by the constitution) in some cases. The government has a strong influence in shaping the agenda of Parliament.


          French politics are characterised by two politically opposed groupings: one left-wing, centred around the French Socialist Party, and the other right-wing, centred previously around the Rassemblement pour la Rpublique (RPR) and now its successor the Union for a Popular Movement. The executive branch is currently composed mostly of the UPM.


          


          Conventions and notations


          
            	France is the home of the International System of Units (the metric system). The Imperial System is almost completely ignored in France. Some pre-metric units are still used, essentially the livre (a unit of weight equal to half a kilogram) and the quintal (a unit of weight equal to 100 kilograms).


            	In mathematics, France uses the infix notation like most countries. For large numbers the long scale is used. Thus, the French use the word billion for what English speakers call a trillion. However, there exists a French word, milliard, for what the English speakers call a billion. Thus, despite the use of the long scale, one billion is called un milliard ("one milliard") in French, and not mille millions ("one thousand million"). It should also be noted that names of numbers above the milliard are rarely used. Thus, one trillion will most often be called mille milliards ("one thousand milliard") in French, and rarely un billion.


            	In the French numeral notation, the comma (,) is the Decimal separator, whereas the dot (.) is used between each group of three digits especially for big numbers. A space can also be used to separate each group of three digits especially for small numbers. Thus three thousand five hundred and ten may be written as 3 510 whereas fifteen million five hundred thousand and thirty-two may be written as 15.500.032. In finances the symbol associated to the currency is put after the numbers and not before. For example 25,000.00 is written 25 000,00  (always with an extra space between the figure and the currency symbol, and often a space between every block of 3 digits).


            	Cars are driven on right.


            	In computing, if a bit is still called a bit a byte is called an octet (from the Latin root octo, meaning "8"). SI prefixes are used.


            	24-hour clock time is used, with h being the separator between hours and minutes (for example 2pm30 is 14h30).


            	The all-numeric form for dates is in the order day-month-year, using a slash as the separator (example: 31/12/1992 or 31/12/92).

          


          


          Law
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          France uses a civil legal system; that is, law arises primarily from written statutes; judges are not to make law, but merely to interpret it (though the amount of judge interpretation in certain areas makes it equivalent to case law). Basic principles of the rule of law were laid in the Napoleonic Code. In agreement with the principles of the Declaration of the Rights of Man and of the Citizen law should only prohibit actions detrimental to society. As Guy Canivet, first president of the Court of Cassation, wrote about the management of prisons:


          
            	Freedom is the rule, and its restriction is the exception; any restriction of Freedom must be provided for by Law and must follow the principles of necessity and proportionality.

          


          That is, Law should lay out prohibitions only if they are needed, and if the inconveniences caused by this restriction do not exceed the inconveniences that the prohibition is supposed to remedy. In practice, of course, this ideal is often lost when laws are made.


          French law is divided into two principal areas: private law and public law. Private law includes, in particular, civil law and criminal law. Public law includes, in particular, administrative law and constitutional law. However, in practical terms, French law comprises three principal areas of law: civil law; criminal law and administrative law.


          France does not recognise religious law, nor does it recognise religious beliefs or morality as a motivation for the enactment of prohibitions. As a consequence, France has long had neither blasphemy laws nor sodomy laws (the latter being abolished in 1791). However "offences against public decency" (contraires aux bonnes murs) or breach of the peace (trouble  l'ordre public) have been used to repress public expressions of homosexuality or street prostitution.


          Laws can only address the future and not the past ( ex post facto laws are prohibited); and to be applicable, laws must be officially published in the Journal Officiel de la Rpublique Franaise.


          


          Foreign relations


          
            [image: ]
          


          France is a member of the United Nations and serves as one of the permanent members of the U.N. Security Council with veto rights. It is also a member of the WTO, the Secretariat of the Pacific Community (SPC) , the Indian Ocean Commission (COI). It is an associate member of the Association of Caribbean States (ACS) and a leading member of the International Francophone Organisation (OIF) of fifty-one fully or partly French-speaking countries. It hosts the headquarters of the OECD, UNESCO, Interpol, Alliance Base and the International Bureau for Weights and Measures. In 1953 France received a request from the United Nations to pick a coat of arms that would represent it internationally. Thus the French emblem was adopted and is currently used on passports.


          French foreign policy has been largely shaped by membership of the European Union, of which it was a founding member. In the 1960s, France sought to exclude the British from the organization, seeking to build its own standing in continental Europe. Since the 1990s, France has developed close ties with reunified Germany to become the most influential driving force of the EU, but consequently rivaling the U.K. and limiting the influence of newly-inducted East European nations. France is a member of the North Atlantic Treaty Organization, but under President de Gaulle, it excluded itself from the joint military command to avoid the supposed domination of its foreign and security policies by U.S. political and military influence. In the early 1990s, the country drew considerable criticism from other nations for its underground nuclear tests in Polynesia. France vigorously opposed the 2003 invasion of Iraq, straining bilateral relations with the U.S. and the U.K. France retains strong political and economic influence in its former African colonies and has supplied economic aid and troops for peace-keeping missions in the Ivory Coast and Chad.


          


          Military
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          The French armed forces are divided into four branches:


          
            	Arme de Terre (Army)


            	Marine Nationale (Navy)


            	Arme de l'Air (Air Force)


            	Gendarmerie Nationale (A military force which acts as a National Rural Police and as a Military police for the entire French military)

          


          Since the Algerian War, conscription was steadily reduced and was finally suspended in 2001 by Jacques Chirac. The total number of military personnel is approximately 359,000. France spends 2.6% of its GDP on defence, slightly more than the United Kingdom (2.4%) , and is the highest in the European Union where defence spending is generally less than 1.5% of GDP. Together they account for 40% of EU defence spending. About 10% of France's defence budget goes towards its force de frappe, or nuclear weapons. A significant part of French military equipment is made in France. Examples include the Rafale fighter, the Charles de Gaulle aircraft carrier, the Exocet missile, and the Leclerc tank. Some weaponry, like the E-2 Hawkeye or the E-3 Sentry was bought from the United States. Despite withdrawing from the Eurofighter project, France is actively investing in European joint projects such as the Eurocopter Tiger, multipurpose frigates, the UCAV demonstrator nEUROn and the Airbus A400M. France is a major arms seller as most of its arsenal's designs are available for the export market with the notable exception of nuclear powered devices. Some of the French designed equipments are specifically designed for exports like the Franco-Spanish Scorpne class submarines. Some French equipments have been largely modified to fit allied countries' requirements like the Formidable class frigates (based on the La Fayette class) or the Hashmat class submarines (based on the Agosta class submarines).


          
            	Although it includes very competent anti-terrorist units such as the GIGN or the EPIGN the gendarmerie is a military police force which serves for the most part as a rural and general purpose police force. Since its creation the GIGN has taken part in roughly one thousand operations and freed over five-hundred hostages; the Air France Flight 8969's hijacking brought them to the world's attention.


            	French intelligence can be divided into two major units: the DGSE (the external agency) and the DST (domestic agency). The latter being part of the police while the former is associated to the army. The DGSE is notorious for the Sinking of the Rainbow Warrior, but it is also known for revealing the most extensive technological spy network uncovered in Europe and the United States to date through the mole Vladimir Vetrov.


            	The French " Force de frappe" relies on a complete independence. The current French nuclear force consists of four submarines equipped with M45 ballistic missiles. The current Triomphant class is currently under deployment to replace the former Redoutable class. The M51 will replace the M45 in the future and expand the Triomphants firing range. Aside of the submarines the French dissuasion force uses the Mirage 2000N; it is a variant of the Mirage 2000 and thus is designed to deliver nuclear strikes. Other nuclear devices like the Plateau d'Albion's Intercontinental ballistic missiles and the short range Hads missiles have been disarmed. With 350 nuclear heads stockpiled France is the world's third largest nuclear power.


            	The Marine Nationale is regarded as one of the world's most powerful. The professional compendium flottes de combats, in its 2006 edition, ranked it world's 6th biggest navy after the American, Russian, Chinese, British and Japanese navies. . It is equipped with the world's only nuclear powered Aircraft Carrier, with the exception of the American navy. Recently Mistral class ships joined the Marine Nationale, the Mistral itself having taken part to operations in Lebanon. For the 2004 centennial of the Entente Cordiale President Chirac announced the Future French aircraft carrier would be jointly designed with Great Britain. The French navy is equipied with the La Fayette class frigates, early examples of stealth ships, and several ships are expected to be retired in the next few years and replaced by more modern ships, examples of future surface ships are the Forbin and the Aquitaine class frigates. The attack submarines are also part of the Force Ocanique Stratgique although they do not carry the nuclear dissuasion, the current class is the Rubis Class and will be replaced in the future by the expected Suffren Class.


            	The Arme de Terre employs 133,500 people, it is very famous for the Lgion Etrangre though the French special forces aren't the Legion but the Dragons Parachutistes and the Marines Parachutistes. The French assault rifle is the FAMAS and future infantry combat system is the Flin. France uses both tracked and wheeled vehicles to a significant points, examples of wheeled vehicles would be the Caesar or the AMX 10 RC. Although its main battle tank is the Leclerc many older AMX 30 tanks are still operational. It uses the AMX 30 AuF1 for artillery. Finally it is getting equipied with Eurocopter Tigers helicopters.


            	The Arme de l'Air is the oldest and first professional air force worldwide. It still today retains a significant capacity. It uses mainly two aircraft fighters: the older Mirage F1 and the more recent Mirage 2000. The later model exists in a ground attack version called the Mirage2000D. The highly modern Rafale is in deployment in both the French air force and navy.

          


          


          Transportation
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          The railway network of France, which stretches 31,840 kilometres (19,784 mi) is the most extensive in Western Europe. It is operated by the SNCF, and high-speed trains include the Thalys, the Eurostar and TGV, which travels at 320km/h (200mph) in commercial use. The Eurostar, along with the Eurotunnel Shuttle, connects with the United Kingdom through the Channel Tunnel. Rail connections exist to all other neighbouring countries in Europe, except Andorra. Intra-urban connections are also well developed with both underground services and tramway services complementing bus services.


          There is approximately 893,300 kilometres (555,070mi) of serviceable roadway in France. The Paris region is enveloped with the most dense network of roads and highways that connect it with virtually all parts of the country. French roads also handle substantial international traffic, connecting with cities in neighboring Belgium, Spain, Andorra, Monaco, Switzerland, Germany and Italy. There is no annual registration fee or road tax; however, motorway usage is through tolls except in the vicinity of large communes. The new car market is dominated by national brands such as Renault (27% of cars sold in France in 2003) , Peugeot (20.1%) and Citron (13.5%). Over 70% of new cars sold in 2004 had diesel engines, far more than contained petrol or LPG engines. France possesses the world's tallest road bridge: the Millau Viaduct, and has built many important bridges such as the Pont de Normandie.


          There are approximately 478 airports in France, including landing fields. The Charles de Gaulle International Airport located in the vicinity of Paris is the largest and busiest airport in the country, handling the vast majority of popular and commercial traffic of the country and connecting Paris with virtually all major cities across the world. Air France is the national carrier airline, although numerous private airline companies provide domestic and international travel services. There are ten major ports in France, the largest of which is in Marseille, which also is the largest bordering the Mediterranean Sea. 14,932 kilometres (9,278mi) of waterways traverse France.


          


          Administrative divisions
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          France is divided into 26 administrative regions. 22 are in metropolitan France (21 are on the continental part of metropolitan France; one is the territorial collectivity of Corsica) , and four are overseas regions. The regions are further subdivided into 100 departments which are numbered (mainly alphabetically). This number is used in postal codes and vehicle number plates amongst others. Four of these departments are found in the overseas regions and are simultaneously overseas regions and overseas departments and are an integral part of France (and the European Union) and thus enjoy a status similar to metropolitan departments. The 100 departments are subdivided into 341 arrondissements which are, in turn, subdivided into 4,032 cantons. These cantons are then divided into 36,680 communes, which are municipalities with an elected municipal council. There also exist 2,588 intercommunal entities grouping 33,414 of the 36,680 communes (i.e. 91.1% of all the communes). Three communes, Paris, Lyon and Marseille are also subdivided into 45 municipal arrondissements.


          The regions, departments and communes are all known as territorial collectivities, meaning they possess local assemblies as well as an executive. Arrondissements and cantons are merely administrative divisions. However, this was not always the case. Until 1940, the arrondissements were also territorial collectivities with an elected assembly, but these were suspended by the Vichy regime and definitely abolished by the Fourth Republic in 1946. Historically, the cantons were also territorial collectivities with their elected assemblies.


          In addition to the 26 regions and 100 departments, the French Republic also has six overseas collectivities, one sui generis collectivity (New Caledonia) , and one overseas territory. Overseas collectivities and territories form part of the French Republic, but do not form part of the European Union or its fiscal area. The Pacific territories continue to use the Pacific franc whose value is linked to that of the euro. In contrast, the four overseas regions used the French franc and now use the euro.


          France also maintains control over a number of small non-permanently inhabited islands in the Indian Ocean and the Pacific Ocean: Bassas da India, Clipperton Island, Europa Island, Glorioso Islands, Juan de Nova Island, Tromelin Island.


          


          Overseas Regions


          Overseas departments have the same political status as metropolitan departments.


          
            	Guadeloupe (since 1946)


            	Martinique (since 1946)


            	French Guiana (since 1946)


            	Runion (since 1946)

          


          


          Economy
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          France's economy combines extensive private enterprise (nearly 2.5 million companies registered) with substantial (though declining) government intervention (see dirigisme). The government retains considerable influence over key segments of infrastructure sectors, with majority ownership of railway, electricity, aircraft, and telecommunication firms. It has been gradually relaxing its control over these sectors since the early 1990s. The government is slowly selling off holdings in France Tlcom, Air France, as well as the insurance, banking, and defence industries.


          A member of the G8 group of leading industrialised countries, it is ranked as the sixth largest economy in the world in 2005, behind the United States, Japan, Germany, The People's Republic of China and the United Kingdom. France joined 11 other EU members to launch the Euro on January 1, 1999, with euro coins and banknotes completely replacing the French franc (₣) in early 2002. According to the OECD, in 2004 France was the world's fifth-largest exporter and the fourth-largest importer of manufactured goods. In 2003, France was the 2nd-largest recipient of foreign direct investment among OECD countries at $47 billion, ranking behind Luxembourg (where foreign direct investment was essentially monetary transfers to banks located in that country) but above the United States ($39.9 billion) , the United Kingdom ($14.6 billion) , Germany ($12.9 billion) , or Japan ($6.3 billion). In the same year, French companies invested $57.3 billion outside of France, ranking France as the second most important outward direct investor in the OECD, behind the United States ($173.8 billion) , and ahead of the United Kingdom ($55.3 billion) , Japan ($28.8 billion) and Germany ($2.6 billion).


          In the 2005 edition of OECD in Figures, the OECD also noted that France leads the G7 countries in terms of productivity (measured as GDP per hour worked). In 2004, the GDP per hour worked in France was $47.7, ranking France above the United States ($46.3) , Germany ($42.1) , the United Kingdom ($39.6) , or Japan ($32.5).
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          Despite figures showing a higher productivity per hour worked than in the US, France's GDP per capita is significantly lower than the US GDP per capita, being in fact comparable to the GDP per capita of the other European countries, which is on average 30% below the US level. The reason for this is that a much smaller percentage of the French population is working compared to the US, which lowers the GDP per capita of France, despite its higher productivity. In fact, France has one of the lowest percentages of its population aged 15-64 years at work among the OECD countries. In 2004, 68.8% of the French population aged 15-64 years was in employment, compared to 80.0% in Japan, 78.9% in the UK, 77.2% in the US, and 71.0% in Germany. This phenomenon is the result of almost thirty years of massive unemployment in France, which has led to three consequences reducing the size of the working population: about 9% of the active population is without a job; students delay as long as possible their entry into labour market; and finally, the French government gives various incentives to workers to retire in their early 50s, though these are now receding.


          As many economists have stressed repeatedly over the years, the main issue with the French economy is not an issue of productivity. In their opinion, it is an issue of structural reforms, in order to increase the size of the working population in the overall population. Liberal and Keynesian economists have different answers to that issue. Lower working hours and the reluctance to reform the labour market are mentioned as weak spots of the French economy in the view of the right and lack of government policies fostering social justice by the left. Recent government attempts at adjusting the youth labour market, to combat unemployment, have met with fierce resistance.


          With 79.1 million foreign tourists in 2006, France is ranked as the first tourist destination in the world, ahead of Spain (55.6 million in 2005) and the United States (49.4 million in 2005). This 79.1 million figure excludes people staying less than 24 hours in France, such as northern Europeans crossing France on their way to Spain or Italy during the Summer. France features cities of high cultural interest (Paris being the foremost) , beaches and seaside resorts, ski resorts, and rural regions that many enjoy for their beauty and tranquillity (green tourism). Aside of casual tourism France attracts a lot of religious pilgrims to Lourdes, a town in the Hautes-Pyrnes dpartement, that hosts a few million tourists a year.


          France has an important aerospace industry led by the European consortium Airbus, and is the only European power (excluding Russia) to have its own national spaceport ( Centre Spatial Guyanais). France is also the most energy independent Western country due to heavy investment in nuclear power, which also makes France the smallest producer of carbon dioxide among the seven most industrialised countries in the world. As a result of large investments in nuclear technology, most of the electricity produced in the country is generated by nuclear power plants (78.1% in 2006, up from only 8% in 1973, 24% in 1980, and 75% in 1990).


          Large tracts of fertile land, the application of modern technology, and EU subsidies have combined to make France the leading agricultural producer and exporter in Europe. Wheat, poultry, dairy, beef, and pork, as well as an internationally recognised foodstuff and wine industry are primary French agricultural exports. EU agriculture subsidies to France total almost $14 billion.


          Since the end of the Second World War the government made efforts to integrate more and more with Germany, both economically and politically. Today the two countries form what is often referred to as the "core" countries in favour of greater integration of the European Union.


          


          Demography
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          With an estimated population of 64 million people, France is the 23rd most populous country in the world. France's largest cities are Paris, Marseille, Lyon, Lille, Toulouse, Nice, and Nantes.


          In 2003, France's natural population growth (excluding immigration) was responsible for almost all natural population growth in the European Union. In 2004, population growth was 0.68% and then in 2005 birth and fertility rates continued to increase. The natural increase of births over deaths rose to 299,800 in 2006. The lifetime fertility rate rose to 2.00 in 2007, from 1.92 in 2004.


          In 2004, a total of 140,033 people immigrated to France. Of them, 90,250 were from Africa and 13,710 from Europe. In 2005, immigration level fell slightly to 135,890. France is an ethnically diverse nation. According to the French National Institute for Statistics and Economic Studies, it has an estimated 4.9 million foreign-born immigrants, of which 2 million have acquired French citizenship. France is the leading asylum destination in Western Europe with an estimated 50,000 applications in 2005 (a 15% decrease from 2004). The European Union allows free movement between the member states. While the UK (along with Ireland) did not impose restrictions, France put in place controls to curb Eastern European migration.
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          A perennial political issue concerns rural depopulation. Over the period 1960-1999 fifteen rural dpartements experienced a decline in population. In the most extreme case, the population of Creuse fell by 24%.


          According to Article 2 of the Constitution, French is the sole official language of France since 1992. This makes France the only Western European nation (excluding microstates) to have only one officially recognised language. However, 77 regional languages are also spoken, in metropolitan France as well as in the overseas departments and territories. Until recently, the French government and state school system discouraged the use of any of these languages, but they are now taught to varying degrees at some schools. Other languages, such as Portuguese, Italian, Maghrebi Arabic and several Berber languages are spoken by immigrants.


          


          Religion


          France is a secular country as freedom of religion is a constitutional right, although some religious doctrines such as Scientology, Children of God, the Unification Church, and the Order of the Solar Temple are considered cults. According to a January 2007 poll by the Catholic World News: 51% identified as being Catholics, 31% identified as being agnostics or atheists. (Another poll concluded that 27% identified as being atheists.) , 10% identified as being from other religions or being without opinion, 4% identified as Muslim, 3% identified as Protestant, 1% identified as Jewish.


          According to the most recent Eurobarometer Poll 2005, 34% of French citizens responded that "they believe there is a god", whereas 27% answered that "they believe there is some sort of spirit or life force" and 33% that "they do not believe there is any sort of spirit, god, or life force".


          In France, 32% declare themselves to be atheists, with an additional 32% declaring themselves agnostic. The current Jewish community in France numbers around 600,000 according to the World Jewish Congress and is largest in Europe. Estimates of the number of Muslims in France vary widely. According to the 1999 French census returns, there were only 3.7 million people of "possible Muslim faith" in France (6.3% of the total population). There are an estimated 200,000 to 1 million illegal immigrants in France.


          The concept of lacit exists in France and because of this the French government is legally prohibited from recognising any religion (except for legacy statutes like those of military chaplains and Alsace-Moselle). Instead, it merely recognises religious organisations, according to formal legal criteria that do not address religious doctrine. Conversely, religious organisations should refrain from intervening in policy-making. Tensions occasionally erupt about alleged discrimination against minorities, especially against Muslims (see Islam in France).


          


          Public health


          The French healthcare system was ranked first worldwide by the World Health Organization in 1997. It is almost entirely free for people affected by chronic diseases (Affections de longues dures) such as cancers, AIDS or Cystic Fibrosis. Average life expectancy at birth is 79.73 years.


          As of 2003, there are approximately 120,000 inhabitants of France who are living with AIDS


          France, as all EU countries, is under an EU directive to reduce sewage discharge to sensitive areas. As of 2006, France is only 40% in compliance with this directive, placing it as one of the lowest achieving countries within the EU with regard to this wastewater treatment standard .


          


          Culture
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            	Acadmie franaise


            	French art


            	Cuisine of France


            	Cinema of France


            	Music of France


            	Social structure of France


            	Education in France


            	Holidays in France


            	List of French people

          


          


          Architecture
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          There is, technically speaking, no architecture named French Architecture, although that has not always been true. Gothic Architecture's old name was French Architecture (or Opus Francigenum). The term "Gothic" appeared later as a stylistic insult and was widely adopted. Northern France is the home of some of the most important Gothic cathedrals and basilicas, the first of these being the Saint Denis Basilica (used as the royal necropolis); other majestuous and important French Gothic cathedrals are Notre-Dame de Chartres and Notre-Dame d'Amiens. The kings were crowned in another important Gothic church: Notre-Dame de Reims. Aside from churches, Gothic Architecture had been used for many religious palaces, the most important one being the Palais des Papes in Avignon.


          During the Middle Ages, fortified castles were built by feudal nobles to mark their powers against their rivals. When King Philip II took Rouen from King John, for example, he demolished the ducal castle to build a bigger one. Fortified cities were also common, unfortunately most French castles did not survive the passage of time. This is why Richard Lionheart's castle - Chteau-Gaillard- was demolished as well as the Chteau de Lusignan. Some important French castles that survived are Chinon Castle, Chteau d'Angers, the massive Chteau de Vincennes and the so called Cathar castles.


          Before the appearance of this architecture France had been using romanesque architecture like most of Western Europe (with the exception of the Iberian Peninsula, which used Mooresque architecture). Some of the greatest examples of Romanesque Churches in France are the Saint Sernin Basilica in Toulouse and the remains of the Cluniac Abbey (largely destroyed during the Revolution and the Napoleonic Wars).


          The end of the Hundred Years' War marked an important stage in the evolution of French architecture. It was the time of the French Renaissance and several artists from Italy and Spain were invited to the French court; many residential palaces, Italian-inspired, were built, mainly in the Loire Valley. Such residential castles were the Chteau de Chambord, the Chteau de Chenonceau, or the Chteau d'Amboise. Following the renaissance and the end of the Middle Ages, Baroque Architecture replaced the gothic one. However, in France, baroque architecture found a greater success in the secular domain than in the religious one. In the secular domain the Palace of Versailles has many baroque features. Jules Hardouin Mansart can be said to be the most influential French architect of the baroque style, with his very famous baroque dome of Les Invalides. Some of the most impressive provincial baroque architecture is found in places that were not yet French such as the Place Stanislas in Nancy. On the military architectural side Vauban designed some of the most efficient fortresses of Europe and became a very influential military architect.


          After the French revolution the Republicans favoured Neoclassicism although neoclassicism was introduced in France prior to the revolution with such building as the Parisian Pantheon or the Capitole de Toulouse. Built during the French Empire the Arc de Triomphe and Sainte Marie-Madeleine represent this trend the best.


          Under Napoleon III a new wave of urbanism and architecture was given birth. If some very extravagant buildings such as the neo-baroque Palais Garnier were built, the urban planing of the time was very organised and rigorous. For example Baron Haussmann rebuilt Paris. These times also saw a strong Gothic-Revival trend across Europe, in France the associated architect was Eugne Viollet-le-Duc. In the late 19th century Gustave Eiffel designed many bridges (like the Garabit viaduct) and remains one of the most influential bridge designer of his time, although he is best remembered for the Eiffel Tower.


          In the 20th century the Swiss Architect Le Corbusier designed several buildings in France. More recently French architects have combined both modern and old architectural styles. The Louvre Pyramid is a good example of modern architecture added to an older building. Certainly the most difficult buildings to integrate within French cities are skyscrapers, as they are visible from afar. France's largest financial district is La Defense, where a significant number of skyscrapers are located. Other massive buildings that are a challenge to integrate into their environment are large bridges; a good example of the way this has been done is the Millau Viaduct. Some famous modern French architects include Jean Nouvel or Paul Andreu.


          


          Literature
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          French literature tracks its origins back to the Middle Ages. French was not yet a uniform language but was divided into several dialects (mainly: northern ol, southern oc dialects). Each writer used his own spelling and grammar. Several French mediaeval texts are not signed- such is the case with Tristan and Iseult, or with Lancelot and the Holy Grail, among many others. A significant part of mediaeval French poetry and literature was inspired by the Matter of France, such as the The Song of Roland and the various Chansons de geste. The "Roman de Renart" was written in 1175 by Perrout de Saint Cloude, and told the story of the medieval character Reynard ('the Fox'); it is also a popular example of early French story-telling.


          In spite of the anonymous character of many French writings of the Middle-Ages, some medieval writers became quite famous: Chrtien de Troyes, for instance. 'Oc' culture was also quite influent in the Middle Ages. An early example of a vernacular poet writing in Occitan was Duke William IX of Aquitaine.


          About the history of the French language, one of the most important writer is unquestionably Franois Rabelais. Modern French took a great deal from his style. His most famous work is quite probably Gargantua and Pantagruel. Later on, Jean de La Fontaine wrote his famous "Fables", a collection of short stories, written in verse, and usually ending with a "moral teaching".


          During the 17th century Pierre Corneille, Jean Racine and Molire's plays, Blaise Pascal and Ren Descartes's moral and philosophical books deeply influenced the aristocracy leaving an important heritage for the authors of the following decades.


          But it is most certainly in the 18th and 19th centuries which French literature and poetry reach its highest point. The 18th century saw the writings of such huge writers, essayists and moralists as Voltaire, Denis Diderot and Jean-Jacques Rousseau. As concerns French children's literature in those times, Charles Perrault was probably the most prolific writer, with stories such as: " Puss in Boots", " Cinderella", " Sleeping Beauty" and " Bluebeard".


          The 19th century saw the birth of many French novels of world renown; Victor Hugo, Alexandre Dumas and Jules Verne are probably among the most famous among these writers, both in and outside of France, with such highly popular novels such as The Three Musketeers, The Count of Monte-Cristo, Twenty Thousand Leagues Under the Sea, or The Hunchback of Notre-Dame. Other 19th century fiction writers include Emile Zola, Guy de Maupassant, Thophile Gautier and Stendhal.


          Symbolist poetry of the turn of the 19th century also proved to be a strong movement in French poetry, with artists such as Charles Baudelaire, Paul Verlaine and Stphane Mallarm.


          Now also famous outside of France (whereas they used to be mostly known inside of France) are Louis-Ferdinand Cline and Albert Camus. One of the most well-known 20th century writers is Antoine de St.-Exupry, whose " Little Prince" has been translated and become a bestseller in a great many countries, remaining popular both with children and adults.


          Nowadays, the Prix Goncourt (first given in 1903) rewards "the best and most imaginative prose work of the year". It has quite probably become France's best-known contemporary literary award.


          


          Sport
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          Popular sports include football (soccer), both codes of rugby football and in certain regions basketball and handball. France has hosted events such as the 1938 and 1998 FIFA World Cups, and hosted the 2007 Rugby Union World Cup. Stade de France in Paris is the largest stadium in France and was the venue for the 1998 FIFA World Cup final, and hosted the 2007 Rugby World Cup final in October 2007. France also hosts the annual Tour de France, the most famous road bicycle race in the world. France is also famous for its 24 Hours of Le Mans sports car endurance race held in the Sarthe department. Several major tennis tournaments take place in France, including the Paris Masters and the French Open, one of the four Grand Slam tournaments.


          France is the country of creation of the Modern Olympic Games, due to a French aristocrat, Baron Pierre de Coubertin, in the end of the 19th century. After Athens in reference to the Greek origin of the ancient Olympic Games, Paris hosted the second Games in 1900. Paris was also the first home of the IOC, before moving to Lausanne for more neutrality. During the Modern era, France has hosted the Olympic Games fives times: two Summer Games ( 1900 and 1924, both in Paris) and three Winter Games ( 1924 in Chamonix -the first edition-, 1968 in Grenoble and 1992 in Albertville).


          Both the national football team and the national rugby union team are nicknamed "Les Bleus" in reference to the team's shirt colour as well as the national French tricolor flag. The football team is regarded as one of the most skillful teams in the world with one FIFA World Cup victory in 1998, one FIFA World Cup second place in 2006, and two European Championships in 1984 and 2000. The top national club competition is the Ligue 1. Rugby is very popular, particularly so in the southwest of France and Paris. The national team have competed at every Rugby World Cup, and take part in the annual Six Nations Championship. The French rugby team has never won a World Cup (despite having reached the semi-finals on all but one occasion, and playing in two finals) , yet it has won sixteen Six Nations Championship, including eight grand slams. They are considered one of the top teams in the world. The top national club competition is the Top 14, widely seen as the most comptetitive in the world.


          


          French comic books


          
            Image:Asterix the gaul.jpg

            
              Asterix the gaulois, a famous French comics character
            

          


          French comic books and Francophone Belgian ones are often discussed together. These two countries share a long lasting tradition in comics and comic books. In French they are called bandes dessines, or more simply BD. It is important to note the French term does not indicate the subject matter. In common English usage the term comics is often associated to what is fun, or funnies while the French language comics are often referred as the le neuvime art (the ninth art). In the USA several French comics would be seen as Graphic novels rather than simply comics. The famous irreductible Gaulois Asterix is the subject of the most famous French comics outside France itself. Although intended for children at first, this BD includes many subtleties and word games that require some culture to be understood. The Black Moon Chronicles were also quite important and inspired a generation of Francophone role-players. Olivier Ledroit who drew albums of the Black Moon Chronicles designed characters and backgrounds for the Heroes of Might and Magic V video game. A new artistic movement called La Nouvelle Manga is trying to merge the Franco-Belgian style with the Japanese one, as manga are very popular in France and France had an early manga culture.


          French comics are quite present in science-fiction and remain influential in the domain. Jean Giraud, Philippe Druillet and Enki Bilal (Serbian born) are examples of French SF writers. Enki Bilal is famous most notably for the Nikopol Trilogy which as been made a movie named Immortel (Ad Vitam). Druillet has been named the space architect because of his backdrops of gigantic structures inspired by Art Nouveau, Indian temples and Gothic cathedrals. Jean Giraud, also known as Moebius, is famous outside France for his works on movies such as: Tron, The Abyss, Willow and The Fifth Element and his comic The Incal. Jean Giraud and Philippe Druillet worked together several times and founded Mtal Hurlant, a magazine specialised in science-fiction published as Heavy Metal in the USA. There are many others important artists in France like Thierry Cailleteau who wrote Aquablue who did not achieve fame outside of their homeland.


          Foreign comics are often well received within France. Several Belgian comics met great success in France such as Blake and Mortimer, XIII or The Adventures of Tintin. As a consequence French and Belgian artists often worked together to produce comics. An example would be Blueberry by Jean-Michel Charlier and Jean Giraud. The Italian artist Hugo Pratt found a large audience with the Corto Maltese comics; Corto Maltese's success in France was such that it was made into several animated movies by Canal+. Manga is also very influential in France.


          


          Marianne
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          Marianne is a symbol of the French Republic. She is an allegorical figure of liberty and the Republic and first appeared at the time of the French Revolution. The earliest representations of Marianne are of a woman wearing a Phrygian cap. The origins of the name Marianne are unknown, but Marie-Anne was a very common first name in the 18th century. Anti-revolutionaries of the time derisively called her La Gueuse (the Commoner). It is believed that revolutionaries from the South of France adopted the Phrygian cap as it symbolised liberty, having been worn by freed slaves in both Greece and Rome. Mediterranean seamen and convicts manning the galleys also wore a similar type of cap.


          Under the Third Republic, statues, and especially busts, of Marianne began to proliferate, particularly in town halls. She was represented in several different manners, depending on whether the aim was to emphasise her revolutionary nature or her "wisdom". Over time, the Phrygian cap was felt to be too seditious, and was replaced by a diadem or a crown. In recent times, famous French women have been used as the model for those busts. Recent ones include Sophie Marceau, and Laetitia Casta. She also features on everyday articles such as postage stamps and coins.


          


          Images of France (Metropolitan France + Overseas territories of France)


          International rankings


          
            	Total GDP, 2005: 6th (out of 180) (World Bank data)


            	Total value of foreign trade ( imports and exports) , 2002: 4th (out of 185)


            	Reporters Without Borders world-wide press freedom index 2005: Rank 30 out of 167 countries


            	Transparency International Corruption Perceptions Index 2006 - 18th of 163 countries
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          France, despite its financial difficulties, used the occasion of the American Revolutionary War (17761781) to weaken its arch-rival in European and world affairs, Britain. Independence for the colonies would seriously damage the British Empire and create a rising power, the United States, that could be allied with France.


          Some argue France primarily sought revenge against Britain for the loss of territory in America in the 1763 Treaty of Paris. However, Dull, in 1975, argued that France intervened because of dispassionate calculation, not because of Anglophobia or a desire to avenge the loss of Canada. French participation reflected the desperate French diplomatic position on the European continent. The war was a tragic failure for France: American independence failed to weaken Britain. The Spanish navy was vital to the maintenance of the military initiative by the allies. France was desperate for peace but did not attempt to betray the United States. The French government was overwhelmed by debt maintenance, but war led to the financial crisis "which provided the immediate occasion for the release of those forces which shattered the French political and social order."


          The French entered the war in 1778, and assisted in the victory of the Americans seeking independence from Britain (realized in the 1783 Treaty of Paris). Its status as a great modern power was affirmed and its taste for revenge was satisfied, but the war was detrimental to the countrys finances.

          Even though French territory was not affected, victory in a war against Britain with battles like the decisive siege of Yorktown in 1781 had a large financial cost (one billion livre tournois) which severely degraded fragile finances and increased the deficit in France. Even worse, Frances hope to become the first commercial partner of the newly-established United States was not realized, and Britain immediately became the United States main trade partner. Pre-war trade patterns were largely kept between Britain and the US, with most American trade remaining within the British Empire. Recognition of France's participation in the Revolution was mainly manifested in the United States' appreciation of French military heroes like the Comte de Rochambeau and the Marquis de Lafayette. Frances hope to regain its territories in the United States ( Nouvelle-France) was also lost.

          The weakening of the French state, the example of the American Revolution, and the rising visibility of viable alternatives to the absolute monarchy were all factors that helped influence the French Revolution.


          


          French diplomatic situation


          Louis XVI appointed Vergennes to foreign policy office. Vergennes shared with Choiseul the desire of revenge on Britain after the Seven Years' War. He first led a careful policy in Europe, maintaining the status quo between Prussia and Austria in the East, especially during the War of the Bavarian Succession, which he did not take part in. Meanwhile, he gave France a military fleet to match the British navy, and kept an eye on tensions in America.

          In 1770, the Austro-French alliance enacted by Louis XV in 1756 was confirmed by the wedding of the future Louis XVI with Marie-Antoinette of Austria, while the alliance of the familial pact between France and Spain led to domination of continental Europe. The marriage of Marie-Antoinette to Louis XVI ostensibly marked the end of the age-old Bourbon-Habsburg rivalry.


          


          The French Will


          The French elite had dreamed of revenge since the 1763 Treaty of Paris, which was supported more than happily by exiled Scottish Jacobites in the colonies. The treaty, in view of the conditions of defeat, was moderate in its demands. France kept its most lucrative possessions (such as the sugar-producing colony of Saint Dominique). Even though the French-Spanish-Austrian alliance may have eventually defeated the British Royal Navy, the financial cost of the war was overwhelming, and all sought to end the conflict as quickly as possible. The Treaty of Paris was therefore accepted, but there remained in France a powerful aspiration to exact revenge on Britain and finish this unconcluded war.

          Choiseul, even before 1763, had already begun the modernization of the navy, envisaging a new kind of war where the striking speed, the number of ships, and attacks on the enemy's merchant fleet would become more important. France thus "satirized" its fleet by adding fast and maneuverable small ships. France also modernized the equipment and the training given to the military while increasing its numbers significantly (to 300,000 men). Louis XVI achieved this modernization by providing the necessary amounts of money. The fleet, at a minimum in 1762, increased in numbers of 67 vessels and 37 frigates.


          


          American origins of the conflict


          After the end of the Seven Years' War, the economic situation of Britain had driven her to exercise stricter and stricter controls on the commerce of her colonies: taxes were raised, commerce was exclusive, and the colonies were asked to contribute to the upkeep of the British troops stationed in the colonies through a special tax. The colonists evoked a law to the effect that "No population subject to the British Crown may be taxed without the agreement of its representative assembly". However, the tax was imposed, giving rise to a series of frictions.


          The best-known episode was the Boston Tea Party in 1773 in which the colonists refused to accept the British government-given monopoly of the failing British East India Company over tea sold in America, throwing large quantities of tea overboard into Boston Harbour. Britain decided to close the port in reprisal, and opinion rapidly hardened in favour of the Bostonians. A congress of the colonists was organized, and armed militias and new institutions were established. On the Fourth of July 1776 the United States declared their union and independence from Britain, but US still had to enforce it.


          Up against the British power, the young United States lacked arms and allies, and so turned naturally towards France. After the prodding of Benjamin Franklin, France, which had no direct interest in the conflict, nevertheless engaged herself first in the covert support of the American war, then in open war from February 5th 1778, which placed her almost alone against the Royal Navy.


          


          Reception in French opinion


          Public opinion in France was in favour of open war, but the governing body was reluctant due to the consequences and cost of such a war.


          Following the Declaration of Independence of the thirteen colonies, the American Revolution had been well received in France, both by the population and the enlightened elites. The Revolution was perceived as the incarnation of the Enlightenment Spirit against the "English tyranny". Benjamin Franklin, dispatched to France in December of 1776 to rally her support, was welcomed with enthusiasm, and numerous Frenchmen embarked for the Americas to help the war, motivated by the prospect of valor in battle or animated by the sincere ideal of liberty and republicanism, like Pierre Charles L'Enfant, and La Fayette, who enlisted in 1776.


          The official reaction was more quiet . Louis XVI wanted to help the colonies. But, because of the financial situation in France, he just provided clandestine aid through Beaumarchais. Vergennes (in office from 1774 to 1781) was in favour of open participation by France and suggested the possibility of commercial and diplomatic gains: The situation was under French analysis, and they were looking for allies (Spain through their Family Pact, and Austria), or at least ensuring their neutrality (Austria, Holland, Prussia).


          Leaders in charge of diplomacy, finances, the military, and the economy were rather reluctant. The French Navy was described as still insufficient and unprepared for such a war, the economy would have been greatly impacted, and the condition of the financial deficit of the French State was noted by Turgot and later Necker. Diplomats were less enthusiastic as Vergennes and Louis XVI, underlining the unique and isolated position of France in Europe on the matter. The balance of peace and economic prosperity of the times opposed the spirit of revenge and the liberal ideal.


          


          Debate over aiding the colonies or declaring open war


          Vergennes and Louis XVI were partisans of entering the war, however, in light of the opposition, Louis XVI compromised on clandestine material aid through Beaumarchais. Thus, through the secret sale of weapons begun in 1776, France was privately involved in the war. Secretly approached by Louis XVI and Vergennes, Beaumarchais was given authorization to sell gun powder and ammunition for close to a million pounds under the veil of the Portuguese company Rodrigue Hortalez et Compagnie. The aide given by France would ultimately contribute to George Washington's survival against the British onslaught. France accommodated American frigates that committed piracy against British merchant ships, provided economic aid, either as donations or loans, and also offered technical assistance, granting some of its military strategists "vacations", so they could assist American troops.


          Deane, appointed by the Americans, and helped by French animosity towards Britain, obtained unofficial aid. However, the goal was the total involvement of France in the war. A new delegation composed of Franklin, Deane, and Arthur Lee, was appointed to lobby for the involvement of European nations. They claimed that an alliance of the Thirteen Colonies, France, and Spain would assure a rapid defeat of the British, but Vergennes, despite his own desire in the matter, refused. Franklin might even have proposed to aid France in reclaiming New France. On the 23rd of July, 1777, Vergennes demanded that either total assistance or abandonment of the colonies be chosen.


          Lastly, when the international climate at the end of 1777 was tense, Austria had requested the support of France in the War of Bavarian Succession against Prussia. France had rejected, causing the relation with Austria to turn sour. In these conditions, asking Austria to give assistance to France in a war against the British was impossible. Attempts to rally Spain also failed: Spain had nothing to gain and the revolutionary spirit was even threatening the legitimacy of the Spanish Crown in its own Latin American colonies.


          


          French Involvement


          After France entered on February 6th, 1778 in the American Revolutionary War, the British naval force - master of the seas - and French fleet confronted each other from the beginning. First these navies quarreled head-on, in the English Channel and then in the entirety of the Atlantic Ocean, in a war of escorts. The ultimate outcome would be decided by the naval Battle of the Chesapeake and the Battle of Yorktown.


          The British had taken Philadelphia, but American victory at the Battle of Saratoga brought back hope to the Patriots and enthusiasm in France. The army of Burgoyne (Britain) was defeated and France became aware that the 13 colonies could be victorious and thus decided to provide official aid to colonies. The Spanish ally was more skeptical. Vergennes and Louis XVI were considering the proposition of an American alliance through the American diplomats Benjamin Franklin, Deane, and Arthur Lee with increasing interest. The alliance between Britain and France, forged in 1763, plunged into a diplomatic crisis. The war was benefiting from popular support, La Fayette was gaining notoriety, and the avenging spirit was ready to express itself.


          On the 6th of February, 1778, Vergennes and Louis XVI decided to sign with Benjamin Franklin a treaty of friendship and official alliance with the 13 colonies. France recognized the independent status of the colonies, both parties agreed that peace would not be signed separately, and the colonies engaged themselves in protecting French possessions in America. Battles were initiated in America in the Antilles.


          With the entry of France into the war, Britain attempted to keep the French navy in its waters. The naval Battle of Ouessant in the Channel was indecisive: The two forces eventually withdrew (British admiral Keppel). The landing of 40,000 men in the nearby English islands was considered, but abandoned because of logistic issues. On the continent, France was protected through its alliance with Austria, which, even if it did not take part in the American Revolutionary War, affirmed its diplomatic support of France.


          Other nations in Europe refused to take part. Then, after seeing France holding its own against the Royal Navy, Holland decided to side with France in 1780. The Spanish also offered their support in 1779. Britain was in a difficult situation.


          The French intervention was initially maritime in nature and indecisive but was turned absolute when in 1780, 6,000 soldiers of Rochambeau were sent to America. In 1779, 6,000 French had already faced 3,000 British in the Battle of Savannah, but the French attack was too precipitated and badly prepared, which led to its eventual failure. The Battle of the Chesapeake (1781) caused a part of the British fleet to flee, destroyed the remainder, and encircled Cornwallis in Yorktown, where he hopelessly awaited the promised British reinforcements. Cornwallis was trapped between American and French forces on land and the French fleet on the sea. The French alliance was crucial in the decisive victory of the Patriots at Yorktown (October 17, 1781), which could not have been achieved if not for the French Navy under Admiral Franois Joseph Paul de Grasse. After useless counters, Cornwallis formally surrendered on (October 19, 1781). The major fighting was now over and only some skirmishes were left. Britain, however, would not formally end the war until 1783.


          Over important naval battles between the French and the British were spaced out around the globe. In the ensuing battles, the British and French confronted one another for the domination of the Antilles, which France lost to Britain after the 1782 Battle of the Saints. The combined Spanish and French forces were able to defeat the British and successfully capture Minorca in February of 1782. In India, the Kingdom of Mysore, allied with the French, were able to successfully overpower the British. The French regained control of Saint-Pierre-et-Miquelon from the British in 1783. However, the Great Siege of Gibraltar was a failed attempt by the French and Spanish to regain the Gibraltar peninsula from the British.


          Because of the presence of decisive battles on American soil, the French were able to have a better base to negotiate on in Paris.


          


          Peace and consequences


          Starting with the Battle of Yorktown, Benjamin Franklin never informed France of the secret negotiations that took place directly between Britain and the United States. Britain relinquished her rule over the Thirteen Colonies and granted them all the land south of the Great Lakes and east of the Mississippi River. However, since France was not included in the American-British peace discussions, the alliance between France and the colonies was broken. Thus the influence of France and Spain in future negotiations was limited.
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          A limited victory was declared in September 1783, in the Treaty of Paris. France gained (or gained back) territories in America, Africa, and India. Losses in the Treaty of Paris of 1763 and in the Treaty of Utrecht (1713) were in part regained: Tobago, Saint Lucia, the Senegal River area, as well as increased fishing rights in Terra Nova. Spain regained Florida and Minorca, but Gibraltar remained in the hands of the British.


          Because the French involvement in the war was distant and naval in nature, over a billion livres tournois were spent by the French government to support the war effort. The finances of the French state were in disastrous shape and financial setbacks in particular were contributed by Jacques Necker, who, rather than raise taxes, used loans to pay off debts. State secretary in Finances Calonnes attempted to fix the deficit problem by asking for the taxation of the property of nobles and clergy but was dismissed and exiled for his ideas. The French instability further weakened the reforms that were essential in the re-establishment of stable French finances. Trade also severely declined during the war, but was revived by 1783.


          The war was especially important for the prestige and pride of France, who was reinstated in the role of European arbiter. However, France did not become the main commerce partner with the United States of America, despite particularly expensive military spending. French troops had to be transported over great distances, which cost about 1 billion livres tournois, and further added to France's debt of a little less than 3.315 billion.


          Another result of French involvement was the newly acquired pride in the enlightenment, finally set in motion with the Declaration of Independence in 1776, through the American victory in 1783, and accented by the constitution in 1787: liberal elites were satisfied. But there were also some major consequences: the European conservatives had become nervous, and the nobility began to take measures in order to secure their positions. On May 22nd, 1781, the Decree of Sgur closed the military post offices of the upper rank to the common persons and reserved those ranks exclusively for the nobility. The blight of the bourgeoisies had begun.
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              	Born

              	June 24, 1914 (1914-06-24)

              Cobble Hill, British Columbia
            


            
              	Occupation

              	Physician, FDA
            


            
              	Knownfor

              	preventing thalidomide from coming to market in the United States
            


            
              	Spouse

              	Fremont Ellis Kelsey
            

          


          Frances Kathleen Oldham Kelsey, Ph.D., M.D., (b. 24 June 1914) is a naturalized American pharmacologist, most famous as the reviewer for the U.S. Food and Drug Administration (FDA) who refused to authorize thalidomide for market because she had concerns about the drug's safety. Her concerns proved to be justified when it was proven that thalidomide caused birth defects. Kelsey's career intersected with the passage of laws strengthening the FDA's oversight of pharmaceuticals.


          


          Birth and education


          Born Frances Kathleen Oldham in Cobble Hill on Vancouver Island, British Columbia, Kelsey graduated from high school at age 15, and enrolled at McGill University to study pharmacology. At McGill she received both a B.Sc.(1934) and a M.Sc.(1935) in pharmacology, and "on [a] professor's urging, wrote to EMK Geiling, M.D., a noted researcher [who] was starting up a new pharmacology department at the University of Chicago," asking for a position doing graduate work. Despite Geiling assuming that Frances was a man, she accepted the position and began working for Geiling. During her second year, Geiling was retained by the FDA to research unusual deaths related to Elixir Sulfanilamide, a sulfonamide medicine. Kelsey assisted on this research project, which showed that the 107 deaths were caused by the use of diethylene glycol as a solvent. The next year, the United States Congress passed the Federal Food, Drug, and Cosmetic Act of 1938. That same year Kelsey successfully completed her studies and received a Ph.D. in pharmacology at the University of Chicago in 1938. Kelsey's work for Geiling is credited with her interest in teratogens - that is, drugs that cause congenital malformations.


          


          Early career and marriage


          Upon completing her Ph.D., Kelsey joined the University of Chicago faculty. In 1942, like many other pharmacologists, Kelsey was looking for a synthetic cure for malaria. As a result of these studies, Kelsey learned that some drugs are able to pass through the placental barrier. While there she also met fellow faculty member Dr. Fremont Ellis Kelsey whom she married in 1943.


          While on the faculty at the University of Chicago, Kelsey received an M.D. She supplemented her teaching with work as an editorial associate for the American Medical Association Journal for two years. Kelsey left the University of Chicago in 1954, and decided to take a position teaching pharmacology at the University of South Dakota, and moved with her husband and two daughters to Vermillion, South Dakota, where she taught until 1957.


          


          Work at the FDA and thalidomide
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          In 1960, Kelsey was hired by the FDA in Washington, DC. At that time, she "was one of only seven full-time and four young part-time physicians reviewing drugs" for the FDA. One of her first assignments at the FDA, was to review the drug thalidomide (under the tradename Kevadon). Even though it had already been approved in over 20 European and African countries, she withheld approval for the drug, and requested further studies. Despite pressure from thalidomide's manufacturer, Kelsey persisted in requesting additional information to explain an English study which documented a nervous system side effect.


          Kelsey's insistence that the drug should be fully tested prior to approval was dramatically vindicated when the births of deformed infants in Europe were linked to thalidomide ingestion by their mothers during pregnancy. Researchers discovered that the thalidomide crossed the placental barrier and caused serious birth defects in infants. She was hailed on the front page of The Washington Post as a heroine for averting a similar tragedy in the US. Morton Mintz, author of The Washington Post article, said "[Kelsey] prevented ... the birth of hundreds or indeed thousands of armless and legless children." The public outcry was swift and the Food, Drug, and Cosmetics Act Amendments of 1962 were passed unanimously by Congress. The drug testing reforms required "stricter limits on the testing and distribution of new drugs" to avoid similar problems. The amendments also, for the first time, recognized that "effectiveness [should be] required to be established prior to marketing."


          As a result of her blocking American approval of thalidomide, Kelsey was awarded the President's Award for Distinguished Federal Civilian Service by President John F. Kennedy, becoming the second woman to receive that award.


          


          Continued work at the FDA
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          After receiving the award, Kelsey continued her work at the FDA. There she played a key role in shaping and enforcing the 1962 Amendments. She also became responsible for directing the surveillance of drug testing at the FDA. Kelsey finally retired from the FDA in 2005, at age 90, after 45 years of service.


          In 2005, the FDA honored Kelsey by naming one of their annual awards after her. In announcing the awards, Centre Director Steven K. Galson, M.D., MPH, said I am very pleased to have established the Dr. Frances O. Kelsey Drug Safety Excellence Award and to recognize the first recipients for their outstanding accomplishments in this important aspect of drug regulation.


          


          Awards


          
            	1962  President's Award for Distinguished Federal Civilian Service


            	1963  Gold Key Award from University of Chicago, Medical and Biological Sciences Alumni Association


            	2000  Inducted into the National Women's Hall of Fame


            	2001  Named a Virtual Mentor for the American Medical Association


            	2006  Foremother Award from the National Research Centre for Women & Families

          


          


          Legacy


          The Frances Kelsey Secondary School in Mill Bay, British Columbia is named in her honour.
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              Sir Francis Bacon
            


            
              	Full name

              	Francis Bacon
            


            
              	Birth

              	January 22, 1561(1561-01-22)

              London, England
            


            
              	Death

              	April 9, 1626 (aged65)

              Highgate, England
            


            
              	School/tradition

              	Empiricism, materialism.
            

          


          Francis Bacon, 1st Viscount St Alban KC QC ( 22 January 1561  9 April 1626) was an English philosopher, statesman, and author. He is also known as a catalyst of the scientific revolution. Bacon was knighted in 1603, created Baron Verulam in 1618, and created Viscount St Alban in 1621; without heirs, both peerages became extinct upon his death.


          


          Biography


          


          Early life


          Francis Bacon was born at York House on the Strand in London. He was raised as an English gentleman. He was the youngest of five sons of Sir Nicholas Bacon, Lord Keeper of the Great Seal under Elizabeth I. His mother, Ann Cooke, was Sir Nicholas's second wife. She was a daughter of Sir Anthony Cooke and a member of the Reformed Puritan Church. His (maternal) aunt married William Cecil (Lord Burghley), the chief advisor of Queen Elizabeth I.


          Biographers believe that Bacon received an education at home in his early years owing to poor health - which plagued him throughout his life - receiving tuition from John Walsall, a graduate of Oxford with a strong leaning towards puritanism. He entered Trinity College, Cambridge, on 5 April 1573 at the age of twelve, living for three years there with his older brother Anthony under the personal tutelage of Dr John Whitgift, future Archbishop of Canterbury. Bacon's education was conducted largely in Latin and followed the medieval curriculum. He was also educated at the University of Poitiers. It was at Cambridge that he first met the Queen, who was impressed by his precocious intellect, and was accustomed to calling him "the young Lord Keeper".


          His studies brought him to the belief that the methods and results of science as then practiced were erroneous. His reverence for Aristotle conflicted with his loathing of Aristotelian philosophy, which seemed to him barren, disputatious, and wrong in its objectives.


          On 27 June 1576, he and Anthony entered de societate magistrorum at Gray's Inn. A few months later, they went abroad with Sir Amias Paulet, the English ambassador at Paris. The state of government and society in France under Henry III afforded him valuable political instruction. For the next three years he visited Blois, Poitiers, Tours, also Italy and Spain where he studied language, statecraft and the civil law while performing routine diplomatic tasks. On at least one occasion he delivered diplomatic letters to England for Walsingham, Burghley and Leicester, as well as the queen.


          The sudden death of his father in February 1579 made Bacon return to England. Sir Nicholas had laid up a considerable sum of money to purchase an estate for his youngest son, but he died before doing so, and Francis was left with only a fifth of that money. Having borrowed money, Bacon got into debt. To support himself, he took up his residence in law at Gray's Inn in 1579. He made rapid progress - admitted to the bar in 1582, became Bencher in 1586, and elected a reader in 1587, delivering his first set of lectures in Lent the following year.


          


          Career


          Bacon's threefold goals were to discover truth, to serve his country, and to serve his church. Seeking a prestigious post would aid him toward these ends. In 1580, through his uncle, Lord Burghley, he applied for a post at court, which might enable him to pursue a life of learning. His application failed. For two years he worked quietly at Gray's Inn studying law, until admitted as an outer barrister in 1582.


          In 1584, he took his seat in parliament for Melcombe of Dorset, and subsequently for Taunton (1586). He wrote on the condition of parties in the church, and he wrote about philosophical reform in the lost tract, Temporis Partus Maximus. Yet, he failed to gain a position he thought would lead him to success. He showed signs of sympathy to puritanism, attending the sermons of the puritan chaplain of Gray's Inn and accompanying his mother to the Temple chapel to hear Walter Travers. This led to the publication of his earliest surviving tract criticising the English church's suppression of the puritan clergy. In the Parliament of 1586, openly, he urged execution for Mary Queen of Scots.


          About this time, he approached his powerful uncle for help, the result of which may be traced in his rapid progress at the bar. In 1589, he received the valuable appointment of reversion to the Clerkship of the Star Chamber, although he did not take office until 1608 - a post which was worth 16,000 per annum.


          In 1592, he was commissioned to write a response to the Jesuit Robert Parson's anti-government tract entitled 'Certain observations made upon a libel' identifying England with the ideals of Republican Athens against the belligerance of the Macedons (Spain).


          During this period, Bacon became acquainted with Robert Devereux, 2nd Earl of Essex (15671601), Queen Elizabeth's favourite. By 1591, he acted as the earl's confidential adviser. Bacon took his seat for Middlesex when in February 1593 Elizabeth called a Parliament to investigate a Roman Catholic plot against her. Bacon's opposition to a bill that would levy triple subsidies in half the usual time offended many people. Opponents accused him of seeking popularity. For a time, the royal court excluded him.


          When the Attorney-Generalship fell vacant in 1594 , Lord Essex's influence could not secure Bacon's candidacy into the office. Likewise, Bacon failed to become solicitor in 1595. To console him for these disappointments, Essex presented him with a property at Twickenham, which he sold subsequently for 1800, the equivalent of around 240,000 today.
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          Queen's Counsel


          In 1596, Bacon became Queen's Counsel, but missed the appointment of Master of the Rolls. During the next few years, his financial situation remained bad. His friends could find no public office for him, a scheme for retrieving his position by a marriage with the wealthy and young widow Lady Elizabeth Hatton failed, after she broke off their relationship upon accepting marriage to a wealthier man. Years later, Bacon still wrote of his regret that the marriage to Elizabeth had never taken place.In 1598 Bacon was arrested due to his debts. Afterwards however, his standing in the queen's eyes improved. Gradually, Bacon earned the standing of one of the learned counsels, though he had no commission or warrant and received no salary. His relationship with the queen further improved when he severed ties with Essex, a shrewd move since Essex was executed for treason in 1601.


          With others, Bacon was appointed to investigate the charges against Essex, his former friend and benefactor. Bacon pressed the case hard against Essex. To justify himself, Bacon wrote A Declaration of the Practices and Treasons, etc., of ... the Earl of Essex, etc. He received a gift of a fine of 1200 on one of Essex's accomplices.


          The accession of James I brought Bacon into greater favour. He was knighted in 1603. In another shrewd move, Bacon wrote Apologie (defence) about his proceedings in the case of Essex, as Essex had favoured James to ascend to throne. The following year, during the course of the uneventful first parliament session Bacon married Alice Barnham. In 1608, Bacon began working as the Clerkship of the Star Chamber. In spite of a generous income, old debts and spendthrift ways kept him indebted. He sought further promotion and wealth by supporting King James and his arbitrary policy.


          Bacon gained reward with the office of Solicitor in June 1607. In 1610 the famous fourth parliament of James met. Despite Bacon's advice to him, James and the Commons found themselves at odds over royal prerogatives and the king's embarrassing extravagance. The House dissolved in February 1611. Through this, Bacon managed to stay in favour of the king while retain the confidence of the Commons.


          In 1613, Bacon became attorney general, after advising the king to shuffle judicial appointments. As attorney general, Bacon prosecuted Somerset in 1616. The parliament of April 1614 objected to Bacon's presence in the seat for Cambridge and to the various royal plans which Bacon had supported. Although he was allowed to stay, parliament passed a law that forbade the attorney-general to sit in parliament. His influence over the king inspired resentment or apprehension in many of his peers. Bacon continued to receive the King's favour. In 1618, King James appointed Bacon to the position of Lord Chancellor.


          


          Public disgrace


          His public career ended in disgrace in 1621. After having fallen into debt, a Parliamentary Committee on the administration of the law charged him with twenty-three counts of corruption. To the lords, who sent a committee to inquire whether a confession was really his, he replied, "My lords, it is my act, my hand, and my heart; I beseech your lordships to be merciful to a broken reed." He was sentenced to a fine of 40,000, remitted by the king, to be committed to the Tower of London during the king's pleasure (his imprisonment lasted only a few days). More seriously, parliament declared Bacon (known as Lord St Alban since 1621) incapable of holding future office or sitting in parliament. Narrowly, he escaped being deprived of his titles. Thenceforth the disgraced viscount devoted himself to study and writing.


          It has been argued by Nieves Mathews that Bacon was innocent of the bribery charges; Bacon himself said that he plead guilty by force so to save King James from a political scandal, stating:


          
            "I was the justest judge that was in England these last fifty years. When the book of all hearts is opened, I trust I shall not be found to have the troubled fountain of a corrupt heart. I know I have clean hands and a clean heart. I am as innocent of bribes as any born on St Innocents Day."

          


          


          Personal relationships
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          Biographers continue to debate about Bacon's sexual inclinations and the precise nature of his personal relationships. When he was 36, Francis engaged in the courtship of Elizabeth Hatton, a young widow of 20. Reportedly, she broke off their relationship upon accepting marriage to a wealthier man. Years later, Bacon still wrote of his regret that the marriage to Elizabeth had never taken place.


          At the age of forty five, Bacon married Alice Barnham (15921650), the fourteen year old daughter of a well-connected London alderman and M.P. Francis wrote 3 Sonnets proclaiming his love for Alice. The first Sonnet was written during his courtship and the second Sonnet on his wedding day 10 May 1606. The third Sonnet was written years later "when by special Warrant of the King, Lady Bacon was given precedence over all other Court ladies" when Bacon was appointed "Regent of the Kingdom": Let not my Love be call'd Idolatry. Reports of increasing friction in his marriage to Alice Barnham appeared, with speculation that some of this may have been due to financial resources not being as readily available to Alice as she was accustomed to having in the past. Alice was reportedly interested in fame and fortune, and when reserves of money were no longer available, there were complaints about where all the money was going. A. Chambers Bunten wrote in Life of Alice Barnham that, upon their descent into debt, she actually went on trips to ask for financial favours and assistance from their circle of friends. Francis disinherited her upon discovering her secret romantic relationship with John Underhill. He rewrote his will, which had previously been very generous to her (leaving her lands, goods, and income), to revoke it all.


          


          Death
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          In April 1626, Sir Francis Bacon came to Highgate near London, and died at the empty (except for the caretaker) Arundel mansion. A famous and influential account of the circumstances of his death was given by John Aubrey in his Brief Lives. Aubrey has been criticized for his evident credulousness in this and other works; on the other hand, he knew Thomas Hobbes, the philosopher and friend of Bacon. Aubrey's vivid account, which portrays Bacon as a martyr to experimental scientific method, has him journeying to Highgate through the snow with the King's physician when he is suddenly inspired by the possibility of using the snow to preserve meat. "They were resolved they would try the experiment presently. They alighted out of the coach and went into a poor woman's house at the bottom of Highgate hill, and bought a fowl, and made the woman exenterate it". After stuffing the fowl with snow, he happened to contract a fatal case of pneumonia. He then attempted to extend his fading lifespan by consuming the fowl that had caused his illness. Some people, including Aubrey, consider these two contiguous, possibly coincidental events as related and causative of his death: "The Snow so chilled him that he immediately fell so extremely ill, that he could not return to his Lodging ... but went to the Earle of Arundel's house at Highgate, where they put him into ... a damp bed that had not been layn-in ... which gave him such a cold that in 2 or 3 days as I remember Mr Hobbes told me, he died of Suffocation."


          Being unwittingly on his deathbed, the philosopher wrote his last letter to his absent host and friend Lord Arundel:


          
            "My very good Lord,I was likely to have had the fortune of Caius Plinius the elder, who lost his life by trying an experiment about the burning of Mount Vesuvius; for I was also desirous to try an experiment or two touching the conservation and induration of bodies. As for the experiment itself, it succeeded excellently well; but in the journey between London and Highgate, I was taken with such a fit of casting as I know not whether it were the Stone, or some surfeit or cold, or indeed a touch of them all three. But when I came to your Lordship's House, I was not able to go back, and therefore was forced to take up my lodging here, where your housekeeper is very careful and diligent about me, which I assure myself your Lordship will not only pardon towards him, but think the better of him for it. For indeed your Lordship's House was happy to me, and I kiss your noble hands for the welcome which I am sure you give me to it. I know how unfit it is for me to write with any other hand than mine own, but by my troth my fingers are so disjointed with sickness that I cannot steadily hold a pen."

          


          He died at Lord Arundel's homeon 9 April 1626, leaving assets of about 7,000 and debts to the amount of 22,000.


          This account appears in a biography by William Rawley, Bacon's personal secretary and chaplain:


          
            "He died on the ninth day of April in the year 1626, in the early morning of the day then celebrated for our Saviour's resurrection, in the sixty-sixth year of his age, at the Earl of Arundel's house in Highgate, near London, to which place he casually repaired about a week before; God so ordaining that he should die there of a gentle fever, accidentally accompanied with a great cold, whereby the defluxion of rheum fell so plentifully upon his breast, that he died by suffocation."

          


          At his April 1626 funeral, over thirty great minds collected together their eulogies of him. It is clear from all these eulogies that he was not only loved deeply, but that there was something about his character which led men even of the stature of Ben Jonson to hold him in reverence and awe. A volume of the 32 eulogies was published in Latin in 1730. Bacon's peers refer to him as "a supreme poet" and "a concealed poet," and also link him with the theatre.


          


          Works


          Bacon's works include his Essays, as well as the Colours of Good and Evil and the Meditationes Sacrae, all published in 1597. His famous aphorism, " knowledge is power", is found in the Meditations. He published The Proficience and Advancement of Learning in 1605. Bacon also wrote In felicem memoriam Elizabethae, a eulogy for the queen written in 1609; and various philosophical works which constitute the fragmentary and incomplete Instauratio magna (Great Renewal), the most important part of which is the Novum Organum (New Instrument, published 1620); in this work he cites three world-changing inventions:


          
            " Printing, gunpowder and the compass: These three have changed the whole face and state of things throughout the world; the first in literature, the second in warfare, the third in navigation; whence have followed innumerable changes, in so much that no empire, no sect, no star seems to have exerted greater power and influence in human affairs than these mechanical discoveries."

          


          


          Bacon's Utopia


          In 1623 Bacon expressed his aspirations and ideals in The New Atlantis. Released in 1627, this was his creation of an ideal land where "generosity and enlightenment, dignity and splendor, piety and public spirit" were the commonly held qualities of the inhabitants of Bensalem. In this work, he portrayed a vision of the future of human discovery and knowledge. The plan and organization of his ideal college, "Solomon's House", envisioned the modern research university in both applied and pure science.


          Peter Linebaugh and Marcus Rediker have argued that Bacon was not as idealistic as Atlantis might suggest. A year prior to the release of New Atlantis, Bacon published an essay that reveals a version of himself not often seen in history. This essay, a lesser-known work entitled, "An Advertisement Touching an Holy War," advocated the elimination of detrimental societal elements by the English and compared this to the endeavors of Hercules while establishing civilized society in ancient Greece. He saw the "extirpation and debellating of giants, monsters, and foreign tyrants, not only as lawful, but as meritorious, even divine honour..." Laurence Lampert has interpreted Bacon's treatise An Advertisement Touching a Holy War as advocating "spiritual warfare against the spiritual rulers of European civilization."


          


          Baconian Philosophy


          Bacon did not propose an actual philosophy, but rather a method of developing philosophy. He wrote that, whilst philosophy at the time used the deductive syllogism to interpret nature, the philosopher should instead proceed through inductive reasoning from fact to axiom to law. Before beginning this induction, the inquirer is to free his mind from certain false notions or tendencies which distort the truth. These are called "Idols" (idola), and are of four kinds: "Idols of the Tribe" ( idola tribus), which are common to the race; "Idols of the Den" ( idola specus), which are peculiar to the individual; "Idols of the Marketplace" ( idola fori), coming from the misuse of language; and "Idols of the Theatre" ( idola theatri), which result from an abuse of authority. The end of induction is the discovery of forms, the ways in which natural phenomena occur, the causes from which they proceed.


          Derived through use of his methods, Bacon explicates his somewhat fragmentary ethical system in the seventh and eighth books of his De augmentis scientiarum (1623). He distinguishes between duty to the community, an ethical matter, and duty to God, a religious matter. Bacon claimed that any [1] moral action is the action of the human will, which is governed by belief and spurred on by the passions; good habit is what aids men in directing their will toward the good; [3]no universal rules can be made, as both situations and men's characters differ.


          Regarding faith, in De augmentis, he writes that "the more discordant, therefore, and incredible, the divine mystery is, the more honour is shown to God in believing it, and the nobler is the victory of faith." He writes in "The Essays: Of Atheism" that "a little philosophy inclineth mans mind to atheism; but depth in philosophy bringeth mens minds about to religion."


          Bacon contrasted the new approach of the development of science with that of the Middle Ages. He said:


          
            "Men have sought to make a world from their own conception and to draw from their own minds all the material which they employed, but if, instead of doing so, they had consulted experience and observation, they would have the facts and not opinions to reason about, and might have ultimately arrived at the knowledge of the laws which govern the material world."

          


          


          Influence


          Bacon's ideas about the improvement of the human lot were influential in the 1630s and 1650s among a number of Parliamentarian scholars. During the Restoration, Bacon was commonly invoked as a guiding spirit of the Royal Society founded under Charles II in 1660. In the nineteenth century his emphasis on induction was revived and developed by William Whewell, among others.


          There are some scholars who believe that Bacon's vision for a Utopian New World in North America was laid out in his novel The New Atlantis. He envisioned a land where there would be greater rights for women, the abolishing of slavery, elimination of "debtors prisons", separation of church and state, and freedom of religious and political expression. Francis Bacon played a leading role in creating the British colonies, especially in Virginia, the Carolinas and Newfoundland. His government report on The Virginia Colony was made in 1609. Francis Bacon and his associates formed the Newfoundland Colonization Company and in 1610 sent John Guy to found a colony in Newfoundland. In 1910 Newfoundland issued a stamp to commemorate Francis Bacon's role in establishing Newfoundland. The stamp states about Bacon, "the guiding spirit in Colonization Schemes in 1610."


          Francis Bacon's influence can also be seen on a variety of religious and spiritual authors, and on groups that have utilized his writings in their own belief systems.


          


          Historical controversies


          


          Homosexuality


          Several authors, such as A .L. Rowse, author of Homosexuals in History, believe that Bacon was either bisexual or homosexual. In 1996, the Journal of Homosexuality published Masculine Love, Renaissance Writing, and the New Invention of Homosexuality: An Addendum in which Charles R. Forker PhD, Professor of English, Department of English at Indiana University explores the "historically documentable sexual preferences" of both King James and Bacon in addition to those of dramatist Christopher Marlowe and of Bacon's brother Anthony - all of whom Forker believed were oriented to "masculine love", a term that "seems to have been used exclusively to refer to the sexual preference of men for members of their own gender."This conclusion has been disputed by other authors, such as Nieves Mathews, author of Francis Bacon: The History of a Character Assassination, who consider the sources to be questionable and the conclusions open to interpretation.


          


          Parentage theories


          Various authors have theorized that Francis Bacon was the unacknowledged son of Queen Elizabeth and Robert Dudley, Earl of Leicester and that Elizabeth's other secret biological son was Robert Devereux, Earl of Essex (whom the Queen forced Bacon to prosecute for treason). There is documented evidence that Elizabeth visited Nicholas Bacon's house at Gorhambury at least twice and was entertained by the eight or nine year old Francis.


          It is claimed that by the age of fifteen he was frequently present at Queen Elizabeth's Court, and that it was there that he learned for the first time that he was her son. Robert Cecil, Lord Burleigh's son, whispered the secret of the parentage of Francis to the ladies of the Court. The Queen, overhearing one of them, Lady Scales, repeating the story, seized the girl and beat her furiously. Francis, who supposedly walked into the room while the fracas was taking place, intervened. He learned the truth  and the cause of the incident  from the Queen's own lips, and, enraged that he should have taken the girl's part, she added: "Though you are my own child, I bar you from the Succession for withstanding your mother." That same evening, Anne Bacon confirmed the truth of the story, adding that the Queen was married to Robert Dudley in a secret ceremony on January 21, 1561 in the house of Lord Pembroke, and that Nicholas Bacon had been one of the witnesses.


          Francis was sent off to France with ambassador Amyas Paulet, arriving at Calais on 25 September 1576, and went with him straight to the Court of Henry III of France. Pierre Ambroise, in the first biography of Francis Bacon in published in 1631, wrote: "He was born to the Purple and brought up with the expectation of a great career. He employed several years of his youth in travelling France, Italy, and Spain. He saw himself destined one day to hold in his hand, the Helm of the Kingdom."


          


          Bacon and Shakespeare


          The Shakespeare authorship question, which ascribes the famous plays to various contemporaries instead of Shakespeare of Stratford, has produced a large number of candidates, of whom Bacon is one of the most popular. An 1888 two-volume book, "The Great Cryptogram", by American journalist and adventurer Ignatius Donnely, had much to do with this. Donnely developed complex numerical schemes for working out hidden messages within the plays, but his methods "were so flexible that one could literally use them to obtain any desired text." Donnely himself used them to discover that Bacon had written not only Shakespeare, but Montaigne and Marlowe as well. After Donnely the Baconian theory became extremely popular and gave birth to many further studies of Bacon's cipher. Edward Clark's late 19th century "The Tale of the Shakspere Epitaph by Francis Bacon" referred to an inscription on a bust of Shakespeare which he asserted concealed the sentence, "FRA BA WRT EAR AY", an abbreviation of "Francis Bacon wrote Shakespeare's plays." Another author, Francis Carr, has suggested that Bacon wrote not only Shakespeare's plays but Don Quixote as well, while Dr Orville Owen, in his monumental (5 volumes) "Francis Bacon's Cipher Story" (1893-95), recounted his success in using a special machine to prove Bacon the true author of Shakespeare and the son of the Earl of Leicester and Elizabeth I. Even Mark Twain was a Baconian arguing vigorously for Bacon and ridiculing the "Stratfordolators" and the "Shakespearoids" in "Is Shakespeare Dead?" (New York: Harper and Brothers, 1909). Friedrich Nietzsche, in his Ecce Homo (II, 4), also opined that Bacon was the true author of Shakespeare's plays, despite mockingly referring to Donnely as a "muddlehead and blockhead."


          


          Fringe theories about Bacon


          


          Secret societies


          Francis Bacon often gathered with the men at Gray's Inn to discuss politics and philosophy, and to try out various theatrical scenes that he admitted writing. Bacon's alleged connection to the Rosicrucians and the Freemasons has been widely discussed by authors and scholars in many books. However others, including Daphne du Maurier (in her biography of Bacon) have argued there is no substantive evidence to support claims of involvement with the Rosicrucians. Historian Dame Frances Yates does not make the claim that Bacon was a Rosicrucian, but presents evidence that he was nevertheless involved in some of the more closed intellectual movements of his day. She argues that Bacon's movement for the advancement of learning was closely connected wit the German Rosicrucian movement, while Bacon's The New Atlantis portrays a land ruled by Rosicrucians. He apparently saw his own movement for the advancement of learning to be in conformity with Rosicrucian ideals.


          In 1618 Francis Bacon decided to secure a lease for York House. This had been his boyhood home in London next to the Queen's York Place before the Bacon family had moved to Gorhambury in the countryside. Upon the passing of Lord Egerton (Lord Keeper of the Great Seal of England), it now was available for Bacon to lease it. During the next four years this mansion on the Strand (so large that it had 40 fireplaces) served as the home for Francis and Alice Bacon. Over the next four years Bacon would host banquets at York House that were attended by the leading men of the time, including poets, scholars, authors, scientists, lawyers, diplomats, and foreign dignitaries. Within the banquet hall, Francis gathered the greatest leaders in literature, art, law, education, and social reform. On 22 January, 1621 in honour of Sir Francis Bacon's sixtieth birthday, a select group of men assembled in the large banquet hall in York House without fanfare for what has been described as a Masonic banquet. This banquet was to pay tribute to Sir Francis Bacon. Only those of the Rosicrosse (Rosicrucians) and the Masons who were already aware of Bacon's leadership role were invited. The tables were T-tables with gleaming white drapery, silver, and decorations of flowers. The poet Ben Jonson, a long-time friend of Bacon, gave a Masonic ode to Bacon that day. He had once remarked of Bacon, "I love the man and do honour his memory above all others."


          There was a depth of love by a large body of men toward Bacon, similar to some degree in the manner that disciples love a Master. This is especially true when taking into account his membership (and some say leadership) of secret societies such as the Rosicrucians and Freemasons. In the inner esoteric membership, which included Francis Bacon, vows of celibacy for spiritual reasons were encouraged.


          


          Timeline
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              	Birth name

              	Francisco Jos de Goya y Lucientes
            


            
              	Born

              	March 30, 1746(1746-03-30)

              Fuendetodos
            


            
              	Died

              	April 16, 1828 (aged82)

              Bordeaux
            


            
              	Nationality

              	Spanish
            


            
              	Field

              	Painting, Printmaking
            


            
              	Works

              	
                La maja desnuda, ca. 1800

                La maja vestida, ca. 1803


                The Second of May 1808, 1814

                The Third of May 1808, 1814

                La familia de Carlos IV, 1798


              
            

          


          Francisco Jos de Goya y Lucientes ( March 30, 1746  April 16, 1828) was an Aragonese Spanish painter and printmaker. Goya was a court painter to the Spanish Crown and a chronicler of history. He has been regarded both as the last of the Old Masters and as the first of the moderns. The subversive and subjective element in his art, as well as his bold handling of paint, provided a model for the work of later generations of artists, notably Manet and Picasso.


          


          Biography


          


          Youth


          Goya was born in Fuendetodos, Spain, in the kingdom of Aragn in 1746 to Jos Benito de Goya y Franque and Gracia de Lucientes y Salvador. He spent his childhood in Fuendetodos, where his family lived in a house bearing the family crest of his mother. His father earned his living as a gilder. About 1749, the family bought a house in the city of Zaragoza and some years later moved into it. Goya attended school at Escuelas Pias, where he formed a close friendship with Martin Zapater, and their correspondence over the years became valuable material for biographies of Goya. At age 14, he entered apprenticeship with the painter Jos Lujn.


          He later moved to Madrid where he studied with Anton Raphael Mengs, a painter who was popular with Spanish royalty. He clashed with his master, and his examinations were unsatisfactory. Goya submitted entries for the Royal Academy of Fine Art in 1763 and 1766, but was denied entrance.


          He then journeyed to Rome, where in 1771 he won second prize in a painting competition organized by the City of Parma. Later that year, he returned to Zaragoza and painted a part of the cupola of the Basilica of the Pillar, frescoes of the oratory of the cloisters of Aula Dei, and the frescoes of the Sobradiel Palace. He studied with Francisco Bayeu y Subas and his painting began to show signs of the delicate tonalities for which he became famous.
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          Maturity and success


          Goya married Bayeu's sister Josefa in 1774. His marriage to Josefa (he nicknamed her "Pepa"), and Francisco Bayeu's membership of the Royal Academy of Fine Art (from the year 1765) helped him to procure work with the Royal Tapestry Workshop. There, over the course of five years, he designed some 42 patterns, many of which were used to decorate (and insulate) the bare stone walls of El Escorial and the Palacio Real de El Pardo, the newly built residences of the Spanish monarchs. This brought his artistic talents to the attention of the Spanish monarchs who later would give him access to the royal court. He also painted a canvas for the altar of the Church of San Francisco El Grande, which led to his appointment as a member of the Royal Academy of Fine Art.


          In 1783, the Count of Floridablanca, a favorite of King Carlos III, commissioned him to paint his portrait. He also became friends with Crown Prince Don Luis, and lived in his house. His circle of patrons grew to include the Duke and Duchess of Osuna, whom he painted, the King and other notable people of the kingdom.


          After the death of Charles III in 1788 and revolution in France in 1789, during the reign of Charles IV, Goya reached his peak of popularity with royalty.


          


          Caprichos


          After contracting a high fever in 1792 Goya was left deaf, and he became withdrawn and introspective. During the five years he spent recuperating, he read a great deal about the French Revolution and its philosophy. The bitter series of aquatinted etchings that resulted were published in 1799 under the title Caprichos. The dark visions depicted in these prints are partly explained by his caption, "The sleep of reason produces monsters". Yet these are not solely bleak in nature and demonstrate the artist's sharp satirical wit, particularly evident in etchings such as Hunting for Teeth. Additionally, one can discern a thread of the macabre running through Goya's work, even in his earlier tapestry cartoons.
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          Painter of royalty


          In 1786 Goya was appointed painter to Charles III, and in 1789 was made court painter to Charles IV. In 1799 he was appointed First Court Painter with a salary of 50,000 reales and 500 ducats for a coach. He worked on the cupola of the Hermitage of San Antonio de la Florida; he painted the King and the Queen, royal family pictures, portraits of the Prince of the Peace and many other nobles. His portraits are notable for their disinclination to flatter, and in the case of The Family of Charles IV, the lack of visual diplomacy is remarkable.


          Goya received orders from many friends within the Spanish nobility. Among those from whom he procured portrait commissions were Pedro de lcantara Tllez-Girn, 9th Duke of Osuna and his wife Mara Josefa de la Soledad, 9th Duchess of Osuna, Mara del Pilar Teresa Cayetana de Silva Alvarez de Toledo, 13th Duchess of Alba (universally known simply as the "Duchess of Alba"), and her husband Jos Alvarez de Toledo y Gonzaga, 13th Duke of Alba, and Mara Ana de Pontejos y Sandoval, Marchioness of Pontejos.


          


          Later years
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          As French forces invaded Spain during the Peninsular War (18081814), the new Spanish court received him as had its predecessors.


          When Josefa died in 1812, Goya was painting The Charge of the Mamelukes and The Third of May 1808, and preparing the series of prints known as The Disasters of War (Los desastres de la guerra).


          King Ferdinand VII came back to Spain but relations with Goya were not cordial. In 1814 Goya was living with his housekeeper Doa Leocadia and her illegitimate daughter, Rosario Weiss; the young woman studied painting with Goya, who may have been her father. He continued to work incessantly on portraits, pictures of Santa Justa and Santa Rufina, lithographs, pictures of tauromachy, and more. With the idea of isolating himself, he bought a house near Manzanares, which was known as the Quinta del Sordo (roughly, "House of the Deaf Man", titled after its previous owner and not Goya himself). There he made the Black Paintings.


          Unsettled and discontented, he left Spain in May 1824 for Bordeaux and Paris. He settled in Bordeaux. He returned to Spain in 1826 after another period of ill health. Despite a warm welcome, he returned to Bordeaux where he died in 1828 at the age of 82.


          


          Works


          Goya painted the Spanish royal family, including Charles IV of Spain and Ferdinand VII. His themes range from merry festivals for tapestry, draft cartoons, to scenes of war and corpses. This evolution reflects the darkening of his temper. Modern physicians suspect that the lead in his pigments poisoned him and caused his deafness since 1792. Near the end of his life, he became reclusive and produced frightening and obscure paintings of insanity, madness, and fantasy. The style of these Black Paintings prefigure the expressionist movement. He often painted himself into the foreground.


          


          The Maja
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                The Nude Maja, ca. 1800.
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          Two of Goya's best known paintings are The Nude Maja (La maja desnuda) and The Clothed Maja (La maja vestida). They depict the same woman in the same pose, naked and clothed, respectively. He painted La maja vestida after outrage in Spanish society over the previous Desnuda. Without a pretense to allegorical or mythological meaning, the painting was "the first totally profane life-size female nude in Western art". He refused to paint clothes on her, and instead created a new painting.


          The identity of the Majas is uncertain. The most popularly cited subjects are the Duchess of Alba, with whom Goya is thought to have had an affair, and the mistress of Manuel de Godoy, who subsequently owned the paintings. Neither theory has been verified, and it remains as likely that the paintings represent an idealized composite. In 1808 all Godoy's property was seized by Ferdinand VI after his fall from power and exile, and in 1813 the Inquisition confiscated both works as 'obscene', returning them in 1836.


          


          Darker realms


          In a period of convalescence during 17931794, Goya completed a set of eleven small pictures painted on tin; the pictures known as Fantasy and Invention mark a significant change in his art. These paintings no longer represent the world of popular carnival, but rather a dark, dramatic realm of fantasy and nightmare. Courtyard with Lunatics is a horrifying and imaginary vision of loneliness, fear and social alienation, a departure from the rather more superficial treatment of mental illness in the works of earlier artists such as Hogarth. In this painting, the ground, sealed by masonry blocks and iron gate, is occupied by patients and a single warden. The patients are variously staring, sitting, posturing, wrestling, grimacing or disciplining themselves. The top of the picture vanishes with sunlight, emphasizing the nightmarish scene below.


          This picture can be read as an indictment of the widespread punitive treatment of the insane, who were confined with criminals, put in iron manacles, and subjected to physical punishment. And this intention is to be taken into consideration since one of the essential goals of the enlightenment was to reform the prisons and asylums, a subject common in the writings of Voltaire and others. The condemnation of brutality towards prisoners (whether they were criminals or insane) was the subject of many of Goyas later paintings.


          As he completed this painting, Goya was himself undergoing a physical and mental breakdown. It was a few weeks after the French declaration of war on Spain, and Goyas illness was developing. A contemporary reported, the noises in his head and deafness arent improving, yet his vision is much better and he is back in control of his balance. His symptoms may indicate a prolonged viral encephalitis or possibly a series of miniature strokes resulting from high blood pressure and affecting hearing and balance centers in the brain. Other postmortem diagnostic assessment points toward paranoid dementia due to unknown brain trauma (perhaps due to the unknown illness which he reported). If this is the case, from here on - we see an insidious assault of his faculties, manifesting as paranoid features in his paintings, culminating in his black paintings and especially Saturn Devouring His Sons.


          In 1799 Goya published a series of 80 prints titled Caprichos depicting what he called


          
            
              	

              	...the innumerable foibles and follies to be found in any civilized society, and from the common prejudices and deceitful practices which custom, ignorance, or self-interest have made usual.
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          In The Third of May, 1808: The Execution of the Defenders of Madrid, Goya attempted to "perpetuate by the means of his brush the most notable and heroic actions of our glorious insurrection against the Tyrant of Europe" The painting does not show an incident that Goya witnessed; rather it was meant as more abstract commentary.


          


          Black Paintings and The Disasters


          In later life Goya bought a house, called Quinta del Sordo ("Deaf Man's House"), and painted many unusual paintings on canvas and on the walls, including references to witchcraft and war. One of these is the famous work Saturn Devouring His Sons (known informally in some circles as Devoration or Saturn Eats His Child), which displays a Greco-Roman mythological scene of the god Saturn consuming a child, a reference to Spain's ongoing civil conflicts. Moreover, the painting has been seen as "the most essential to our understanding of the human condition in modern times, just as Michelangelo's Sistine ceiling is essential to understanding the tenor of the 16th century".
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          This painting is one of 14 in a series known as the Black Paintings. After his death the wall paintings were transferred to canvas and remain some of the best examples of the later period of Goya's life when, deafened and driven half-mad by what was probably an encephalitis of some kind, he decided to free himself from painterly strictures of the time and paint whatever nightmarish visions came to him. Many of these works are in the Prado museum in Madrid.


          In the 1810s, Goya created a set of aquatint prints titled The Disasters of War (Los desastres de la guerra) which depict scenes from the Peninsular War. The scenes are singularly disturbing, sometimes macabre in their depiction of battlefield horror, and represent an outraged conscience in the face of death and destruction. The prints were not published until 1863, 35 years after Goya's death.
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          Enrique Granados composed a piano suite ( 1911) and later an opera ( 1916), both called Goyescas, inspired by the artist's paintings. Gian Carlo Menotti wrote a biographical opera about him titled Goya (1986), commissioned by Plcido Domingo, who originated the role; this production has been presented on television. Goya also inspired Michael Nyman's opera Facing Goya (2000), and Goya is the central character in Clive Barker's play Colossus (1995).


          Several films portray Goya's life. These include a short film, Goya (1948), Goya, Historia de una Soledad (1971), Goya in Bordeaux (1999), Volavrunt (1999), and Goya's Ghosts (2006).


          In 1988 American musical theatre composer Maury Yeston released a studio cast album of his own musical, Goya: A Life In Song, in which Plcido Domingo again starred as Goya.
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          Francis Harry Compton Crick OM FRS ( June 8, 1916  July 28, 2004), Ph.D., was an English molecular biologist, physicist, and neuroscientist, and most noted for being one of the co-discoverers of the structure of the DNA molecule in 1953. He, James D. Watson and Maurice Wilkins were jointly awarded the 1962 Nobel Prize for Physiology or Medicine "for their discoveries concerning the molecular structure of nucleic acids and its significance for information transfer in living material" .


          Crick is widely known for use of the term  central dogma to summarize an idea that genetic information flow in cells is essentially one-way, from DNA to RNA to protein. Crick was an important theoretical molecular biologist and played an important role in research related to revealing the genetic code.


          During the remainder of his career, he held the post of J.W. Kieckhefer Distinguished Research Professor at the Salk Institute for Biological Studies in La Jolla, California. His later research centered on theoretical neurobiology and attempts to advance the scientific study of human consciousness. He remained in this post until his death; "he was editing a manuscript on his death bed, a scientist until the bitter end" said Christof Koch.
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          Francis Crick, the first son of Harry and Annie Elizabeth Crick (nee Wilkins), was born and raised in Weston Favell, then a small village on the edge of the English town of Northampton in which Cricks father and uncle ran the familys boot and shoe factory. At an early age, he was attracted to science and what he could learn about it from books. As a child, he was taken to church by his parents, but by about age 12 he told his mother that he no longer wanted to attend. Crick preferred the scientific search for answers over belief in any dogma. He was educated at Northampton Grammar School (now Northampton School For Boys) and, after the age of 14, Mill Hill School in London (on scholarship), where he studied mathematics, physics, and chemistry. At the age of 21, Crick earned a B.Sc. degree in physics from University College London (UCL) after he had failed to gain his intended place at a Cambridge college, probably through failing their requirement for Latin; his contemporaries in British DNA research Rosalind Franklin and Maurice Wilkins both went up to Cambridge colleges, to Newnham and St. John's respectively. Crick later became a PhD student and Honorary Fellow of Caius College and mainly worked at the Cavendish Laboratory and MRC Laboratory of Molecular Biology in Cambridge. He was also an Honorary Fellow of Churchill College and of University College London.


          Crick began a Ph.D. research project on measuring viscosity of water at high temperatures (what he later described as "the dullest problem imaginable") in the laboratory of physicist Edward Neville da Costa Andrade, but with the outbreak of World War II - in particular, an incident during the Battle of Britain when a bomb fell through the roof of the laboratory and destroyed his experimental apparatus - Crick was deflected from a possible career in physics.


          During World War II, he worked for the Admiralty Research Laboratory, from which emerged a group of many notable scientists; he worked on the design of magnetic and acoustic mines and was instrumental in designing a new mine that was effective against German minesweepers.


          After World War II, in 1947, Crick began studying biology and became part of an important migration of physical scientists into biology research. This migration was made possible by the newly won influence of physicists such as John Randall, who had helped win the war with inventions such as radar. Crick had to adjust from the "elegance and deep simplicity" of physics to the "elaborate chemical mechanisms that natural selection had evolved over billions of years." He described this transition as, "almost as if one had to be born again." According to Crick, the experience of learning physics had taught him something importanthubrisand the conviction that since physics was already a success, great advances should also be possible in other sciences such as biology. Crick felt that this attitude encouraged him to be more daring than typical biologists who tended to concern themselves with the daunting problems of biology and not the past successes of physics.


          For the better part of two years, Crick worked on the physical properties of cytoplasm at Cambridge's Strangeways Laboratory, headed by Honour Bridget Fell, with a Medical Research Council studentship, until he joined Perutz and Kendrew at the Cavendish Laboratory. The Cavendish Laboratory at Cambridge was under the general direction of Sir Lawrence Bragg, a Nobel Prize winner in 1915 at the age of 25. Bragg was influential in the effort to beat a leading American chemist, Linus Pauling, to the discovery of DNA's structure (after having been 'pipped-at-the-post' by Pauling's success in determining the alpha helix structure of proteins). At the same time Bragg's Cavendish Laboratory was also effectively competing with King's College London, which was under Sir John Randall. (Randall had turned down Francis Crick from working at King's College London.) Francis Crick and Maurice Wilkins of King's College London were personal friends, which influenced subsequent scientific events as much as the friendship between Crick and James Watson. Crick and Wilkins first met at King's College London and not as erroneously reported at the Admiralty during World War II.


          
            	Spouses: 1# Ruth Doreen Crick, nee Dodd (b. 1913, m. 18 February 1940 - 1947); 2# Odile Crick, nee Speed (b. 11 August 1920, m. 14 August 1949 - 28 July 2004, d. 5 July 2007)


            	Children: Michael b. 25 November 1940 [by Doreen Crick]; Gabrielle b. 15 July 1951 and Jacqueline [later Nichols] b. 12 March 1954 [by Odile Crick];


            	Grandchildren: Alex, Camberley, Francis, Kindra (Michael & Barbara Crick's children) and Jacqueline Nichols' children Mark and Nicholas.

          


          Crick died of colon cancer on 28 July 2004 at The University of California's San Diego Thornton Hospital, San Diego; he was cremated and his ashes scattered into the Pacific Ocean. A memorial service was held at The Salk Institute, La Jolla, near San Diego, California.
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          Crick was interested in two fundamental unsolved problems of biology. First, how molecules make the transition from the non-living to the living, and second, how the brain makes a conscious mind. He realized that his background made him more qualified for research on the first topic and the field of biophysics. It was at this time of Cricks transition from physics into biology that he was influenced by both Linus Pauling and Erwin Schrdinger. It was clear in theory that covalent bonds in biological molecules could provide the structural stability needed to hold genetic information in cells. It only remained as an exercise of experimental biology to discover exactly which molecule was the genetic molecule. In Cricks view, Charles Darwins theory of evolution by natural selection, Gregor Mendels genetics and knowledge of the molecular basis of genetics, when combined, revealed the secret of life.


          It's clear that some macromolecule such as protein was likely to be the genetic molecule. However, it was well-known that proteins are structural and functional macromolecules, some of which carry out enzymatic reactions of cells. In the 1940s, some evidence had been found pointing to another macromolecule, DNA, the other major component of chromosomes, as a candidate genetic molecule. Oswald Avery and his collaborators showed that a phenotypic difference could be caused in bacteria by providing them with a particular DNA molecule.
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          However, other evidence was interpreted as suggesting that DNA was structurally uninteresting and possibly just a molecular scaffold for the apparently more interesting protein molecules. Crick was in the right place, in the right frame of mind, at the right time (1949), to join Max Perutzs project at Cambridge University, and he began to work on the X-ray crystallography of proteins. X-ray crystallography theoretically offered the opportunity to reveal the molecular structure of large molecules like proteins and DNA, but there were serious technical problems then preventing X-ray crystallography from being applicable to such large molecules.


          [bookmark: 1949-1950]


          1949-1950


          Crick taught himself the mathematical theory of X-ray crystallography. During the period of Crick's study of X-ray diffraction, researchers in the Cambridge lab were attempting to determine the most stable helical conformation of amino acid chains in proteins (the  helix). Pauling was the first to identify the 3.6amino acids per helix turn ratio of the  helix. Crick was witness to the kinds of errors that his co-workers made in their failed attempts to make a correct molecular model of the  helix; these turned out to be important lessons that could be applied, in the future, to the helical structure of DNA. For example, he learned the importance of the structural rigidity that double bonds confer on molecular structures which is relevant both to peptide bonds in proteins and the structure of nucleotides in DNA.
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          1951-1953


          In 1951, together with Cochran and V. Vand, Crick assisted in the development of a mathematical theory of X-ray diffraction by a helical molecule. This theoretical result matched well with X-ray data obtained for proteins that contain sequences of amino acids in the Alpha helix conformation (published in Nature in 1952). Helical diffraction theory turned out to also be useful for understanding the structure of DNA.


          Late in 1951, Crick started working with James D. Watson at Cavendish Laboratory at the University of Cambridge, England. Using the X-ray diffraction results of Raymond Gosling and Rosalind Franklin of King's College London, given to them by Gosling and Franklin's colleague Maurice Wilkins, Watson and Crick together developed a model for a helical structure of DNA, which they published in 1953. For this and subsequent work they were jointly awarded the Nobel Prize in Physiology or Medicine in 1962 with Maurice Wilkins.


          When James Watson came to Cambridge, Crick was a 35-year-old post-graduate student (due to his work during WWII) and Watson was only 23, but he already had a Ph.D. They shared an interest in the fundamental problem of learning how genetic information might be stored in molecular form. Watson and Crick talked endlessly about DNA and the idea that it might be possible to guess a good molecular model of its structure. A key piece of experimentally-derived information came from X-ray diffraction images that had been obtained by Maurice Wilkins, Rosalind Franklin and their research student, Raymond Gosling. In November 1951, Wilkins came to Cambridge and shared his data with Watson and Crick. Alexander Stokes (another expert in helical diffraction theory) and Wilkins (both at King's) had reached the conclusion that X-ray diffraction data for DNA indicated that the molecule had a helical structure - but Rosalind Franklin vehemently did not. Stimulated by contact with Wilkins, and Watson attending a talk given by Rosalind Franklin about her work on DNA, Crick and Watson produced and showed off an erroneous first model of DNA. Watson, in particular, thought they were competing against Pauling and feared that Pauling might determine the structure of DNA.


          Many have speculated about what might have happened had Pauling been able to travel to Britain as planned in May 1952. He 'might' have been invited to see some of the Wilkins/ Franklin X-ray diffraction data and such an event 'might' have led him to a double helix model (which remains (as said above) total speculation. As it was, his political activities caused his travel to be restricted by the U. S. government and he did not visit the UK until later, at which point he met none of the DNA researchers in England. Watson and Crick were not officially working on DNA. Crick was writing his Ph.D. thesis. Watson also had other work such as trying to obtain crystals of myoglobin for X-ray diffraction experiments. In 1952, Watson did X-ray diffraction on tobacco mosaic virus and found results indicating that it had helical structure. Having failed once, Watson and Crick were now somewhat reluctant to try again and for a while they were forbidden to make further efforts to find a molecular model of DNA.
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          Of great importance to the model building effort of Watson and Crick was Rosalind Franklin's understanding of basic chemistry, which indicated that the hydrophilic phosphate-containing backbones of the nucleotide chains of DNA should be positioned so as to interact with water molecules on the outside of the molecule while the hydrophobic bases should be packed into the core. Franklin shared this chemical knowledge with Watson and Crick when she rather 'dismisivaly' pointed out to them that their first model (1951, with the phosphates inside) was obviously wrong.


          Crick described what he saw as the failure of Maurice Wilkins and Rosalind Franklin to cooperate and work towards finding a molecular model of DNA as a major reason why he and Watson eventually made a second attempt to make a molecular model of DNA. They asked for, and received, permission to do so from both Bragg and Wilkins. In order to construct their model of DNA, Watson and Crick made use of information from unpublished X-ray diffraction images of Franklin's (shown at meetings and freely shared by Wilkins), including preliminary accounts of Franklin's results/photographs of the X-ray images that were included in a written progress report for the King's laboratory of John Randall from late 1952.


          It is a matter of debate whether Watson and Crick should have had access to Franklin's results without her knowledge or permission and before she had a chance to formally publish the results of her detailed analysis of her X-ray diffraction data that were included in the progress report - but Watson and Crick realised her 'staunchly' (uncompromising) held analysis (of the helical nature) was faulty - so they had a dilemma. In an effort to clarify this issue, Perutz later published what had been in the progress report, and suggested that nothing was in the report that Franklin herself had not said in her talk (attended by Watson) in late 1951. Further, Perutz explained that the report was to a Medical Research Council (MRC) committee that had been created in order to "establish contact between the different groups of people working for the Council". Randall's and Perutz's labs were both MRC funded laboratories.


          It is also not clear how important Franklin's unpublished results from the progress report actually were for the model building done by Watson and Crick. After the first crude X-ray diffraction images of DNA were collected in the 1930s, William Astbury had talked about stacks of nucleotides spaced at 3.4 angstrom (0.34 nanometre) intervals in DNA. A citation to Astbury's earlier X-ray diffraction work was one of only 8 references in Franklin's first paper on DNA. Analysis of Astbury's published DNA results and the better X-ray diffraction images collected by Wilkins and Franklin revealed the helical nature of DNA. It was possible to predict the number of bases stacked within a single turn of the DNA helix (10 per turn; a full turn of the helix is 27 angstroms [2.7 nm] in the compact A form, 34 angstroms [3.4 nm] in the wetter B form). Wilkins shared this information about the B form of DNA with Crick and Watson. Crick did not see Franklin's B form X-ray images until after the DNA double helix model was published.


          One of the few references cited by Watson and Crick when they published their model of DNA, was to a published article that included Sven Furbergs DNA model that had the bases on the inside. Thus, the Watson and Crick model was not the first "bases in" model to be published. Furberg's results had also provided the correct orientation of the DNA sugars with respect to the bases. During their model building, Crick and Watson learned that an antiparallel orientation of the two nucleotide chain backbones worked best to orient the base pairs in the centre of a double helix. Crick's access to Franklin's progress report of late 1952 is what made Crick confident that DNA was a double helix with anti-parallel chains, but there were other chains of reasoning and sources of information that also led to these conclusions.


          As a result of leaving King's College London for another institution, Franklin was asked by John Randall to give up her work on DNA. When it became clear to Wilkins and the supervisors of Watson and Crick that Franklin was going to the new job, and that Pauling was working on the structure of DNA, they were willing to share Franklin's data with Watson and Crick, in the hope that they could find a good model of DNA before Pauling was able. Franklin's X-ray diffraction data for DNA and her systematic analysis of DNA's structural features was useful to Watson and Crick in guiding them towards a correct molecular model. The key problem for Watson and Crick, which could not be resolved by the data from King's College, was to guess how the nucleotide bases pack into the core of the DNA double helix.
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          Another key to finding the correct structure of DNA was the so-called Chargaff ratios, experimentally determined ratios of the nucleotide subunits of DNA: the amount of guanine is equal to cytosine and the amount of adenine is equal to thymine. A visit by Erwin Chargaff to England in 1952 reinforced the salience of this important fact for Watson and Crick. The significance of these ratios for the structure of DNA were not recognized until Watson, persisting in building structural models, realized that A:T and C:G pairs are structurally similar. In particular, the length of each base pair is the same. The base pairs are held together by hydrogen bonds, the same non-covalent interaction that stabilizes the protein  helix. Watsons recognition of the A:T and C:G pairs was aided by information from Jerry Donohue about the most likely structures of the nucleobases. After the discovery of the hydrogen bonded A:T and C:G pairs, Watson and Crick soon had their double helix model of DNA with the hydrogen bonds at the core of the helix providing a way to unzip the two complementary strands for easy replication: the last key requirement for a likely model of the genetic molecule. As important as Cricks contributions to the discovery of the double helical DNA model were, he stated that without the chance to collaborate with Watson, he would not have found the structure by himself.


          Crick did tentatively attempt to perform some experiments on nucleotide base pairing, but he was more of a theoretical than an experimental biologist. There was another close approach to discovery of the base pairing rules in early 1952. Crick had started to think about interactions between the bases. He asked John Griffith to try to calculate attractive interactions between the DNA bases from chemical principles and quantum mechanics. Griffith's best guess was that A:T and G:C were attractive pairs. At that time, Crick was not aware of Chargaff's rules and he made little of Griffith's calculations. It did start him thinking about complementary replication. Identification of the correct base-pairing rules (A-T, G-C) was achieved by Watson "playing" with cardboard cut-out models of the nucleotide bases, much in the manner that Pauling had discovered the protein alpha helix a few years earlier. The Watson and Crick discovery of the DNA double helix structure was made possible by their willingness to combine theory, modeling and experimental results (albeit mostly done by others) to achieve their goal.


          


          Molecular biology


          In 1954, at the age of 37, Crick completed his Ph.D. thesis: "X-Ray Diffraction: Polypeptides and Proteins" and received his degree. Crick then worked in the laboratory of David Harker at Brooklyn Polytechnic Institute, where he continued to develop his skills in the analysis of X-ray diffraction data for proteins, working primarily on ribonuclease and the mechanisms of protein synthesis. David Harker, the American X-ray crystallographer, was described as "the John Wayne of crystallography" by Vittorio Luzzati, a crystallographer at the Centre for Molecular Genetics in Gif-sur-Yvette near Paris, who had worked with Rosalind Franklin.


          After the discovery of the double helix model of DNA, Cricks interests quickly turned to the biological implications of the structure. In 1953, Watson and Crick published another article in Nature which stated: "it therefore seems likely that the precise sequence of the bases is the code that carries the genetical information".
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          In 1956, Crick and Watson speculated on the structure of small viruses. They suggested that spherical viruses such as Tomato bushy stunt virus had icosahedral symmetry and were made from 60 identical subunits.


          After his short time in New York, Crick returned to Cambridge where he worked until 1976, at which time he moved to California. Crick engaged in several X-ray diffraction collaborations such as one with Alexander Rich on the structure of collagen. However, Crick was quickly drifting away from continued work related to his expertise in the interpretation of X-ray diffraction patterns of proteins.


          George Gamow established a group of scientists interested in the role of RNA as an intermediary between DNA as the genetic storage molecule in the nucleus of cells and the synthesis of proteins in the cytoplasm. It was clear to Crick that there had to be a code by which a short sequence of nucleotides would specify a particular amino acid in a newly synthesized protein. In 1956, Crick wrote an informal paper about the genetic coding problem for the small group of scientists in Gamows RNA group. In this article, Crick reviewed the evidence supporting the idea that there was a common set of about 20 amino acids used to synthesize proteins. Crick proposed that there was a corresponding set of small adaptor molecules that would hydrogen bond to short sequences of a nucleic acid and also link to one of the amino acids. He also explored the many theoretical possibilities by which short nucleic acid sequences might code for the 20 amino acids.
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          During the mid-to-late 1950s Crick was very much intellectually engaged in sorting out the mystery of how proteins are synthesized. By 1958, Cricks thinking had matured and he could list in an orderly way all of the key features of the protein synthesis process:


          
            	genetic information stored in the sequence of DNA molecules


            	a messenger RNA molecule to carry the instructions for making one protein to the cytoplasm


            	adaptor molecules (they might contain nucleotides) to match short sequences of nucleotides in the RNA messenger molecules to specific amino acids


            	ribonucleic-protein complexes that catalyse the assembly of amino acids into proteins according to the messenger RNA

          


          The adaptor molecules were eventually shown to be tRNAs and the catalytic ribonucleic-protein complexes became known as ribosomes. An important step was later (1960) realization that the messenger RNA was not the same as the ribosomal RNA. None of this, however, answered the fundamental theoretical question of the exact nature of the genetic code. In his 1958 article, Crick speculated, as had others, that a triplet of nucleotides could code for an amino acid. Such a code might be degenerate, with 4x4x4=64 possible triplets of the four nucleotide subunits while there were only 20 amino acids. Some amino acids might have multiple triplet codes. Crick also explored other codes in which for various reasons only some of the triplets were used, magically producing just the 20 needed combinations. Experimental results were needed; theory alone could not decide the nature of the code. Crick also used the term  central dogma to summarize an idea that implies that genetic information flow between macromolecules would be essentially one-way:


          DNA  RNA  Protein


          Some critics thought that by using the word "dogma" Crick was implying that this was a rule that could not be questioned, but all he really meant was that it was a compelling idea without much solid evidence to support it. In his thinking about the biological processes linking DNA genes to proteins, Crick made explicit the distinction between the materials involved, the energy required, and the information flow. Crick was focused on this third component (information) and it became the organizing principle of what became known as molecular biology. Crick had by this time become a dominant, if not the dominant, theoretical molecular biologist.


          Proof that the genetic code is a degenerate triplet code finally came from genetics experiments, some of which were performed by Crick. The details of the code came mostly from work by Marshall Nirenberg and others who synthesized synthetic RNA molecules and used them as templates for in vitro protein synthesis..


          


          Controversy about using King's College London's results


          An enduring controversy has been generated by Watson and Crick's use of DNA X-ray diffraction data collected by Rosalind Franklin and her student Raymond Gosling. The controversy arose from the fact that some of the data were shown to them, without her knowledge, by her boss, Maurice Wilkins, and by Max Perutz. Her experimental results provided estimates of water content of DNA crystals and these results were most consistent with the three sugar-phosphate backbones being on the outside of the molecule. Franklin personally told Crick and Watson that the backbones had to be on the outside, whilst vehemently stating (erroneously) that is exhibited a helical structure. Her identification of the space group for DNA crystals revealed to Crick that the DNA strands were antiparallel, which helped Watson and Crick decide to look for DNA models with two polynucleotide strands. The X-ray diffraction images collected by Franklin provided the best evidence for the helical nature of DNA - but she failed to recognise this fact. However Franklin's experimental work proved important in Crick and Watson's development of the correct model.


          Prior to publication of the double helix structure, Watson and Crick had little interaction with Franklin. Crick and Watson felt that they had benefited from collaborating with Maurice Wilkins. They offered him a co-authorship on the article that first described the double helix structure of DNA. Wilkins turned down the offer and was in part responsible for the terse character of the acknowledgment of experimental work done at King's College London. Rather than make any of the DNA researchers at King's College co-authors on the Watson and Crick double helix article, the solution that was arrived at was to publish two additional papers from King's College London along with the helix paper. Brenda Maddox suggested that because of the importance of her experimental results used Watson and Crick's model building and theoretical analysis, Franklin should have had her name on the original Watson and Crick paper in Nature. Watson and Crick offered joint authorship to Wilkins which he turned down at the time, but which he may have subsequently regretted. (Franklin and Ray Gosling submitted their own joint 'second' paper to Nature at the same time as Wilkins, Stokes and Wilson submitted theirs, i.e., the 'third' paper on DNA.).


          


          Views on religion


          Crick once joked, "Christianity may be OK between consenting adults in private but should not be taught to young children."


          In his book Of Molecules and Men, Crick expressed his views on the relationship between science and religion. After suggesting that it would become possible for people to wonder if a computer might be programmed so as to have a soul, he wondered: at what point during biological evolution did the first organism have a soul? At what moment does a baby get a soul? Crick stated his view that the idea of a non-material soul that could enter a body and then persist after death is just that, an imagined idea. For Crick, the mind is a product of physical brain activity and the brain had evolved by natural means over millions of years. Crick felt that it was important that evolution by natural selection be taught in public schools and that it was regrettable that English schools had compulsory religious instruction. Crick felt that a new scientific world view was rapidly being established, and predicted that once the detailed workings of the brain were eventually revealed, erroneous Christian concepts about the nature of man and the world would no longer be tenable; traditional conceptions of the "soul" would be replaced by a new understanding of the physical basis of mind. He was skeptical of organized religion, referring to himself as a skeptic and an agnostic with "a strong inclination towards atheism".


          In 1960, Crick accepted a fellowship at Churchill College Cambridge, one factor being that the new college did not have a chapel. Sometime later a large donation was made to establish a chapel and the fellowship elected to accept it. Crick resigned his fellowship in protest.


          In October 1969, Crick participated in a celebration of the 100th year of the journal Nature. Crick attempted to make some predictions about what the next 30years would hold for molecular biology. His speculations were later published in Nature. Near the end of the article, Crick briefly mentioned the search for life on other planets, but he held little hope that extraterrestrial life would be found by the year 2000. He also discussed what he described as a possible new direction for research, what he called "biochemical theology". Crick wrote, "So many people pray that one finds it hard to believe that they do not get some satisfaction from it...."


          Crick suggested that it might be possible to find chemical changes in the brain that were molecular correlates of the act of prayer. He speculated that there might be a detectable change in the level of some neurotransmitter or neurohormone when people pray. Crick may have been imagining substances such as dopamine that are released by the brain under certain conditions and produce rewarding sensations. Crick's suggestion that there might someday be a new science of "biochemical theology" seems to have been realized under an alternative name: there is now the new field of neurotheology. Crick's view of the relationship between science and religion continued to play a role in his work as he made the transition from molecular biology research into theoretical neuroscience.


          


          Directed panspermia


          During the 1960s, Crick became concerned with the origins of the genetic code. In 1966, Crick took the place of Leslie Orgel at a meeting where Orgel was to talk about the origin of life. Crick speculated about possible stages by which an initially simple code with a few amino acid types might have evolved into the more complex code used by existing organisms. At that time, everyone thought of proteins as the only kind of enzymes and ribozymes had not yet been found. Many molecular biologists were puzzled by the problem of the origin of a protein replicating system that is as complex as that which exists in organisms currently inhabiting Earth. In the early 1970s, Crick and Orgel further speculated about the possibility that the production of living systems from molecules may have been a very rare event in the universe, but once it had developed it could be spread by intelligent life forms using space travel technology, a process they called Directed Panspermia. In a retrospective article, Crick and Orgel noted that they had been overly pessimistic about the chances of abiogenesis on Earth when they had assumed that some kind of self-replicating protein system was the molecular origin of life.


          


          Neuroscience, other interests
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          Crick's period at Cambridge was the pinnacle of his long scientific career, but he left Cambridge in 1977 after 30years, having been offered (and having refused) the Mastership of Gonville & Caius. James Watson claimed at a Cambridge conference marking the 50th anniversary of the discovery of the structure of DNA in 2003: "Now perhaps it's a pretty well kept secret that one of the most uninspiring acts of Cambridge University over this past century was to turn down Francis Crick when he applied to be the Professor of Genetics, in 1958. Now there may have been a series of arguments, which lead them to reject Francis. It was really saying, don't push us to the frontier." The apparently "pretty well kept secret" had already been recorded in Soraya De Chadarevian's "Designs For Life: Molecular Biology After World War II", published by CUP in 2002. His major contribution to molecular biology in Cambridge is well documented in The History of the University of Cambridge: Volume 4 (1870 to 1990), which was published by Cambridge University Press in 1992.


          According to the University of Cambridge's genetics department official website, the electors of the professorship could not reach consensus, prompting the intervention of then University Vice-Chancellor Lord Adrian. Lord Adrian first offered the professorship to a compromise candidate, Guido Pontecorvo, who refused, and is said to have offered it then to Crick, who also refused.


          In 1976, Crick took a sabbatical year at the Salk Institute for Biological Studies in La Jolla, California. Crick had been a nonresident fellow of the Institute since 1960. Crick wrote, "I felt at home in Southern California." After the sabbatical, Crick left Cambridge in order to continue working at the Salk Institute. He was also a professor at the University of California, San Diego. He taught himself neuroanatomy and studied many other areas of neuroscience research. It took him several years to disengage from molecular biology because exciting discoveries continued to be made, including the discovery of alternative splicing and the discovery of restriction enzymes, which helped make possible genetic engineering. Eventually, in the 1980s, Crick was able to devote his full attention to his other interest, consciousness. His autobiographical book, What Mad Pursuit, includes a description of why he left molecular biology and switched to neuroscience.


          Upon taking up work in theoretical neuroscience, Crick was struck by several things:


          
            	there were many isolated subdisciplines within neuroscience with little contact between them


            	many people who were interested in behaviour treated the brain as a black box


            	consciousness was viewed as a taboo subject by many neurobiologists

          


          Crick hoped he might aid progress in neuroscience by promoting constructive interactions between specialists from the many different subdisciplines concerned with consciousness. He even collaborated with neurophilosophers such as Patricia Churchland. Crick established a collaboration with Christof Koch that lead to publication of a series of articles on consciousness during the period spanning from 1990 to 2005. Crick made the strategic decision to focus his theoretical investigation of consciousness on how the brain generates visual awareness within a few hundred milliseconds of viewing a scene. Crick and Koch proposed that consciousness seems so mysterious because it involves very short-term memory processes that are as yet poorly understood. Crick also published a book describing how neurobiology had reached a mature enough stage so that consciousness could be the subject of a unified effort to study it at the molecular, cellular and behavioural levels. Crick's book The Astonishing Hypothesis made the argument that neuroscience now had the tools required to begin a scientific study of how brains produce conscious experiences. Crick was skeptical about the value of computational models of mental function that are not based on details about brain structure and function.


          Crick was elected a fellow of CSICOP in 1983 and a Humanist Laureate of the International Academy of Humanism in the same year. In 1995, Francis Crick was one of the original endorsers of the Ashley Montagu Resolution to petition for an end to the genital mutilation of children.


          


          Reactions to Crick and his work


          Crick has widely been described as talkative, brash, and lacking modesty. His personality combined with his scientific accomplishments produced many opportunities for Crick to stimulate reactions from others, both inside and outside of the scientific world, which was the centre of his intellectual and professional life. Also described as an example of Crick's wide recognition and public profile are some of the times Crick was addressed as "Sir Francis Crick" with the assumption that someone so famous must have been knighted.</ref> Crick spoke rapidly, and rather loudly, and had an infectious and reverberating laugh, and a lively sense of humour. One colleague from the Salk Institute described him as "a brainstorming intellectual powerhouse with a mischievous smile..." Francis was never mean-spirited, just incisive. He detected microscopic flaws in logic. In a room full of smart scientists, Francis continually reearned his position as the heavyweight champ."


          


          Religious beliefs


          The conservative political analyst Mark Steyn published an obituary of Crick and attempted a deconstruction of Crick's scientific motivations. Steyn characterized Crick as a militant atheist and asserted that it was his atheism that "drove" Crick to move beyond conventional molecular biology towards speculative topics such as panspermia. Steyn described the theory of directed panspermia as amounting to, "gods in the skies who fertilize the earth and then retreat to the heavens beyond our reach." Steyn categorized Cricks ideas on directed panspermia as a result of "hyper-rationalism" that, "lead him round to embracing a belief in a celestial creator of human life, indeed a deus ex machina."


          Steyn's critique of Crick ignored the fact that Crick never held a belief in panspermia. Crick explored the hypothesis that it might be possible for life forms to be moved from one planet to another. What "drove" Crick towards speculation about directed panspermia was the difficulty of imagining how a complex system like a cell could arise under pre-biotic conditions from non-living chemical components. After ribozymes were discovered, Crick became much less interested in panspermia because it was then much easier to imagine the pre-biotic origins of life as being made possible by some set of simple self-replicating polymers.


          


          Eugenics


          Crick occasionally expressed his views on eugenics, usually in private letters. For example, Crick advocated a form of positive eugenics in which wealthy parents would be encouraged to have more children. He once remarked, "In the long run, it is unavoidable that society will begin to worry about the character of the next generation... It is not a subject at the moment which we can tackle easily because people have so many religious beliefs and until we have a more uniform view of ourselves I think it would be risky to try and do anything in the way of eugenics... I would be astonished if, in the next 100 or 200years, society did not come round to the view that they would have to try to improve the next generation in some extent or one way or another." Some observers have labelled Crick's views on eugenics as "controversial"


          


          Creationism


          It has been suggested by some observers that Crick's speculation about panspermia, "fits neatly into the intelligent design concept." Crick's name was raised in this context in the Kitzmiller v. Dover Area School District trial over the teaching of intelligent design. However, Crick wrote:


          
            The age of the earth is now established beyond any reasonable doubt as very great, yet in the United States millions of Fundamentalists still stoutly defend the naive view that it is relatively short, an opinion deduced from reading the Christian Bible too literally. They also usually deny that animals and plants have evolved and changed radically over such long periods, although this is equally well established. This gives one little confidence that what they have to say about the process of natural selection is likely to be unbiased, since their views are predetermined by a slavish adherence to religious dogmas.

          


          In the 1987 United States Supreme Court case Edwards v. Aguillard, Crick joined a group of other Nobel laureates who advised that, "'Creation-science' simply has no place in the public-school science classroom." Crick was also an advocate for the establishment of Darwin Day as a British national holiday.


          


          Recognition


          The Francis Crick Prize Lectures at The Royal Society, London

          The Francis Crick Prize Lecture was established in 2003 following an endowment by his former colleague, Sydney Brenner, joint winner of the 2002 Nobel Prize in Physiology and Medicine. The lecture is delivered annually in any field of biological sciences, with preference given to the areas in which Francis Crick himself worked. Importantly, the lectureship is aimed at younger scientists, ideally under 40, or whose career progression corresponds to this age.


          The Francis Crick Graduate Lectures at the University of Cambridge

          The University of Cambridge Graduate School of Biological, Medical and Veterinary Sciences hosts The Francis Crick Graduate Lectures. The first two lectures were by John Gurdon and Tim Hunt.


          "For my generation, Francis Crick was probably the most obviously influential presence. He was often at lunch in the canteen of the Laboratory of Molecular Biology where he liked to explain what he was thinking about, and he was always careful to make sure that everyone round the table really understood. He was a frequent presence at talks in and around Cambridge, where he liked to ask questions. Sometimes, I remember thinking, they seemed slightly ignorant questions to which a man of his extraordinary range and ability ought to have known the answers. Only slowly did it dawn on me that he only and always asked questions when he was unclear or unsure, a great lesson." (Tim Hunt, first Francis Crick Graduate Lecturer: June 2005)


          The wording on the new DNA sculpture (which was donated by James Watson) outside Clare College's Thirkill Court, Cambridge, England is


          a) on the base:


          i) "These strands unravel during cell reproduction. Genes are encoded in the sequence of bases."


          ii) "The double helix model was supported by the work of Rosalind Franklin and Maurice Wilkins."


          b) on the helices:


          i) "The structure of DNA was discovered in 1953 by Francis Crick and James Watson while Watson lived here at Clare."


          ii) "The molecule of DNA has two helical strands that are linked by base pairs Adenine - Thymine or Guanine - Cytosine."


          The aluminium sculpture stands fifteen feet high. It took a pair of technicians a fortnight to build it. For the artist responsible it was an opportunity to create a monument that brings together the themes of science and nature; Charles Jencks, Sculptor said "It embraces the trees, you can sit on it and the ground grows up and it twists out of the ground. So it's truly interacting with living things like the turf, and that idea was behind it and I think it does celebrate life and DNA." Tony Badger, Master of Clare, said: "It is wonderful to have this lasting reminder of his achievements while he* was at Clare and the enormous contribution he* and Francis Crick have made to our understanding of life on earth." * James Watson.


          
            	Fellow of the Royal Society


            	Fellow International Academy of Humanism


            	Fellow CSICOP


            	Westminster City Council unveiled a green plaque to Francis Crick on the front faade of 56 St George's Square, Pimlico, London SW1 on the 20 June 2007; Crick lived in the first floor flat, together with Robert Dougall of BBC radio and later TV fame, a former Royal Navy associate.

          


          


          Books by Francis Crick


          
            	Of Molecules and Men (Prometheus Books, 2004; original edition 1967) ISBN 1-59102-185-5


            	Life Itself (Simon & Schuster, 1981) ISBN 0-671-25562-2


            	What Mad Pursuit: A Personal View of Scientific Discovery (Basic Books reprint edition, 1990) ISBN 0-465-09138-5


            	The Astonishing Hypothesis: The Scientific Search For The Soul (Scribner reprint edition, 1995) ISBN 0-684-80158-2


            	Kreiseliana: about and around Georg Kreisel; ISBN 1-56881-061-X; 495 pages. For pages 25 - 32 "Georg Kreisel: a Few Personal Recollections" contributed by Francis Crick.

          


          


          Books about Francis Crick and the structure of DNA discovery


          
            	John Bankston, Francis Crick and James D. Watson; Francis Crick and James Watson: Pioneers in DNA Research (Mitchell Lane Publishers, Inc., 2002) ISBN 1-58415-122-6


            	Soraya De Chadarevian; Designs For Life: Molecular Biology After World War II, CUP 2002, 444 pp; ISBN 0-521-57078-6


            	Edwin Chargaff; Heraclitean Fire, Rockefeller Press, 1978


            	S. Chomet (Ed.), "D.N.A. Genesis of a Discovery", 1994, Newman- Hemisphere Press, London


            	Dickerson, Richard E.; "Present at the Flood: How Structural Molecular Biology Came About", Sinauer, 2005; ISBN 0-878-93168-6;


            	Edward Edelson, "Francis Crick And James Watson: And the Building Blocks of Life"' Oxford University Press, 2000, ISBN 0-19-513971-2.


            	Hager, Thomas; "Force of Nature: The Life of Linus Pauling", Simon & Schuster 1995; ISBN 0-684-80909-5


            	Graeme Hunter; Light Is A Messenger, the life and science of William Lawrence Bragg, ISBN 0-19-852921-X; Oxford University Press, 2004.


            	Horace Freeland Judson, "The Eighth Day of Creation. Makers of the Revolution in Biology"; Penguin Books 1995, first published by Jonathan Cape, 1977; ISBN 0-14-017800-7.


            	Torsten Krude (Ed.); DNA Changing Science and Society ( ISBN 0-521-82378-1) CUP 2003. (The Darwin Lectures for 2003, including one by Sir Aaron Klug on Rosalind Franklin's involvement in the determination of the structure of DNA).


            	Brenda Maddox Rosalind Franklin: The Dark Lady of DNA, 2002. ISBN 0-00-655211-0.


            	Robert Olby; The Path to The Double Helix: Discovery of DNA; first published in 0ctober 1974 by MacMillan, with foreword by Francis Crick; ISBN 0-486-68117-3; revised in 1994, with a 9-page postscript.


            	Robert Olby; "Francis Crick: A Biography", Cold Spring Harbour Laboratory Press, ISBN 9780879697983, to be published in June 2009.


            	Matt Ridley; Francis Crick: Discoverer of the Genetic Code (Eminent Lives) first published in June 2006 in the USA and then in the UK September 2006, by HarperCollins Publishers; 192 pp, ISBN 0-06-082333-X. See: http://www.nytimes.com/2006/07/10/science/11books-excerpt.html


            	Anne Sayre. 1975. Rosalind Franklin and DNA. New York: W.W. Norton and Company. ISBN 0-393-32044-8.


            	James D. Watson; The Double Helix: A Personal Account of the Discovery of the Structure of DNA, Atheneum, 1980, ISBN 0-689-70602-2 (first published in 1968) is a very readable firsthand account of the research by Crick and Watson. The book also formed the basis of the award winning television dramatization Life Story by BBC Horizon (also broadcast as Race for the Double Helix).


            	James D. Watson; The Double Helix: A Personal Account of the Discovery of the Structure of DNA; The Norton Critical Edition, which was published in 1980, edited by Gunther S. Stent: ISBN 0-393-01245-X. (It does not include Erwin Chargaff's critical review unfortunately.)


            	James D. Watson; "Avoid boring people and other lessons from a life in science" New York: Random House. ISBN 978-0-375-41284-4, 366pp


            	Maurice Wilkins; The Third Man of the Double Helix: The Autobiography of Maurice Wilkins ISBN 0-19-860665-6.
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              	Sir Francis Drake
            


            
              	February-March 1540  January 27, 1595
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              A 16th century oil on canvas portrait of Sir Francis Drake in Buckland Abbey, painting by Marcus Gheeraerts the Younger.
            


            
              	Nickname:

              	El Draque ("The Dragon")
            


            
              	Type:

              	Privateer
            


            
              	Placeofbirth:

              	Tavistock, Devon, England
            


            
              	Placeofdeath:

              	Portobelo, Coln, Panama
            


            
              	Allegiance:

              	England
            


            
              	Yearsofservice:

              	1563  1595
            


            
              	Rank:

              	Vice Admiral
            


            
              	Base of Operations:

              	Caribbean Sea
            


            
              	Commands:

              	Golden Hind (previously known as Pelican)
            


            
              	Battles/wars:

              	AngloSpanish War (1585)

              Battle of Gravelines
            

          


          Sir Francis Drake, Vice Admiral, (c. 1540  January 27, 1595) was an English privateer, navigator, slave trader, and politician of the Elizabethan era. Drake was knighted in 1581 by Queen Elizabeth I. He was second-in-command of the English fleet against the Spanish Armada in 1588, subordinate only to Charles Howard and the Queen herself. He died of dysentery after unsuccessfully attacking San Juan, Puerto Rico in 1595.


          His exploits were semi-legendary, making him a hero to the English but a simple pirate to the Spaniards. He was known as "El Draque" (from the old Spanish meaning "the Dragon" derived from the Latin draco, meaning 'serpent', an obvious play on his family name which in archaic English has the same etymological root) for his actions. King Philip II was claimed to have offered a reward of 20,000 ducats (about 4m or $8m by modern standards) for his life.


          


          Birth and early years
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              Miniature of Drake, age 42 by Nicholas Hilliard in 1581
            

          


          
            
              	

              	The people of quality dislike him for having risen so high from such a lowely family; the rest say he is the main cause of wars.

              	
            


            
              	
                Gonzalo Gonzlez del Castillo in a letter King Philip II 1592.

              
            

          


          Francis Drake was born in the parish of Crowndale, a mile south of Tavistock, Devon, in February or March 1540. He was the eldest of the twelve sons of Edmund Drake (15181585), a Protestant farmer who later became a preacher, and his wife Mary Mylwaye. The elder Drake is sometimes confused with his nephew John Drake (15731634), who was the son of Edmund's older brother, Richard Drake. (cf. John White, note 2). Francis Drake's maternal grandfather was Richard Mylwaye. Francis Drake married 1: Mary Newman; married 2: Elizabeth Sydenham (m.2 Sir William Courtenay of Powderham)1585.


          Francis was reportedly named after his godfather Francis Russell, 2nd Earl of Bedford, and throughout his cousins' lineages are direct connections to royalty and famous personages, such as Sir Richard Grenville, Ivor Callely, Amy Grenville and Geoffrey Chaucer. However, James Froude states, "He told Camden that he was of mean extraction. He meant merely that he was proud of his parents and made no idle pretensions to noble birth. His father was a tenant of the Earl of Bedford, and must have stood well with him, for Francis Russell, the heir of the earldom, was the boy's godfather."


          As with many of Drake's contemporaries, the exact date of his birth is unknown and could be as early as 1535, the 1540 date being extrapolated from two portraits: one a miniature painted by Nicholas Hilliard in 1581 when he was allegedly 42, the other painted in 1594 when he was alleged to be 53.


          During the Prayer Book Rebellion of 1549, the family was forced to flee to Kent. Before he turned thirteen, Drake started his sea career when he became an apprentice member of the crew of a bark trading between the Thames and the cross-Channel ports. He became owner-master of the ship at the age of twenty after the death of its previous captain, who bequeathed it to him. At age twenty-three, Drake made his first voyage to the New World, sailing, in company with his second cousin, Sir John Hawkins, on one of a fleet of ships owned by his relatives, the Hawkins family of Plymouth.


          In 1569 he was again with the Hawkins fleet when it was trapped by the Spaniards in the Mexican port of San Juan de Ulua. He escaped along with Hawkins but the experience is said to have led him to his lifelong revenge against the Spanish.


          


          Circumnavigating the world


          


          Entering the Pacific
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          In 1577 Queen Elizabeth sent Drake to start an expedition against the Spanish along the Pacific coast of the Americas. He set out from Plymouth on the November 15, 1577, but bad weather threatened him and his fleet, who were forced to take refuge in Falmouth, Cornwall, from where they returned to Plymouth for repair. After this major setback, he set sail once again on December 13, aboard the Pelican, with four other ships and 164men. He soon added a sixth ship, the Mary (formerly Santa Maria) which had been captured off the coast of Africa from the Spaniards. More importantly, he added its captain, Nuno de Silva, a man with considerable experience navigating in South American waters.


          Drake's fleet suffered great attrition; he scuttled both the Christopher and the flyboat Swan due to loss of men on the Atlantic crossing. At San Julian, Argentina, the Mary was found to be rotten and was burned. After the trial and execution of Thomas Doughty, Drake decided to remain the winter in San Julian before attempting the Straits of Magellan.


          The three remaining ships of his convoy departed for the Magellan Strait, at the southern tip of South America. The strait is named after the Portuguese navigator who first circumnavigated the world in 1521. This course established " Drake's Passage" but the route south of Tierra del Fuego around Cape Horn was not discovered until 1616. Drake crossed from the Atlantic to the Pacific through the Magellan Strait. After this passage a storm blew his ship so far south that he realised Tierra del Fuego was not part of a southern continent, as was believed. This voyage established Drake as the first Antarctic explorer, because the southernmost point of his voyage was at least 56 degrees according to astronomical data quoted in Hakluyt's "The Principall Navigators" of 1589. Until James Cook's voyage of 1773, this was the furthest south any seafaring explorer had ventured.


          A few weeks later Drake made it to the Pacific, but violent storms destroyed one of the ships and caused another to return to England. He pushed onwards in his lone flagship, now renamed the Golden Hind in honour of Sir Christopher Hatton (after his coat of arms). The Golden Hind sailed north along the Pacific coast of South America, attacking Spanish ports and rifling towns. Some Spanish ships were captured, and Drake used their more accurate charts.


          In one of his most notable actions, Drake captured a Spanish ship, laden with riches from Peru, which held 25,000 pesos of pure gold, amounting in value to 37,000 ducats of Spanish money (about 7m by modern standards). Near Lima, they also discovered news of a ship, the Cacafuego, sailing towards Panama. They gave chase and eventually captured her, which was their most profitable capture. They found 80lb (36kg) of gold, a golden crucifix, jewels, 13chests full of royals of plate and 26tons of silver.


          


          Nova Albion


          On June 17, 1579, Drake landed somewhere north of Spain's northern-most claim at Point Loma. He found a good port, landed, repaired and restocked his vessels, then stayed for a time, keeping friendly relations with the natives. He claimed the land in the name of the Holy Trinity for the English Crown as called Nova Albion - Latin for "New Britain." Assertions that he left some of his men behind as an embryo "colony" are founded merely on the reduced number who were with him in the Moluccas.


          The precise location of the port was carefully guarded to keep it secret from the Spaniards, and several of Drake's maps may even have been altered to this end. All first-hand records from the voyage, including logs, paintings and charts were lost when Whitehall Palace burned in 1698. A bronze plaque inscribed with Drake's claim to the new lands, fitting the description in Drake's own account, was discovered in Marin County, California, but was later declared a hoax. Another location often claimed to be Nova Albion is Whale Cove (Oregon), although to date there is no evidence to suggest this, other than a general resemblance to a single map penned a decade after the landing.


          Samuel Bawlf marshalled indications that "Nova Albion" was established at Comox on Vancouver Island, during an undocumented "secret voyage" north. It is known that Drake and his men sailed north from Nova Albion in search of a western opening to the Northwest Passage, a potentially valuable asset to the English at the time. During this venture the sailors accurately mapped the westward trend of the north-western corner of the North American continent, present-day British Columbia and Alaska. They had a rough voyage among the islands of the Alaskan panhandle, and were forced to turn back due to freezing weather.


          Bawlf argues that Drake's ship reached 56N, much farther north than was recorded. The reason for this false record, Bawlf writes, was for political reasons: competition with the Spanish in the Americas. Queen Elizabeth wanted to keep any information on the Northwest Passage secret, with the result that the location of Nova Albion and the highest latitude the expedition reached is still a source of controversy today.


          Drake's brother endured a long period of torture in South America at the hands of Spaniards, who sought intelligence from him about Francis Drake's voyage.


          His voyage to the west coast of North America is important for a number of reasons. When he landed, his chaplain held Holy Communion; this was one of the first Protestant church services in the New World (though French Huguenots had founded an ill-fated colony in Florida in the 1560s). Drake was seen to be gaining prestige at the expense of the Papacy.


          What is certain of the extent of Drake's claim and territorial challenge to the Papacy and the Spanish crown is that his port was founded somewhere north of Point Loma; that all contemporary maps label all lands above the Kingdoms of New Spain and New Mexico as "Nova Albion", and that all colonial claims made from the East Coast in the 1600s were "From Sea to Sea". The colonial claims were established with full knowledge of Drake's claims, which they reinforced, and remained valid in the minds of the English colonists on the Atlantic coast when those colonies became free states. Maps made soon after would have "Nova Albion" written above the entire northern frontier of New Spain. These territorial claims became important during the negotiations that ended the Mexican-American War between the United States and Mexico.


          


          Continuing the journey
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          Drake now headed westward across the Pacific, and a few months later reached the Moluccas, a group of islands in the south west Pacific, in eastern modern-day Indonesia. While there, the Golden Hind became caught on a reef and was almost lost. After three days of waiting for expedient tides and dumping cargo, the barque was miraculously freed. Drake and his men befriended a sultan king of the Moluccas and involved themselves in some intrigues with the Portuguese there.


          He made multiple stops on his way toward the tip of Africa, eventually rounded the Cape of Good Hope, and reached Sierra Leone by July 22, 1580. On September 26 the Golden Hind sailed into Plymouth with Drake and 59remaining crew aboard, along with a rich cargo of spices and captured Spanish treasures. The Queen's half-share of the cargo surpassed the rest of the crown's income for that entire year. Hailed as the first Englishman to circumnavigate the Earth (and the second such voyage arriving with at least one ship intact, after Elcano's in 1520), Drake was awarded knighthood by Queen Elizabeth aboard the Golden Hind on April 4, 1581, and, in September 1581, became the Mayor of Plymouth. He was also a Member of Parliament in 1581, for an unknown constituency, and again in 1584 for Bossiney.


          The Queen ordered all written accounts of Drake's voyage to be considered classified information, and its participants sworn to silence on pain of death; her aim was to keep Drake's activities away from the eyes of rival Spain. Also considering the friction with Spain, on the occasion of the knighting, Elizabeth 1 handed the sword to the Marquis de Marchaumont, ambassador from France, and asked him to dub Drake as the knight. During the Victorian era, in a spirit of nationalism, the story was promoted that Elizabeth 1 had done the actual knighting.
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          On his return Drake presented the Queen with a jewel token commemorating the circumnavigation. It bore a ship with an ebony hull, enameled gold taken from a prize off the Pacific coast of Mexico, and an African diamond. For her part, the Queen gave Drake a jewel with her portrait, an uncommon gift to bestow upon a commoner, and one that Drake sported proudly in his portrait by Marcus Gheeraerts, 1591. On one side is a state portrait of Elizabeth by the miniaturist Nicholas Hilliard, on the other a sardonyx cameo of double portrait busts, a regal woman and an African male. The "Drake Jewel", as it is known today, is a rare documented survivor among sixteen-century jewels; it is conserved at the National Maritime Museum, Greenwich.


          


          Spanish Armada


          War broke out between Spain and England in 1585. Drake sailed to the New World and sacked the ports of Santo Domingo and Cartagena. On the return leg of the voyage, he captured the Spanish fort of San Augustn in Spanish Florida. These exploits encouraged Philip II of Spain to order the planning for an invasion of England.


          


          Cadiz Raid


          In a pre-emptive strike, Drake "singed the beard of the King of Spain" by sailing a fleet into Cdiz and also La Corua, two of Spain's main ports, and occupied the harbours, destroying the thirty-seven naval and merchant ships. The attack delayed the Spanish invasion by a year. Over the next month, Drake patrolled the Iberian Coasts between Lisbon and Cape St. Vincent intercepting and destroying Spanish supply lines. Drake estimated that he captured around 1600-1700tons of barrel staves, enough to make 25,000 to 30,000barrels (4,800m) for containing provisions.


          
            
              	

              	I would be more greatly worried about this situation if you were not in charge; therefore I expect it will have a good outcome.

              	
            


            
              	
                King Philip's postscript in a dispatch to the Duke of Medina Sidonia two days after receiving the news of the Cadiz Raid and ordering him to pull out.
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          Defeat of the Spanish Armada


          Drake was vice admiral in command of the English fleet (under Lord Howard of Effingham) when it overcame the Spanish Armada that was attempting to invade England in 1588. As the English fleet pursued the Armada up the English Channel in closing darkness, Drake put duty second and captured the Spanish galleon Rosario, along with Admiral Pedro de Valds and all his crew. The Spanish ship was known to be carrying substantial funds to pay the Spanish Army in the Low Countries. Drake's ship had been leading the English pursuit of the Armada by means of a lantern. By extinguishing this for the capture, Drake put the fleet into disarray overnight. This exemplified Drake's ability as a privateer, suspending strategic purpose if a tactical profit were offered.


          On the night of July 29, along with Howard, Drake organised fire-ships, causing the majority of the Spanish captains to break formation and sail out of Calais into the open sea. The next day, Drake was present at the Battle of Gravelines.


          
            
              	

              	Coming up to them, there has passed some common shot between some of our fleet and some of them; and as far as we perceive, they are determined to sell their lives with blows.

              	
            


            
              	
                 Letter to Admiral Henry Seymour, after coming upon part of the Spanish Armada, written aboard the Revenge on July 31, 1588 ( July 21, 1588 O.S.)

              
            

          


          The most famous (but probably apocryphal) anecdote about Drake relates that, prior to the battle, he was playing a game of bowls on Plymouth Hoe. On being warned of the approach of the Spanish fleet, Drake is said to have remarked that there was plenty of time to finish the game and still beat the Spaniards. There is no known eyewitness account of this incident and the earliest retelling of it was printed 37years later. Adverse winds and currents caused some delay in the launching of the English fleet as the Spanish drew nearer so it is easy to see how a popular myth of Drake's cavalier attitude to the Spanish threat may have originated.


          


          Drake-Norris Expedition


          In 1589, the year after defeating the Armada, Drake and Sir John Norreys were given three tasks. They were ordered to first seek out and destroy the remaining ships, second they were to support the rebels in Lisbon, Portugal against King Philip II (king of Spain and Portugal then), and third they were to take the Azores if possible. Drake and Norreys destroyed a few ships in the harbour of La Corua in Spain but lost more than 12,000 lives and 20 ships. This delayed Drake, and he was forced to forego hunting the rest of the surviving ships and head on to Lisbon.


          


          Final years


          Drake's seafaring career continued into his mid-fifties. In 1595, following a disastrous campaign against Spanish America, where he suffered several defeats in a row, he unsuccessfully attacked San Juan, Puerto Rico. The Spanish gunners from El Morro Castle shot a cannonball through the cabin of Drake's flagship, but he survived. In 1596, he died of dysentery, at age 56 while anchored off the coast of Puerto Bello, Panama where some Spanish treasure ships had sought shelter. He was buried at sea in a lead coffin, near Portobelo.


          


          Cultural impact
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          Drake's exploits as an explorer have become an enduring part of the world's consciousness, particularly in Europe. Numerous stories and fictional adaptations of his adventures exist to this day. Considered a hero in England, it is said that if England is ever in peril, beating Drake's Drum will cause Drake to return to save the country. This is a variation of the sleeping hero folktale.


          Drake's adventures, though less known in the United States, still have some effect. For instance, a major east-west road in Marin County, California is named Sir Francis Drake Boulevard. It connects Point San Quentin on San Francisco Bay with Point Reyes and Drakes Bay. Each end is near a site considered by some to be Drake's landing place. Along that road, in San Anselmo, is Sir Francis Drake High School, the only high school in the United States named after him. A large hotel in Union Square, San Francisco bears his name.


          Drake's will was the focus of a vast confidence scheme which Oscar Hartzell perpetrated in the 1920s and 1930s. He convinced thousands of people, mostly in the American Midwest, that Drake's fortune was being held by the British government, and had compounded to a huge amount. If their last name was Drake they might be eligible for a share if they paid Hartzell to be their agent. The swindle continued until a copy of Drake's will was brought to Hartzell's mail fraud trial and he was convicted and imprisoned.


          In 1960 the television series Sir Francis Drake debuted on ITV, starring Terence Morgan in the title role.


          Uncharted: Drake's Fortune, a video game for the PlayStation 3 console, features the character Nathan Drake, a fictional descendant of Francis Drake in search of his ancestor's lost treasures of El Dorado. The storyline follows clues supposedly left behind, and examines what mysteries lie within the history of Drake, and his death.


          Drake appears as something of a deus ex machina in The Adventures & Brave Deeds Of The Ship's Cat On The Spanish Maine: Together With The Most Lamentable Losse Of The Alcestis & Triumphant Firing Of The Port Of Chagres, a children's book by Richard Adams.


          Drake lends his name to the alternative rock band Sir Francis Drake and the Spanish Armada of Berwyn, Pennsylvania.


          


          Controversies


          


          Slave Trading


          Drake accompanied his second cousin Sir John Hawkins in making the third English slave-trading expeditions, making fortunes through the abduction and transportation of West African people, and then exchanging them for high-value goods. The first Englishman recorded to have taken slaves from Africa was John Lok, a London trader who, in 1555, brought to England five slaves from Guinea. A second London trader taking slaves at that time was William Towerson whose fleet sailed into Plymouth following his 1556 voyage to Africa and from Plymouth on his 1557 voyage. Despite the exploits of Lok and Towerson, John Hawkins of Plymouth is widely acknowledged to be the pioneer of the English slave trade.


          Around 1563 Drake first sailed west to the Spanish Main, on a ship owned and commanded by his uncle John Hawkins, with a cargo of people forcibly removed from the coast of West Africa. The Englishmen sold their African captives into slavery in Spanish plantations. These profitable activities (which he continued) undermine the tendency to view Drake as simply an untarnished English hero. Although slavery was legal throughout the world at the time, its expansion by Hawkins and Drake is now widely seen as a great blot upon their records. In general, the kidnapping and forced transportation of people was considered to be a criminal offence under English law at the time, although legal protection did not necessarily extend to slaves, non-Protestants or criminals. Hawkins' own account of his actions (in which Drake took part) cites two sources for their victims. One was military attacks on African towns and villages (with the assistance of rival African warlords). The other was privateer actions against Portuguese slave ships. Britain's slave trade later came to be regarded as a terrible stain on the moral history of the nation, and Drake's role in laying the technical, legal and political foundations for the slave trade cannot be overlooked.


          


          Conflict in the Caribbean


          During his early days as a slave-trader, Drake took an immediate dislike to the Spanish, at least in part due to their Catholicism and inherent mistrust of non-Spaniards. His hostility is said to have increased over an incident at San Juan de Ulua in 1568, when, while delivering his African victims, a Spanish fleet took him by surprise. Although he was in an enemy port, it was conventional for the Spanish to 'surrender' for a few hours in order to purchase control of the kidnap victims. Thus it was unusual for a fleet of enemy warships to appear out of the blue. Drake survived the attack largely because of his ability to swim. From then on, he devoted his life to working against the Spanish Empire; the Spanish considered him an outlaw pirate (see also Piracy in the Caribbean), but to England he was simply a sailor and privateer. On his second such voyage, he fought a battle against Spanish forces that cost many English lives but earned him the favour of Queen Elizabeth


          The most celebrated of Drake's adventures along the Spanish Main was his capture of the Spanish Silver Train at Nombre de Dios in March 1573. With a crew including many French privateers and Maroons  African slaves who had escaped the Spanish  Drake raided the waters around Darien (in modern Panama) and tracked the Silver Train to the nearby port of Nombre de Dios. He made off with a fortune in gold, but had to leave behind another fortune in silver, because it was too heavy to carry back to England. It was during this expedition that he climbed a high tree in the central mountains of the Isthmus of Panama and thus became the first Englishman to see the Pacific Ocean. He remarked as he saw it that he hoped one day an Englishman would be able to sail it -- which he would do years later as part of his circumnavigation of the world.


          When Drake returned to Plymouth on August 9, 1573, a mere thirtyEnglishmen returned with him, every one of them rich for life. However, Queen Elizabeth, who had up to this point sponsored and encouraged Drake's raids, signed a temporary truce with King Philip II of Spain and so was unable to acknowledge Drake's accomplishment officially.


          Though considered a hero in England in his own time and regarded as a significant historical figure; Spanish history perceives him as a mere pirate who mercilessly plundered Spanish New World shipping and harbours. Drake, "el Draque", as he was referred to by the Spanish, was used as a bogeyman for centuries after his "vicious" raids.


          


          Atrocities in Ireland


          In 1575 Drake was present at Rathlin Island, part of the English plantation effort in Ulster when 600men, women, and children were massacred after surrendering.


          Francis Drake was in charge of the ships which transported John Norreys' Troops to Rathlin Island, commanding a small frigate called "Falcon", with a total complement of 25. At the time of the massacre, he was charged with the task of keeping Scottish vessels from bringing reinforcements to Rathlin Island. The people who were massacred were, in fact, the families of Sorley Boy MacDonnell's followers.


          


          Execution of Thomas Doughty


          
            
              	

              	And after this holy repast, they dined also at the same table together, as cheerfully, in sobriety, as ever in their lives they had done aforetime, each cheering up the other, and taking their leave, by drinking each to other, as if some journey only had been in hand.

              	
            


            
              	
                Francis Fletcher in his account of the Communion

              
            

          


          In 1578, Drake accused his co-commander Thomas Doughty of witchcraft in a shipboard trial. Doughty was charged with mutiny and treason. Drake then denied his requests to see Drake's commission from the Queen to carry out such acts and was denied a trial in England. The two main pieces of evidence against Doughty were the testimony of the ship's carpenter, Edward Bright and also that Doughty admitted to telling Lord William Burghley of the voyage. Drake consented to his request of Communion and dined with him. Thomas Doughty was beheaded on July 2nd 1578.
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        Francis of Assisi


        
          

          
            
              	Saint Francis of Assisi
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El Greco, Saint Francis in Prayer, 158085, oil on canvas, 115.5 x 103cm. Joslyn Art Museum
              
            


            
              	Confessor
            


            
              	Born

              	1181 or 1182, Assisi, Italy
            


            
              	Died

              	3 October 1226, Assisi, Italy
            


            
              	Venerated in

              	Roman Catholic Church
            


            
              	Canonized

              	16 July 1228, Assisi by Pope Gregory IX
            


            
              	Major shrine

              	Basilica of San Francesco d'Assisi
            


            
              	Feast

              	4 October
            


            
              	Attributes

              	Dove, Stigmata, poor Franciscan habit, cross, Pax et Bonum
            


            
              	Patronage

              	animals, merchants, Italy, Meycauayan, Philippines, Catholic Action, the environment, stowaways
            

          


          Saint Francis of Assisi (born Giovanni Francesco Bernardone) ( 1181 or 1182  3 October 1226) was a Roman Catholic friar and the founder of the Order of Friars Minor, more commonly known as the Franciscans.


          He is known as the patron saint of animals, birds, the environment, and Italy, and it is customary for Catholic churches to hold ceremonies honoring animals around his feast day of October 4.


          


          Childhood and early adulthood


          Francis was born to Pietro di Bernardone, a rich cloth merchant, and his wife Pica Bourlemont, about whom little is known except that she was originally from France. He was one of seven children. Pietro was in France on business when Francis was born, and Pica had him baptized as Giovanni di Bernardone in honour of Saint John the Baptist, in the hope he would grow to be a great religious leader. When his father returned to Assisi, he was furious about this, as he did not want his son to be a man of the Church and decided to call him Francesco (an adjective meaning French in Italian), in honour of his commercial success and enthusiasm for all things French.


          As a youth, Francesco--or Francis in English--became a troubador and yearned to become a writer of French poetry. Although many biographers remark about his bright clothing, rich friends, street brawls, and love of pleasure; his displays of disillusionment toward the world that surrounded him became fairly early, as is shown in the "story of the beggar". In this account, he was selling cloth and velvet in the marketplace on behalf of his father when a beggar came to him and asked for alms. At the conclusion of his business deal, Francis abandoned his wares and ran after the beggar. When he found him, Francis gave the man everything he had in his pockets. His friends quickly chided and mocked him for his act of charity. When he got home, his father scolded him in rage. It is probable that his conversion to more serious thoughts was a gradual process relating to this experience. After his return to Assisi in 1203, Francis recommenced his carefree life. In 1204, however, a serious illness started a spiritual crisis. In 1205 Francis left for Puglia to enlist in the army of the Count of Brienne. In Spoleto, a strange vision made him return to Assisi, deepening his spiritual crisis.
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          It is said that thereafter he began to avoid the sports and the feasts of his former companions; in response, they asked him laughingly whether he was thinking of marrying, to which he answered "yes, a fairer bride than any of you have ever seen", meaning his "lady poverty". He spent much time in lonely places, asking God for enlightenment. By degrees he took to nursing lepers, the most repulsive victims in the lazar houses near Assisi. After a pilgrimage to Rome, where he begged at the church doors for the poor, he claimed to have had a mystical experience in the Church of San Damiano just outside of Assisi, in which the Icon of Christ Crucified came alive and said to him three times, "Francis, Francis, go and repair My house which, as you can see, is falling into ruins". He thought this to mean the ruined church in which he was presently praying, and so sold his horse and some cloth from his father's store, to assist the priest there for this purpose.


          His father Pietro, highly indignant, attempted to change his mind, first with threats and then with corporal chastisement. After a final interview in the presence of the bishop, Francis renounced his father and his patrimony, laying aside even the garments he had received from him. For the next couple of months he lived as a beggar in the region of Assisi. Returning to the town for two years this time, he restored several ruined churches, among them the Porziuncola, little chapel of St Mary of the Angels, just outside the town, which later became his favorite abode.


          


          Founding of the Order of Friars Minor
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          At the end of this period (according to Jordanus, on 24 February 1209), Francis heard a sermon that changed his life. The sermon was about Matthew 10:9, in which Christ tells his followers that they should go forth and proclaim that the Kingdom of Heaven was upon them, that they should take no money with them, nor even a walking stick or shoes for the road. Francis was inspired to devote himself to a life of poverty.


          Clad in a rough garment, barefoot, and, after the Evangelical precept, without staff or scrip, he began to preach repentance. He was soon joined by his first follower, a prominent fellow townsman, the jurist Bernardo di Quintavalle, who contributed all that he had to the work. Within a year Francis had eleven followers. Francis chose never to be ordained a priest and the community lived as "lesser brothers," fratres minores in Latin.


          The brothers lived a simple life in the deserted lazar house of Rivo Torto near Assisi; but they spent much of their time wandering through the mountainous districts of Umbria, always cheerful and full of songs, yet making a deep impression on their hearers by their earnest exhortations.


          In 1209 Francis led his first eleven followers to Rome to seek permission from Pope Innocent III to found a new religious order. Upon entry to Rome, the brothers encountered Bishop Guido of Assisi, who had in his company the cardinal bishop of Sabina, Lord John of St Paul. The Cardinal, who was the confessor of Pope Innocent III, was immediately sympathetic to Francis and agreed to represent Francis to the pope. Reluctantly, Pope Innocent agreed to meet with Francis and the brothers the next day. After several days, the pope agreed to informally admit the group, adding that when God increased the group in grace and number, they could return for an official admittance. The group was tonsured and Francis was ordained as a deacon, allowing him to read Gospels in the church.


          


          Later life


          From then on, his new order grew quickly with new vocations. When hearing Francis preaching in the church of San Rufino in Assisi in 1209, Clare of Assisi became deeply touched by his message and she realized her calling. Her brother Rufino also joined the new order.
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          On Palm Sunday, 28 March 1211 Francis received Clare at the Porziuncola and hereby established the Order of Poor Dames, later called Poor Clares. In the same year, Francis left for Jerusalem, but he was shipwrecked by a storm on the Dalmatian coast, forcing him to return to Italy.


          On 8 May 1213 he received the mountain of La Verna (Alverna) as a gift from the count Orlando di Chiusi who described it as eminently suitable for whoever wishes to do penance in a place remote from mankind. The mountain would become one of his favorite retreats for prayer. In the same year, Francis sailed for Morocco, but this time an illness forced him to break off his journey in Spain. Back in Assisi, several noblemen (among them Tommaso da Celano, who would later write the biography of St. Francis) and some well-educated men joined his order.


          In 1215 Francis went again to Rome for the Fourth Lateran Council. During this time, he probably met Dominic de Guzman.


          In 1216 Francis received from the new pope Honorius III the confirmation of the indulgence of the Porziuncola, now better known as the Pardon of Assisi, which the Pope decreed to be a complete remission of their sins for all those who prayed in the Porziuncola.


          In 1217 the growing congregation of friars was divided in provinces and groups were sent to France, Germany, Hungary, Spain and to the East.
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          In 1219 Francis left, together with a few companions, on a pilgrimage of non-violence to Egypt. Crossing the lines between the sultan and the Crusaders in Damietta, he was received by the sultan Melek-el-Kamel. Francis challenged the Muslim scholars to a test of true religion by fire; but they retreated. When Francis proposed to enter the fire first, under the condition that if he left the fire unharmed, the sultan would have to recognize Christ as the true God, the sultan was so impressed that he allowed Francis to preach to his subjects. Though Francis did not succeed in converting the sultan, the last words of the sultan to Francis of Assisi were, according to Jacques de Vitry, bishop of Acre, in his book "Historia occidentalis, De Ordine et praedicatione Fratrum Minorum (1221)": Pray for me that God may deign to reveal to me that law and faith which is most pleasing to him..
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          At Acre, the capital of what remained of the Kingdom of Jerusalem, he rejoined the brothers Elia and Pietro Cattini. Francis then most probably visited the holy places in Palestine in 1220.


          Although nativity drawings and paintings existed earlier, St Francis of Assisi celebrated Christmas by setting up the first known three-dimensional presepio or crche ( Nativity scene) in the town of Greccio near Assisi, around 1220. He used real animals to create a living scene so that the worshipers could contemplate the birth of the child Jesus in a direct way, making use of the senses, especially sight. Thomas of Celano, a biographer of Francis and Saint Bonaventure both tell how he only used a straw-filled manger (feeding trough) set between a real ox and donkey. According to Thomas, it was beautiful in its simplicity with the manger acting as the altar for the Christmas Mass.


          When receiving a report of the martyrdom of five brothers in Morocco, Francis returned to Italy via Venice. Cardinal Ugolino di Conti was then nominated by the Pope as the protector of the order. When problems arose in the order, a detailed rule became necessary. On 29 September 1220 Francis handed over the governance of the order to brother Pietro Cattini at the Porziuncola. However, Brother Cattini died on 10 March 1221. He was buried in the Porziuncola. When numerous miracles were attributed to the late Pietro Cattini, people started to flock to the Porziuncola, disturbing the daily life of the Franciscans. Francis then prayed, asking Pietro to stop the miracles and obey in death as he had obeyed during his life. The report of miracles ceased. Brother Pietro was succeeded by brother Elia as vicar of Francis.


          During 1221 and 1222 Francis crossed Italy, first as far south as Catania in Sicily and afterwards as far north as Bologna.


          On 29 November 1223 the final rule of the order (in twelve chapters) was approved by Pope Honorius III.
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          While he was praying on the mountain of Verna, during a forty day fast in preparation for Michaelmas, Francis is said to have had a vision on or about 14 September 1224, the Feast of the Exaltation of the Cross, as a result of which he received the stigmata. Brother Leo, who had been with Francis at the time, left a clear and simple account of the event, the first definite account of the phenomenon of stigmata. "Suddenly he saw a vision of a seraph, a six-winged angel on a cross. This angel gave him the gift of the five wounds of Christ."


          Suffering from these Stigmata and from an eye disease, he received care in several cities ( Siena, Cortona, Nocera) to no avail. In the end he was brought back to the Porziuncola. He was brought to the transito, the hut for infirm friars, next to the Porziuncola. Here, in the place where it all began, feeling the end approaching, he spent the last days of his life dictating his spiritual testament. He died on the evening of 3 October 1226 singing Psalm 141. His feast day is observed 4 October.


          On 16 July 1228 he was pronounced a saint by the next pope Gregory IX, the former cardinal Ugolino di Conti, friend and protector of St. Francis. The next day, the pope laid the foundation stone for the Basilica of Saint Francis in Assisi.


          He was buried on 25 May 1230 under the Lower Basilica. His burial place remained inaccessible until it was rediscovered in 1818. Pasquale Belli then constructed for his remains a crypt in neo-classical style under the Lower Basilica. It was refashioned between 1927 and 1930 into its present form by Ugo Tarchi, stripping the wall of its marble decorations. In 1978 the remains of St. Francis were identified by a commission of scholars, appointed by pope Paul VI and put in a glass urn in the ancient stone tomb.


          St. Francis is considered the first Italian poet by literary critics. He believed commoners should be able to pray to God in their own language, and he wrote always in dialect of Umbria instead of Latin. His writings are considered to have great literary value, as well as religious.


          


          Saint Francis, nature, and the environment
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          Many of the stories that surround the life of St Francis deal with his love for animals. Perhaps the most famous incident that illustrates the Saints humility towards nature is recounted in the 'Fioretti' (The "Little Flowers"), a collection of legends and folk-lore that sprang up after the Saints death. It is said that one day while Francis was traveling with some companions they happened upon a place in the road where birds filled the trees on either side. Francis told his companions to "wait for me while I go to preach to my sisters the birds". The birds surrounded him, drawn by the power of his voice, and not one of them flew away. Francis spoke to them:


          
            My sister birds, you owe much to God, and you must always and in everyplace give praise to Him; for He has given you freedom to wing through the sky and He has clothed youyou neither sow nor reap, and God feeds you and gives you rivers and fountains for your thirst, and mountains and valleys for shelter, and tall trees for your nests. And although you neither know how to spin or weave, God dresses you and your children, for the Creator loves you greatly and He blesses you abundantly. Therefore always seek to praise God.

          


          Another legend from the Fioretti tells that in the city of Gubbio, where Francis lived for some time, was a wolf terrifying and ferocious, who devoured men as well as animals. Francis had compassion upon the townsfolk, and went up into the hills to find the wolf. Soon, fear of the animal had caused all his companions to flee, though the saint pressed on. When he found the wolf, he made the sign of the cross and commanded the wolf to come to him and hurt no one. Miraculously the wolf closed his jaws and lay down at the feet of St. Francis. Brother Wolf, you do much harm in these parts and you have done great evil said Francis. All these people accuse you and curse youBut brother wolf, I would like to make peace between you and the people. Then Francis led the wolf into the town, and surrounded by startled citizens made a pact between them and the wolf. Because the wolf had done evil out of hunger, the townsfolk were to feed the wolf regularly, and in return, the wolf would no longer prey upon them or their flocks. In this manner Gubbio was freed from the menace of the predator. Francis, ever the lover of animals, even made a pact on behalf of the town dogs, that they would not bother the wolf again.


          These legends exemplify the Franciscan mode of charity and poverty as well as the saint's love of the natural world. Part of his appreciation of the environment is expressed in his Canticle of the Sun, a poem written in Umbrian Italian in perhaps 1224 which expresses a love and appreciation of Brother Sun, Sister Moon, Mother Earth, Brother Fire, etc. and all of God's creations personified in their fundamental forms. In "Canticle of the Creatures," he wrote: "All praise to you, Oh Lord, for all these brother and sister creatures."


          Francis's attitude towards the natural world, while poetically expressed, was conventionally Christian. He believed that the world was created good and beautiful by God but suffers a need for redemption because of the primordial sin of man. He preached to man and beast the universal ability and duty of all creatures to praise God (a common theme in the Psalms) and the duty of men to protect and enjoy nature as both the stewards of God's creation and as creatures ourselves.


          Legend has it that St. Francis on his deathbed thanked his donkey for carrying and helping him throughout his life, and his donkey wept.


          


          Main writings by St. Francis


          
            	Canticum Fratris Solis or Laudes Creaturarum, Canticle of the Sun.


            	Prayer before the Crucifix, 1205 (extant in the original Umbrian dialect as well as in a contemporary Latin translation).


            	Regula non bullata, the Earlier Rule, 1221.


            	Regula bullata, the Later Rule, 1223.


            	Testament, 1226.


            	Admonitions.


            	The Little Flowers of Saint Francis (Translated by Raphael Brown), Doubleday, 1998. ISBN 978-0-385-07544-2

          


          For a complete list, see .
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          Francis (Frank) William Petre ( 27 August 1847 10 December 1918) was a prominent New Zealand-born architect based in Dunedin. Before his time, 19th-century New Zealand architecture was dominated by an almost institutionalized Gothic revival style, used by the British Empire for its far-flung colonies. Petre, one of the first of New Zealand's native-born architects, played an important part in guiding it towards the Palladian and Renaissance styles of southern Europe, which were more suited to New Zealand's climate than Gothic.


          Able to work competently in a wide diversity of architectural styles, he was also notable for his pioneering work in concrete development and construction. He designed numerous public and private buildings, many of which are still standing in and around Dunedin. Today his private houses are among the most distinguished and sought after in New Zealand. However, he is chiefly remembered for the monumental Roman Catholic cathedrals of Wellington, Christchurch, and Dunedin, which survive today as testimony to his talent and architectural expertise.


          


          Early life


          The Petres were an aristocratic family from Ingatestone in Essex, England. Francis Petre's immediate family was one of the first and most prominent colonial families of New Zealand; Petre Bay, Chatham Island was named after them, as - originally - was the town of Wanganui in the North Island. The Wellington suburb of Thorndon was named after the family's Thorndon Hall estate in England. Petre was the son of the Honourable Henry William Petre, who first came to New Zealand in 1840 as director of the New Zealand Company of which his own father, William Henry Francis Petre, 11th Baron Petre, had been chairman. The New Zealand Company had been set up to promote the colonisation of New Zealand, and bought, sometimes dubiously, thousands of hectares of land from the Māori. Consequently, Henry Petre was one of the founders of Wellington. He was also colonial treasurer of New Munster. Henry seems to have been a man of strange appearance, from the description by his contemporary, the New Zealand social commentator Charlotte Godley: "He is immensely tall and thin and looks like a set of fire irons badly hung together".


          Francis Petre was born in 1847 at Petone, today a suburb of Lower Hutt in the North Island, which was one of the earliest British settlements in New Zealand. In 1855, in the then British colonial tradition, Petre was sent to England to be educated. He attended the Mount St Mary's College in the north of England, where he was taught by the Jesuits. After four years, he left to attend the Royal Naval College, then at Portsmouth (the college moved to Greenwich in 1869). Finding himself unsuited to a naval career he pursued his education in France, where he attended the charismatic priest Benoit Haffreingue's college at Boulogne-sur-Mer. Returning to England, he completed his education at Ushaw College, Durham.


          Members of British aristocratic families at this time seldom had to "earn a living", as they would generally be possessed of a private income and enter one of the military services or the church. However, as the third son of the younger son of a peer, it was always clear that Petre would have to provide his own income, and consequently he was apprenticed from 1864 to 1869 to Joseph Samuda of London, a shipbuilder and engineer. Here he received his training in the techniques and skills of concrete manufacturing, which he was to employ with great acclaim in his later architectural career.


          Circa 1869 Petre qualified as an architect and engineer, and after a brief period in private practice in London working for architect and engineer Daniel Cubitt Nicholls he returned to New Zealand in 1872. He was then employed as an engineer by railway contractors Brogden and Sons. During this period, he oversaw the construction of both the Blenheim Picton and Dunedin Balclutha railway lines, as well as the draining of parts of the Taieri Plains and the construction of tunnels on the Central Otago Railway, some of which are today open to the public as part of the Otago Central Rail Trail. When these tasks were completed, he set up his own practice as an engineer and architect in Liverpool Street, Dunedin.


          


          Architect
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          From 1875 Petre seems to have devoted his life to architecture, in particular ecclesiastical architecture. No doubt influenced by the fashion of the time, especially by the acclaimed Christchurch architect Benjamin Mountfort, Petre initially designed in the Gothic revival style, which he praised for


          
            the great richness and delicacy of detail, and the closer application of geometrical rules to architecturemore especially in the window tracery which exhibits greater variety of design, together with an easier and more perfect flow into the various parts of the whole structure .

          


          The English Gothic revival style had become popular for Protestant church architecture in the British colonies, as it had in Britain itself, following the rise of the Oxford Movement - a school of Anglo-Catholic intellectuals who felt that medieval Gothic architecture inspired a greater spirituality than other styles based on non-Christian temples. The Anglican church abroad adopted this theory as not only a nostalgic reminder of home to the Empire builders, but also as holding out more hope of impressing the natives to be converted to Christianity. The Roman Catholic Church, however, of which Petre was a member, wishing to be distinctive, adopted southern continental forms of Gothic and Renaissance architecture. Thus it was the Catholic Church that gave Petre his greatest opportunities of proving his worth as an architect by producing Cathedrals, Basilicas and churches in revived French and Italian styles.


          Petre's early specialty was his work in mass concrete, at the time a novel building material in New Zealand. Widely used by the ancient Romans the formula for making it was lost and a new one only invented in the 18th century. Three of Petre's earliest projects were all constructed in this material: Judge Chapman's house (today known as "Castlemore"), the clifftop villa nicknamed Cargill's Castle in 1876, and St. Dominic's Priory in 1877. However, according to the whims of his patrons, he did also work with more conventional building materials.


          


          St Dominic's Priory, Dunedin
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          Petre described the style of his 187677 creation, St Dominic's Priory, as Anglo-Saxon, referring to the straight-sloped window apertures. The style of the building, however, was very much of Petre's own interpretation and only lightly influenced by Anglo-Saxon architecture.


          The building is notable for its use of poured concrete, a comparatively new building material in 1870s New Zealand, but one well suited to the creation of the large number of windows in the building's facade. The structure is simultaneously grand and austere, reflecting well its use as a convent.


          St Dominic's Priory was the largest un-reinforced concrete building in the southern hemisphere (steel reinforcing being then an unknown construction method), and earned Petre the lasting nickname of "Lord Concrete".


          


          Cathedrals


          F. W. Petre designed three of New Zealand's cathedrals, each distinguished by a different architectural style: St Joseph's Cathedral in Dunedin, the Cathedral of the Sacret Heart in Wellington and the Cathedral of the Blessed Sacrament in Christchurch.


          [bookmark: 1878_St_Joseph.27s_Cathedral.2C_Dunedin]


          1878 St Joseph's Cathedral, Dunedin
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          While Petre designed many churches, schools, public buildings, and private houses, his largest and grandest design, the Roman Catholic cathedral at Dunedin, was never fully completed. The entrance facade and the nave are the original design, and display the cathedral as a prime example of the French Gothic Revival. Today St Joseph's Cathedral, which stands next to St Dominic's Priory, seems reminiscent of many of the great Gothic cathedrals of Europe, with its twin towers and central rose window Chartres and Notre Dame come to mind. Petre's original intention, however, was for a mighty structure, with the twin towers dwarfed by a huge spire some 60 metres (200 ft) in height, which would have resulted in a magnificent cathedral. In the event, the project stalled when a prudent Roman Catholic diocese reluctant to incur unnecessary debt postponed further work with the onset of the 1880s depression.


          Petre's intention, which is clear from the almost 90 pages of drawings held in the diocesan archives, was to design the most impressive cathedral in Australasia. Construction work began in 1878 and the building was consecrated in 1886. Its construction is notable for its foundations: 40 massive concrete piles, each over 1.2 metres (four feet) in width, sunk 10 metres (35 ft) into the ground, give the cathedral a firm foundation on the volcanic bedrock. The nave is 24 metres (80 ft) in length and 16 metres (52 ft) in height. The walls of the cathedral are in black basalt with cornices of white Oamaru stone, a style for which Dunedin and Christchurch architecture is noted (see also Dunedin Railway Station). Petre was later to have two further opportunities for cathedral design, but St. Joseph's was to remain his largest work in the Gothic style.
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          1901 Cathedral of the Sacred Heart, Wellington
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          That Wellington's principal Roman Catholic Cathedral is today a small, but quite perfect, Romano- Grecian temple is entirely the result of chance. The Sacred Heart Basilica, now a cathedral, was originally designed and conceived as a church to mark the site of the fire-gutted St Mary's Cathedral. Petre had strong family connections to the site, as it and an adjacent plot, now the site of St Mary's College, had been given to the Roman Catholic Church by his father and grandfather. The original cathedral, a grand Gothic structure complete with flying buttresses, had been built in 1850 but was destroyed by fire in 1898. Within two days Petre had been asked to design a new church on the site. A decision was taken, however, to build the new Cathedral nearer the more densely populated areas of Wellington, Te Aro and Newtown. Petre later published plans for this Cathedral in 1903, describing his proposed structure as "Roman, bordering on to Florentine Renaissance, treated liberally". Sadly, this cathedral project never came to fruition, but what was quickly constructed was the Church, or Basilica, of "The Sacred Heart" on the razed cathedral site.


          Architectural ideas of the mid 19th century advanced by such architects as Pugin and still adhered to by the recently deceased prominent New Zealand architect Benjamin Mountfort, decreed that only Gothic was suitable for Christian worship. Ignoring these old-fashioned and now expensive rules, Petre designed the new church in the Palladian style, which in this country had only a few years before been considered almost heretical for worship.


          The design was theatrical in the extreme. The imposing principal facade of Oamaru Stone consisted almost solely of one huge portico constructed of six ionic columns, while the facade was crowned by a high pediment more in the style of Vitruvius than Palladio, and behind the great facade stretched the single body of the church, with the remaining facades in a less severe Romanesque style. Considering that his brief was that "a serviceable church in brick should be erected on the site of the old Cathedral", it is amazing that such an almost avant-garde style should have been permitted. The completed structure would not be out of place in 17th century or 18th century Rome or Venice.


          The interior of the church continued the Palladian theme. The large nave was colonnaded, with the columns supporting a clerestory of arch-topped windows, while the chancel was approached through an enormous arch that mirrored the classic Palladian Serlian arch, providing theatre and drama at the high altar. The flat compartmentalised ceiling is a more restrained version of that of the church of Santa Maria dei Miracoli in Venice. Unfortunately, the church's twin bell towers had to be removed following an earthquake in 1942.


          The cost of the new church was taken from funds intended for the construction of the new cathedral, thus delaying that project. After seventy years of delays, the intention to build the new cathedral was finally abandoned. In 1984, following new enlargements and additions, Petre's church of the Sacred Heart was reconsecrated as Wellington's principal Roman Catholic Cathedral. In 1901 when the church was designed, Petre's use of the Palladian as a style for such a high profile building would have been unusual in New Zealand.
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          1904 Cathedral of the Blessed Sacrament, Christchurch
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          Of all Petre's many designs, the most outstanding is usually considered to be the Roman Catholic Cathedral of the Blessed Sacrament in Christchurch, commonly known as the Christchurch Basilica. Commenced in 1901, it replaced a smaller wooden church designed by Benjamin Mountfort that had been in use since 1864. The cathedral was officially opened on 12 February 1905, a mere four years after construction began. Today the building, said by some to be based on the 19th-century Church of Vincent-de-Paul, in Paris, is held to be the finest renaissance style building in Australasia.


          Forsaking Mountfort's 19th century Gothic, Petre designed the new church in a Renaissance, Italian basilica style, albeit with one major exception. Ignoring Renaissance convention, Petre obtained a greater visual impact by siting the Italianate green copper-roofed dome not above the cross section of the church (as in St. Peter's Basilica in Rome), but directly above the sanctuary. In Petre's opinion, this design element, coupled with the Byzantine apse, added extra grandeur and theatre to the high altar set in the tribune. The nave and chancel roofs were supported by colonnades of ionic columns and the entrance facade of the cathedral was flanked by twin towers in the manner of many of Europe's great renaissance churches.
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          While often likened to St. Paul's Cathedral in London, it is conceivable that the greatest influence behind this great structure was Benoit Haffreingue. During Petre's formative years studying under Haffreingue in France, Haffreingue had been the driving force of the reconstruction of the cathedral of Notre Dame in Boulogne-sur-Mer, a French cathedral that has a very similar plan to that of The Blessed Sacrament, including the controversial siting of the dome over the altar rather than the centre of the cathedral.


          The Cathedral, constructed of concrete sheathed in Oamaru limestone, was widely acclaimed, causing the famous author George Bernard Shaw to describe Petre as a "New Zealand Brunelleschi". Fifty men were employed on the site, and in excess of 120,000 cubic ft (3400 m) of stone, 4000 cubic ft (110 m) of concrete, and 90 tons of steel were used in the construction. Problems with finding suitable stone for the construction of such a large structure caused financial difficulties during the construction, and a special bill was pushed through parliament by then Premier Richard Seddon in order to aid with the financing of the building. The total cost to the Roman Catholic diocese was 52,000.


          


          Private houses


          The styles in which F. W. Petre designed his private houses were as diverse as those of his cathedrals and churches. It seems that, unlike many notable architects, he designed according to the wishes of his clients: those who wanted a castle received a castle, and those who wished for a small mansion disguised as an English Tudor cottage were equally fortunate.
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          A large private residence designed by Petre can be found in Lovelock Avenue, Dunedin. It was originally built for Judge Chapman in 1875 and christened "Woodside", though it has been known throughout much of its history as "Castlamore". This imposing structure sits on the slopes of Dunedin's Botanical Gardens close to the University of Otago, and is a triumph of restraint. The castle atmosphere is there, almost a Scottish baronial castle, but the battlements are merely hinted at by stepped gables. Large bay windows, allowing light to flood in, again merely hint at the Gothic; one has to study them closely to perceive that they consist of a series of lancet type windows. The large octagonal chimneys reflect the design rather than being ostentatious.


          This design could have been a grim bombastic faux castle, yet appears as a comfortable dwelling complete with loggia and conservatory. A lesser architect might not have been able to resist the addition of a small turret or pinnacle. Petre's ingenuity lay in knowing how to mix large windows and more comfortable features with the medieval, and then ascertaining the exact moment to halt the Gothic theme before it became a pastiche of the original. In this way Petre was referring in a modest way to the original Gothic revival period as conceived by such architects as James Wyatt, rather than the later Gothic, after it had fallen under the ecclesiastical Anglo-Catholic influences of such architects as Augustus Pugin in England, and Benjamin Mountfort in New Zealand.
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          One of Petre's abilities was that he could vary his styles of architecture. In 1883 he built a mansion in Christchurch known as "Llanmaes" for a local merchant. The style selected came to be known in New Zealand as the "English Cottage" style. This was a complete reversal of his previous work: rather than impressive grandeur, this style was intended to evoke rustic charm. However, the large size of these "cottages" made them more akin to Marie Antoinette's Petit hameau at Versailles than a humble English cottage. Similar in nature to the work of George Devey at a similar time in England, the style was a form of idealised Tudor with half-timbered black beams set into white painted walls, beneath beamed gables and tiled roofs. This form of design eventually became very popular in New Zealand from circa 1910.


          Two of Petre's "English Cottages" exist close to each other in Cliffs Road, Dunedin, overlooking the sea in the suburb of St Clair. Pinner House (pictured) is a perfect example of this traditional style, adapted for the brighter and warmer southern climate, with large windows and verandahs. It was built in the 1880s for Aufrere Fenwick, one of Dunedin's main stockbrokers. Opposite, a very similar house was constructed by Petre for his own residence.


          


          Personal life


          One of Petre's first large houses, the folly-like Cargill's Castle, was built for Edward Bowes Cargill, a local politician and later a mayor of Dunedin. It is also very likely that Petre was the supervisor of construction on a tunnel that Cargill had constructed to a private secluded beach below the castle (today known as Tunnel Beach). While designing the house, Petre fell in love with Cargill's daughter Margaret. After a difficult courtship (due to Petre's staunch Catholicism and the Cargill family's equally staunch Presbyterianism) the couple were eventually permitted to marry, the marriage taking place in the villa's principal salon shortly after its completion in 1877. The building was gutted by fire in the 1940s, and is today a preserved ruin. Petre and his wife had thirteen children; Petre himself had been the third child of sixteen.


          In 1903, Petre was appointed Consular Agent for Italy in Dunedin following the death of Edward Cargill. He was a founder member of the New Zealand Institute of Architects, was elected a Fellow in 1905, and was president of the Institute in 190708. Unusually for a man at the peak of his profession, Petre was known as congenial and popular. He died at Dunedin, in December 1918, following 42 years of architectural practice, and was buried at the Anderson's Bay Cemetery, Dunedin.


          


          Evaluation


          For an architect Dunedin was an exciting place to be in the late 19th century, due to its great prosperity and subsequent expansion just before and after the turn of the 20th century, these being largely the result of the Central Otago goldrush of the 1860s, the subsequent development of the refrigerated meat export trade and then the gold-dredging boom.


          Petre certainly did not obtain his many important commissions because of a void of alternative architects. The equally versatile architect R. A. Lawson was responsible for several important buildings in the city including the neoclassical ANZ Bank building and the Gothic revival Presbyterian First Church. W. B. Armson designed the Italian Renaissance Bank of New Zealand building in 1879, and George Troup was responsible for the magnificent Dunedin Railway Station. Nor did Petre obtain work, with the possible exception of the Sacred Heart Basilica at Wellington, because of his family connections. On the contrary, his Catholicism, at the height of the British Empire, possibly lost him more ecclesiastical commissions than those for which he was ever engaged. What stood out was his engineer's practicalities at overcoming almost impossible difficulties. St. Joseph's Cathedral was actually built not only on the side of a hill, but also in a gully. His pioneering work with concrete and steel was of enormous value in a country where earthquakes were a constant risk.


          Petre's buildings, in whatever style, all have one common denominator: an attention to the smallest detail. It was said that his drawings of stones, window traceries, arches and ornamentation were so precise that stonemasons could execute his intentions from one single drawing. It is this attention to detail which is outstanding, whether the simple carving on the capital of an Ionic column or the heavy ornate work on the monumental corbel of a Gothic design. While this precision enabled him to work as successfully in the wide range of styles as he did, it in no way inhibited his sense of developing design. In his own words, an architectural style could be "treated liberally, and this is the key to the individuality of his designs. Dunedin's Royal Exchange building is a Palladian town Palace, yet has an almost Rastrellian restrained baroque design. Cargill's Castle would not have looked out of place in the Cimini Hills; it also has an almost hacienda spirit. His work in the Gothic style was lighter and more delicate than that of Alfred Waterhouse, and equal in detail to Augustus Pugin's. It has been said of his work that he never fully developed his vision or overcame the limitations of his training, but his experience as an engineer equipped him to find sound innovative solutions to constructional problems. His placing the dome at the Blessed Sacrament over the altar has also been criticised, as many feel it does not cohere to the design. However, others feel it was a stroke of genius, enhancing the interior.


          Francis Petre's work cannot be judged against that of the great classical architects of the northern hemisphere, who so clearly influenced him. He did not create a style or have a revival period named after him. His achievement was adapting and developing so many established styles well; whether through the new techniques of steel or concrete, or through more traditional building methods. He was given amazing opportunities to prove himself worthy as an accomplished and inspired architect; the many monumental buildings with which he provided New Zealand speak for themselves as to his talent.


          


          Works by Petre


          
            	Woodside mansion (Castlamore), Dunedin, for Judge Chapman, 1875. Style: Gothic revival.


            	Cargill's Castle, Dunedin, for E. B. Cargill, 1876. Style: mixed Italianate/Castelated/Gothic.


            	St. Dominic's Priory, Dunedin, 1877. Style: Gothic revival. - all three of these in poured concrete.


            	St. Joseph's Cathedral, Dunedin, 18781886. Style: Gothic Revival.


            	Guardian Royal Exchange Assurance Building, Dunedin, 18811882. Style: Palladian.


            	Llanmaes mansion, Christchurch, 1883. Style: English cottage.


            	Phoenix House, Dunedin (now Airport House), c.1885.


            	Pinner House, Dunedin, c.1885. Style: English cottage.


            	Sacred Heart Church, Dunedin, 1891.


            	St. Patrick's Church, Lawrence, 1892.


            	St. Mary's Roman Catholic Church, Milton, 1892.


            	St. Patrick's Basilica, Oamaru, 18931903. Style: mixed Palladian & Renaissance.


            	Sacred Heart Basilica (now Cathedral of the Sacred Heart), Wellington, 1901. Style: Palladian.


            	Cathedral of the Blessed Sacrament, Christchurch, 190405. Style: Italian Renaissance.


            	St. Mary's Roman Catholic Basilica, Invercargill, 1905.


            	St.Patrick's Church, Waimate, 1908. Style: Romanesque with Italianate cupola and campanile.


            	Church of the Sacred Heart, Timaru (Timaru Basilica), 1910. Style: Byzantine.
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              	General
            


            
              	Name, Symbol, Number

              	francium, Fr, 87
            


            
              	Chemical series

              	alkali metals
            


            
              	Group, Period, Block

              	1, 7, s
            


            
              	Appearance

              	metallic
            


            
              	Standard atomic weight

              	(223) gmol1
            


            
              	Electron configuration

              	[Rn] 7s1
            


            
              	Electrons per shell

              	2, 8, 18, 32, 18, 8, 1
            


            
              	Physical properties
            


            
              	Phase

              	? solid
            


            
              	Density (near r.t.)

              	1.87 gcm3
            


            
              	Melting point

              	? 300 K

              (27 C, 80 F)
            


            
              	Boiling point

              	? 950 K

              (? 677 C,? 1250 F)
            


            
              	Heat of fusion

              	ca. 2  kJmol1
            


            
              	Heat of vaporization

              	ca. 65  kJmol1
            


            
              	
                
                  
                    Vapor pressure (extrapolated)
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	404

                    	454

                    	519

                    	608

                    	738

                    	946
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	? cubic body centered
            


            
              	Oxidation states

              	1

              (strongly basic oxide)
            


            
              	Electronegativity

              	0.7 (Pauling scale)
            


            
              	Ionization energies

              	1st: 380 kJ/mol
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	?
            


            
              	Electrical resistivity

              	? 3 m
            


            
              	Thermal conductivity

              	(300K) ? 15 Wm1K1
            


            
              	CAS registry number

              	7440-73-5
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of francium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	221Fr

                    	syn

                    	4.8min

                    	

                    	6.457

                    	217At
                  


                  
                    	222Fr

                    	syn

                    	14.2min

                    	

                    	2.033

                    	222Ra
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                    	syn

                    	22.00min

                    	

                    	1.149

                    	223Ra
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          Francium (pronounced /ˈfrnsiəm/), formerly known as eka-caesium and actinium K, is a chemical element that has the symbol Fr and atomic number 87. It has the lowest known electronegativity of all known elements, and is the second rarest naturally occurring element (after astatine). Francium is a highly radioactive metal that decays into astatine, radium, and radon. As an alkali metal, it has one valence electron.


          Francium was discovered by Marguerite Perey in France (from which the element takes its name) in 1939. It was the last element discovered in nature, rather than synthesized. Outside the laboratory, francium is extremely rare, with trace amounts found in uranium and thorium ores, where the isotope francium-223 continually forms and decays. As little as 30g (one ounce) exists at any given time throughout the Earth's crust; the other isotopes are entirely synthetic. The largest amount ever collected of any isotope was a cluster of 10,000 atoms (of francium-210) created as an ultracold gas at Stony Brook in 1997.


          


          Characteristics


          Francium is less stable than any other element lighter than element 106, seaborgium: its most stable isotope, francium-223, has a half-life of less than 22minutes. By contrast, astatine, the second-least stable naturally occurring element, has a maximum half-life of 8.5hours. All isotopes of francium decay into either astatine, radium, or radon.


          Francium is an alkali metal whose chemical properties most resemble those of caesium. A very heavy element with a single valence electron, it has the highest equivalent weight of any element. Similarly, francium has the lowest electronegativity of all the known elements at 0.7 on the Pauling scale; caesium has the second-lowest at 0.79. Liquid francium  if such a substance were to be created  should have a surface tension of 0.05092 N/ m at its melting point. Francium coprecipitates with several caesium salts, such as caesium perchlorate, which results in small amounts of francium perchlorate. This coprecipitation can be used to isolate francium, by adapting the radiocaesium coprecipitation method of Glendenin and Nelson. It will additionally coprecipitate with many other caesium salts, including the iodate, the picrate, the tartrate (also rubidium tartrate), the chloroplatinate, and the silicotungstate. It also coprecipitates with silicotungstic acid, and with perchloric acid, without another alkali metal as a carrier, which provides other methods of separation. Nearly all francium salts are water-soluble.


          


          Applications


          Due to its instability and rarity there are no commercial applications for francium. It has been used for research purposes in the fields of biology and of atomic structure. Its use as a potential diagnostic aid for various cancers has also been explored, but this application has been deemed impractical.


          Francium's ability to be synthesized, trapped, and cooled, along with its relatively simple atomic structure have made it the subject of specialized spectroscopy experiments. These experiments have led to more specific information regarding energy levels and the coupling constants between subatomic particles. Studies on the light emitted by laser-trapped francium-210 ions have provided accurate data on transitions between atomic energy levels which are fairly similar to those predicted by quantum theory.


          


          History


          As early as 1870, chemists thought that there should be an alkali metal beyond caesium, with an atomic number of 87. It was then referred to by the provisional name eka-caesium. Research teams attempted to locate and isolate this missing element, and at least four false claims were made that the element had been found before an authentic discovery was made.


          


          Erroneous and incomplete discoveries


          Russian chemist D. K. Dobroserdov was the first scientist to claim to have found eka-caesium, or francium. In 1925, he observed weak radioactivity in a sample of potassium, another alkali metal, and concluded that eka-caesium was contaminating the sample. He then published a thesis on his predictions of the properties of eka-caesium, in which he named the element russium after his home country. Shortly thereafter, Dobroserdov began to focus on his teaching career at the Polytechnic Institute of Odessa, and he did not pursue the element further.


          The following year, English chemists Gerald J. F. Druce and Frederick H. Loring analyzed X-ray photographs of manganese(II) sulfate. They observed spectral lines which they presumed to be of eka-caesium. They announced their discovery of element 87 and proposed the name alkalinium, as it would be the heaviest alkali metal.


          In 1930, Fred Allison of the Alabama Polytechnic Institute claimed to have discovered element 87 when analyzing pollucite and lepidolite using his magneto-optical machine. Allison requested that it be named virginium after his home state of Virginia, along with the symbols Vi and Vm. In 1934, however, H.G. MacPherson of UC Berkeley disproved the effectiveness of Allison's device and the validity of this false discovery.


          In 1936, Romanian chemist Horia Hulubei and his French colleague Yvette Cauchois also analyzed pollucite, this time using their high-resolution X-ray apparatus. They observed several weak emission lines, which they presumed to be those of element 87. Hulubei and Cauchois reported their discovery and proposed the name moldavium, along with the symbol Ml, after Moldavia, the Romanian province where they conducted their work. In 1937, Hulubei's work was criticized by American physicist F. H. Hirsh Jr., who rejected Hulubei's research methods. Hirsh was certain that eka-caesium would not be found in nature, and that Hulubei had instead observed mercury or bismuth X-ray lines. Hulubei, however, insisted that his X-ray apparatus and methods were too accurate to make such a mistake. Because of this, Jean Baptiste Perrin, Nobel Prize winner and Hulubei's mentor, endorsed moldavium as the true eka-caesium over Marguerite Perey's recently discovered francium. Perey, however, continuously criticized Hulubei's work until she was credited as the sole discoverer of element 87.


          


          Perey's analysis


          Eka-caesium was discovered in 1939 by Marguerite Perey of the Curie Institute in Paris, France when she purified a sample of actinium-227 which had been reported to have a decay energy of 220keV. However, Perey noticed decay particles with an energy level below 80keV. Perey thought this decay activity might have been caused by a previously unidentified decay product, one which was separated during purification, but emerged again out of the pure actinium-227. Various tests eliminated the possibility of the unknown element being thorium, radium, lead, bismuth, or thallium. The new product exhibited chemical properties of an alkali metal (such as coprecipitating with caesium salts), which led Perey to believe that it was element 87, caused by the alpha decay of actinium-227. Perey then attempted to determine the proportion of beta decay to alpha decay in actinium-227. Her first test put the alpha branching at 0.6%, a figure which she later revised to 1%.


          Perey named the new isotope actinium-K (now referred to as francium-223) and in 1946, she proposed the name catium for her newly discovered element, as she believed it to be the most electropositive cation of the elements. Irne Joliot-Curie, one of Perey's supervisors, opposed the name due to its connotation of cat rather than cation. Perey then suggested francium, after France. This name was officially adopted by the International Union of Pure and Applied Chemistry in 1949, becoming the second element after gallium to be named after France. It was assigned the symbol Fa, but this abbreviation was revised to the current Fr shortly thereafter. Francium was the last naturally occurring element to be discovered, following rhenium in 1925. Further research into francium's structure was carried out by, among others, Sylvain Lieberman and his team at CERN in the 1970s and 1980s.


          


          Occurrence


          


          Natural


          Francium-223 is the result of the alpha decay of actinium-227 and can be found in trace amounts in uranium and thorium minerals. In a given sample of uranium, there is estimated to be only one francium atom for every 11018 uranium atoms. It is also calculated that there is at most 30 g of francium in the earth's crust at any time. This makes it the second rarest element in the crust after astatine.


          


          Synthesized


          


          Francium can be synthesized in the nuclear reaction 197Au + 18O  210Fr + 5n. This process, developed by Stony Brook Physics, yields francium isotopes with masses of 209, 210, and 211, which are then isolated by the magneto-optic trap (MOT). Other synthesis methods include bombarding radium with neutrons, and bombarding thorium with protons, deuterons, or helium ions. Francium has not yet, as of 2006, been synthesized in amounts large enough to weigh.


          


          Isotopes


          There are 34 known isotopes of francium ranging in atomic mass from 199 to 232. Francium has seven metastable nuclear isomers. Francium-223 and francium-221 are the only isotopes that occur in nature, though the former is far more common.


          Francium-223 is the most stable isotope with a half-life of 21.8minutes, and it is highly unlikely that an isotope of francium with a longer half-life will ever be discovered or synthesized. Francium-223 is the fifth product of the actinium decay series as the daughter isotope of actinium-227. Francium-223 then decays into radium-223 by beta decay (1149keV decay energy), with a minor (0.006%) alpha decay path to astatine-219 (5.4MeV decay energy).


          Francium-221 has a half-life of 4.8minutes. It is the ninth product of the neptunium decay series as a daughter isotope of actinium-225. Francium-221 then decays into astatine-217 by alpha decay (6.457MeV decay energy).


          The least stable ground state isotope is francium-215, with a half-life of 0.12s. (9.54MeV alpha decay to astatine-211): Its metastable isomer, francium-215m, is less stable still, with a half-life of only 3.5ns.
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          Frankenstein; or, The Modern Prometheus is a novel written by the British author Mary Shelley. Shelley wrote the novel when she was 19 years old. The first edition was published anonymously in London in 1818. Shelley's name appears on the revised third edition, published in 1831. The title of the novel refers to a scientist, Victor Frankenstein, who learns how to create life and creates a being in the likeness of man, but larger than average and more powerful. In modern popular culture, people have tended to refer to the Creature as "Frankenstein" (especially in films since 1931), despite this being the name of the scientist. Frankenstein is a novel infused with some elements of the Gothic novel and the Romantic movement. It was also a warning against the "over-reaching" of modern man and the Industrial Revolution, alluded to in the novel's subtitle, The Modern Prometheus. The story has had an influence across literature and popular culture and spawned a complete genre of horror stories and films. It is arguably considered the first fully realized science fiction novel. The novel raises many issues that can be linked to today's society.


          


          Plot


          In a series of letters, Robert Walton, the captain of a ship bound for the North Pole, recounts to his sister back in England the progress of his dangerous mission. Successful early on, the mission is soon interrupted by seas full of impassable ice. Trapped, Walton encounters Victor Frankenstein, who has been traveling by dog-drawn sledge across the ice and is weakened by the cold. Walton takes him aboard ship, helps nurse him back to health, and hears the fantastic tale of the monster that Frankenstein created.


          Victor firstly describes his early life in Geneva. At the end of a blissful childhood spent in the company of Elizabeth Lavenza (his cousin in the 1818 edition, his adopted sister in the 1831 edition) and friend Henry Clerval, Victor enters the university of Ingolstadt to study natural philosophy and chemistry. There, he is consumed by the desire to discover the secret of life and, after several years of research, becomes convinced that he has found it.


          Armed with the knowledge he has long been seeking, Victor spends months feverishly fashioning a creature out of old body parts. One climactic night, in the secrecy of his apartment, he brings his creation to life. When he looks at the monstrosity that he has created, however, the sight horrifies him. After a fitful night of sleep, interrupted by the specter of the monster looming over him, he runs into the streets, eventually wandering in remorse. Victor runs into Henry, who has come to study at the university, and he takes his friend back to his apartment. Though the monster is gone, Victor falls into a feverish illness.


          Sickened by his horrific deed, Victor prepares to return to Geneva, to his family, and to health. Just before departing Ingolstadt, however, he receives a letter from his father informing him that his youngest brother, William, has been murdered. Grief-stricken, Victor hurries home. While passing through the woods where William was strangled, he catches sight of the monster and becomes convinced that the monster is his brothers murderer. Arriving in Geneva, Victor finds that Justine Moritz, a kind, gentle girl who had been adopted by the Frankenstein household, has been accused. She is tried, condemned, and executed, despite her assertions of innocence. Her name, Justine, is a direct effect of irony as her name means justice and her condemnation was not done in justice. Victor grows despondent, guilty with the knowledge that the monster he has created bears responsibility for the death of two innocent loved ones.


          Hoping to ease his grief, Victor takes a vacation to the mountains. While he is alone one day, crossing an enormous glacier, the monster approaches him. The monster admits the murder of William but begs for understanding. Lonely, shunned, and forlorn, he says that he struck out at William in a desperate attempt to injure Victor, his cruel creator. The monster begs Victor to create a mate for him, a monster equally grotesque to serve as his sole companion.


          Victor refuses at first, horrified by the prospect of creating a second monster. The monster is eloquent and persuasive, however, and he eventually convinces Victor. After returning to Geneva, Victor heads for England, accompanied by Henry, to gather information for the creation of a female monster. Leaving Henry in Scotland, he secludes himself on a desolate island in the Orkneys and works reluctantly at repeating his first success. One night, struck by doubts about the morality of his actions, Victor glances out the window to see the monster glaring in at him with a frightening grin. Horrified by the possible consequences of his work, Victor destroys his new creation. The monster, enraged, vows revenge, swearing that he will be with Victor on Victors wedding night.


          Later that night, Victor takes a boat out onto a lake and dumps the remains of the second creature in the water. The wind picks up and prevents him from returning to the island. In the morning, he finds himself ashore near an unknown town. Upon landing, he is arrested and informed that he will be tried for a murder discovered the previous night. Victor denies any knowledge of the murder, but when shown the body, he is shocked to behold his friend Henry Clerval, with the mark of the monsters fingers on his neck. Victor falls ill, raving and feverish, and is kept in prison until his recovery, after which he is acquitted of the crime. Shortly after returning to Geneva with his father, Victor marries Elizabeth. He fears the monsters warning and suspects that he will be murdered on his wedding night. To be cautious, he sends Elizabeth away to wait for him. While he awaits the monster, he hears Elizabeth scream and realizes that the monster had been hinting at killing his new bride, not himself. Victor returns home to his father, who dies of grief a short time later. Victor vows to devote the rest of his life to finding the monster and exacting his revenge, and he soon departs to begin his quest.


          Victor tracks the monster ever northward into the ice. In a dogsled chase, Victor almost catches up with the monster, but the sea beneath them swells and the ice breaks, leaving an unbridgeable gap between them. At this point, Walton encounters Victor, and the narrative catches up to the time of Waltons fourth letter to his sister.


          Walton tells the remainder of the story in another series of letters to his sister. Victor, already ill when the two men meet, worsens and dies shortly thereafter. When Walton returns, several days later, to the room in which the body lies, he is startled to see the monster weeping over Victor. The monster tells Walton of his immense solitude, suffering, hatred, and remorse. He asserts that now that his creator has died, he too can end his suffering. The monster then departs for the northernmost ice to immolate himself.


          


          Shelley's inspiration


          
            
              	

              	How I, then a young girl, came to think of, and to dilate upon, so very hideous an idea?

              	
            

          


          The first draft of Frankenstein, along with Percy Shelley's emendations; page begins "It was on a dreary night of November that I beheld my man completed..."


          During the rainy summer of 1816, the " Year Without a Summer," the world was locked in a long cold volcanic winter caused by the eruption of Mount Tambora in 1815. Mary Wollstonecraft Godwin, age 19, and her lover (and later husband) Percy Bysshe Shelley, visited Lord Byron at the Villa Diodati by Lake Geneva in Switzerland. The weather was consistently too cold and dreary that summer to enjoy the outdoor holiday activities they had planned, so the group retired indoors until almost dawn talking about science and the supernatural. After reading Fantasmagoriana, an anthology of German ghost stories, they challenged one another to each compose a story of their own, the contest being won by whoever wrote the scariest tale. Mary conceived an idea after she fell into a waking dream or nightmare during which she saw "the pale student of unhallowed arts kneeling beside the thing he had put together." Byron managed to write just a fragment based on the vampire legends he heard while travelling the Balkans, and from this Polidori created The Vampyre (1819), the progenitor of the romantic vampire literary genre. Two legendary horror tales originated from this one circumstance.


          


          Publication


          Mary Shelley completed her writing in May 1817, and Frankenstein, or The Modern Prometheus was first published on 1 January 1818 by the small London publishing house of Harding, Mavor & Jones. It was issued anonymously, with a preface written for Mary by Percy Bysshe Shelley and with a dedication to philosopher William Godwin, her father. It was published in an edition of just 500 copies in three volumes, the standard "triple-decker" format for 19th century first editions. The novel had been previously rejected by Percy Bysshe Shelley's publisher, Charles Ollier and by Byron's publisher John Murray.


          Critical reception of the book was mostly unfavourable, compounded by confused speculation as to the identity of the author. Sir Walter Scott wrote that "upon the whole, the work impresses us with a high idea of the author's original genius and happy power of expression", but most reviewers thought it "a tissue of horrible and disgusting absurdity" (Quarterly Review).


          Despite the reviews, Frankenstein achieved an almost immediate popular success. It became widely known especially through melodramatic theatrical adaptations  Mary Shelley saw a production of Presumption; or The Fate of Frankenstein, a play by Richard Brinsley Peake, in 1823. A French translation appeared as early as 1821 (Frankenstein: ou le Promthe Moderne, translated by Jules Saladin).


          The second edition of Frankenstein was published on 11 August 1823 in two volumes (by G. and W. B. Whittaker), and this time credited Mary Shelley as the author.


          On 31 October 1831, the first "popular" edition in one volume appeared, published by Henry Colburn & Richard Bentley. This edition was quite heavily revised by Mary Shelley, and included a new, longer preface by her, presenting a somewhat embellished version of the genesis of the story. This edition tends to be the one most widely read now, although editions containing the original 1818 text are still being published. In fact, many scholars prefer the 1818 edition. They argue that it preserves the spirit of Shelley's original publication (see Anne K. Mellor's "Choosing a Text of Frankenstein to Teach" in the W. W. Norton Critical edition).


          


          Name origins


          


          Frankenstein's creature


          Part of Frankenstein's rejection of his creation is the fact that he does not give it a name, which gives it a lack of identity. Instead it is referred to by words such as "monster", "creature", "demon", "dmon", "fiend","demonic corpse", "the being" and "wretch". When Frankenstein converses with the monster in Chapter 10, he addresses it as "Devil", "Vile insect", "Abhorred monster", "fiend", "wretched devil", and "abhorred devil".


          During a telling Shelley did of Frankenstein, she referred to the creature as " Adam". It is likely that Shelley was referring to the first man in the Garden of Eden, as in her epigraph:


          
            	Did I request thee, Maker from my clay


            	To mould Me man? Did I solicit thee


            	
              From darkness to promote me?

              
                	John Milton, Paradise Lost (X.743-5)

              

            

          


          The monster has often been mistakenly called "Frankenstein". In 1908 one author said "It is strange to note how well-nigh universally the term "Frankenstein" is misused, even by intelligent persons, as describing some hideous monster...". Edith Wharton's The Reef (1916) describes an unruly child as an "infant Frankenstein." David Lindsay's "The Bridal Ornament," published in The Rover, 12 June 1844, mentioned "the maker of poor Frankenstein". After the release of James Whale's popular 1931 film Frankenstein, the public at large began speaking of the monster itself as "Frankenstein". A reference to this occurs in Bride of Frankenstein (1935) and in several subsequent films in the series, as well as in film titles such as Abbott and Costello Meet Frankenstein.


          Some justify referring to the Creature as "Frankenstein" by pointing out that the Creature is, so to speak, Victor Frankenstein's offspring. Also, one might say that the monster is the invention of Doctor Frankenstein, and inventions are often named after the person who invented them, and if one is to consider the creature his son (for he did give it life) 'Frankenstein' is his familial name, and thus would also rightly belong to the creation.


          


          Frankenstein


          Mary Shelley maintained that she derived the name "Frankenstein" from a dream-vision. Despite her public claims of originality, the significance of the name has been a source of speculation. Literally, in German, the name Frankenstein means "stone of the Franks". The name is associated with various places such as Castle Frankenstein (Burg Frankenstein), which Mary Shelley had seen whilst on a boat before writing the novel. Frankenstein is also a town in the region of Palatinate; and before 1946, Ząbkowice Śląskie, a city in Silesia, Poland, was known as Frankenstein in Schlesien. Moreover Frankenstein is a common family name in Germany.


          More recently, Radu Florescu, in his book In Search of Frankenstein, argued that Mary and Percy Shelley visited Castle Frankenstein on their way to Switzerland, near Darmstadt along the Rhine, where a notorious alchemist named Konrad Dippel had experimented with human bodies, but that Mary suppressed mentioning this visit, to maintain her public claim of originality. A recent literary essay by A.J. Day supports Florescu's position that Mary Shelley knew of, and visited Castle Frankenstein before writing her debut novel. Day includes details of an alleged description of the Frankenstein castle that exists in Mary Shelley's 'lost' journals. However, this theory is not without critics; Frankenstein expert Leonard Wolf calls it an "unconvincing...conspiracy theory".


          


          Victor


          A possible interpretation of the name Victor derives from Paradise Lost by John Milton, a great influence on Shelley (a quotation from Paradise Lost is on the opening page of Frankenstein and Shelley even allows the monster himself to read it). Milton frequently refers to God as "the Victor" in Paradise Lost, and Shelley sees Victor as playing God by creating life. In addition to this, Shelley's portrayal of the monster owes much to the character of Satan in Paradise Lost; indeed, the monster says, after reading the epic poem, that he empathizes with Satan's role in the story.


          Victor was also a pen name of Percy Shelley's, as in the collection of poetry he wrote with his sister Elizabeth, Original Poetry by Victor and Cazire. There is speculation that one of Mary Shelley's models for Victor Frankenstein was Percy, who at Eton had "experimented with electricity and magnetism as well as with gunpowder and numerous chemical reactions," and whose rooms at Oxford were filled with scientific equipment.


          [bookmark: .22Modern_Prometheus.22]


          "Modern Prometheus"


          The Modern Prometheus is the novel's subtitle (though some modern publishings of the work now drop the subtitle, mentioning it only in an introduction). Prometheus, in some versions of Greek mythology, was the Titan who created mankind. It was also Prometheus who took fire from heaven and gave it to man. Zeus eternally punished Prometheus by fixing him to a rock where each day a predatory bird came to devour his liver, only for the liver to regrow the next day; ready for the bird to come again.


          Prometheus was also a myth told in Latin but was a very different story. In this version Prometheus makes man from clay and water, again a very relevant theme to Frankenstein as Victor rebels against the laws of nature and as a result is punished by his creation.


          Prometheus' relation to the novel can be interpreted in a number of ways. The Titan in the Greek mythology of Prometheus parallels Victor Frankenstein. Victor's work by creating man by new means reflects the same innovative work of the Titan in creating humans. Victor, in a way, stole the secret of creation from God just as the Titan stole fire from heaven to give to man. Both the Titan and Victor get punished for their actions. Victor is reprimanded by suffering the loss of those close to him and having the dread of himself getting killed by his creation.


          For Mary Shelley, Prometheus was not a hero but a devil, whom she blamed for bringing fire to man and thereby seducing the human race to the vice of eating meat (fire brought cooking which brought hunting and killing). Support for this claim may be reflected in Chapter 17 of the novel, where the monster speaks to Victor Frankenstein: "My food is not that of man; I do not destroy the lamb and the kid to glut my appetite; acorns and berries afford me sufficient nourishment." For Romance era artists in general, Prometheus' gift to man compared with the two great utopian promises of the 18th century: the Industrial Revolution and the French Revolution, containing both great promise and potentially unknown horrors.


          Byron was particularly attached to the play Prometheus Bound by Aeschylus, and Percy Shelley would soon write his own Prometheus Unbound (1820). The term "Modern Prometheus" was actually coined by Immanuel Kant, referring to Benjamin Franklin and his then recent experiments with electricity.


          


          Analysis


          Frankenstein is in some ways allegorical. The novel was conceived and written during an early phase of the Industrial Revolution, at a time of dramatic advances in science and technology. That the creation rebels against its creator can be seen as a warning that the application of science can lead to unintended consequences.


          Another interpretation was alluded to by Shelley herself, in her account of the radical politics of William Godwin, her father:


          
            
              	

              	The giant now awoke. The mind, never torpid, but never rouzed to its full energies, received the spark which lit it into an unextinguishable flame. Who can now tell the feelings of liberal men on the first outbreak of the French Revolution. In but too short a time afterwards it became tarnished by the vices of Orlans -- dimmed by the want of talent of the Girondists -- deformed and blood-stained by the Jacobins.

              	
            

          


          A common critique views the story as a journey of pregnancy. The novel taps into the widespread fears of stillbirth and maternal deaths due to complications in delivery. Shelley had a stillborn child the previous year, and her mother had died due to complications from her birth. Frankenstein, the monster's parent, in a sense, is fearful of the release of the monster from his control, when it is free to act independently in the world and affect it for better or worse. Also, during much of the novel Victor fears the creature's desire to destroy him by killing everyone and everything most dear to him. However, it must be noted that the creature was not born evil, but only wanted to be loved by its creator, by other humans, and to love a sentient creature like itself. It was mankind who taught it evil: Victor rejected it, and the creature's poor treatment by villagers taught it how to be evil. In this reading, the creature represents the natural fears of bringing a new innocent life into the world and raising it properly so that it does not become a monster.


          The book can be seen as a criticism of scientists who are unconcerned by the potential consequences of their work. Victor was heedless of those dangers, and irresponsible with his invention. Instead of immediately destroying the evil he had created, he was overcome by fear and fell psychologically ill. During Justine's trial for murder, he had the chance to perhaps save the young girl by revealing that a violent man had recently declared a vendetta against him and his loved ones. Instead, Frankenstein indulges in his own self-centered grief. The day before Justine is executed and thus resigns herself to her fate and departure from the "sad and bitter world", his sentiments are as such:


          
            
              	

              	The poor victim, who was on the morrow to pass the awful boundary between life and death, felt not, as I did, such deep and bitter agony... The tortures of the accused did not equal mine; she was sustained by innocence, but the fangs of remorse tore my bosom and would not forego their hold.

              	
            

          


          It is noteworthy, however, that Frankenstein, despite his colossal folly at creating his monster, did realize the foolishness of his actions. In Chapter 24 he warns Walton of the danger inherent in tampering with such evil.


          
            
              	

              	Learn from my miseries and do not seek to increase your own.

              	
            

          


          These are the words he uses to potentially redeem some part of himself, as well as prevent further evil from occurring.


          Representing a minority opinion, Arthur Belefant in his book, Frankenstein, the Man and the Monster (1999, ISBN 0-9629555-8-2) contends that Mary Shelley's intent was for the reader to understand that the Creature never existed, and Victor Frankenstein committed the three murders. In this interpretation, the story is a study of the moral degradation of Victor, and the science fiction aspects of the story are Victor's imagination.


          Alchemy was a very popular topic in Shelley's world. In fact, it was becoming an acceptable idea that humanity could infuse the spark of life into a non-living thing ( Luigi Galvani's experiments, for example). The scientific world just after the Industrial Revolution was delving into the unknown, and limitless possibilities also caused fear and apprehension for many as to the consequences of such horrific possibilities.


          The book also considers the ethics of creating life and contains innumerable biblical allusions in this context. As well it shows Shelly's world view that man is basically good and that society corrupts him, and expresses the view that the creator is at fault, not the creation. The role of the parent as a creator and teacher is also important to Shelley's creature. She led a life that was burdened with high expectations that her father set for her. Without a mother she often felt lost and uncertain of her role as a woman. This is the strife the monster experiences in his development.


          In the 1931 film Frankenstein, Boris Karloff plays the part of the Creature, and the scientist, played by Colin Clive, is renamed Henry Frankenstein. Shelley's character Henry Clerval does not appear in the film at all, which eliminates Victor's foil altogether. However, there is a character called Victor who is after Elizabeth, Frankenstein's fiancee. Changing the doctor's name from Victor also eliminates some original irony, inasmuch as the novel ends after exposing the doctor's utter failure and destruction. Since this film, the horror culture has confused modern audiences into placing the scientist's name to his freakish creation. This event has stimulated much conversation in the literary criticism of Shelley's work. Attributing the name of the scientist to his creation reveals a deeper connection between the two, especially when the scientist realizes the great danger that the creation presents to himself and to the world.


          Another common interpretation of the novel concerns Rousseau's concept of original innocence developed prior to the French Revolution. It can be noted that the monster is gentle and virtuous when still in isolation but becomes violent and appears irrational upon confronting others. This correlates to Rousseau's idea that humans are intrinsically pure and innocent in the state of nature but become corrupted by aristocratic society's commonly feigned personal interactions and masked personalities. Frankenstein's monster represents the psychological and spiritual dangers facing France and invites revolution that would break from traditional norms back to the natural order as a much needed and necessary remedy to current cultural trends.


          Yet another point or moral of the book is the rejection by society. Throughout the book the monster is faced with constant threat of rejection and violence. His experience with human beings shows how physical appearance is important to humans and how the first perception will impact human interactions. On multiple occasions the monster is faced with outright violence, even if his acts were benevolent or even helpful. This is further underlined by the contrast between Victor and the monster, Victor is hailed as a scholar almost everywhere. It is easy for him to befriend another human being, while the monster is rejected out of hand.


          Mary Shelley seems to depict the monster in a sorrowful light. The creature was created out of a selfish act, and then forced to live alone. Victor Frankenstein wanted to be famous within his scientific community, and chose to create an abomination. His thoughts went against nature, but his greed was too powerful. The monster is the tragic figure in Mary Shelly's Frankenstein. He was left alone by his creator, eventually becoming insane, killing his fellow man.


          


          Frankenstein in popular culture


          Shelley's Frankenstein has been called the first novel of the now-popular mad scientist genre. However, popular culture has changed the naive, well-meaning Victor Frankenstein into more and more of a corrupt character. It has also changed the creature into a more sensational, dehumanized being than was originally portrayed. In the original story, the worst thing that Victor does is to neglect the creature out of fear. He does not intend to create a horror. The creature, even, begins as an innocent, loving being. Not until the world inflicts violence on him does he develop his hatred. Scientific knowledge is highlighted at the end by Victor as potentially evil and dangerously alluring.


          Soon after the book was published, however, stage managers began to see the difficulty of bringing the story into a more visual form. In performances beginning in 1823, playwrights began to recognize that to visualize the play, the internal reasonings of the scientist and the creature would have to be cut. The creature became the star of the show, with his more visual and sensational violence. Victor was portrayed as a fool for delving into nature's mysteries. Despite the changes, though, the play was much closer to the original than later films would be. Comic versions also abounded, and a musical burlesque version was produced in London in 1887 called Frankenstein, or The Vampire's Victim.


          


          Silent films continued the struggle to bring the story alive. Early versions such as the Edison Company's Frankenstein, managed to stick somewhat close to the plot. In 1931, however, James Whale created a film that drastically changed the story. Working under Universal Studios, Whale introduced to the plot several elements now familiar to a modern audience: the image of "Dr." Frankenstein, whereas earlier he was merely a naive, young student, an Igor-like character (called Fritz in this film) who makes the mistake of bringing his master a criminal's brain while gathering body parts, and a sensational creation scene focusing on electric power rather than chemical processes. In this film, the scientist is an arrogant, intelligent, grown man, rather than a unknowing youngster. Another scientist volunteers to destroy the creature for him, the film never forcing him to take responsibility for his acts. Whale's sequel Bride of Frankenstein (1935), and later sequels Son of Frankenstein (1939), and Ghost of Frankenstein (1942) all continued the general theme of sensationalism, horror, and exaggeration, with the newly-dubbed Dr. Frankenstein and his parallels growing more and more sinister.


          Later films diverted even more from the story, portraying the doctor as a sexual pervert and using his new persona to ask contemporary questions about science. Andy Warhol's Frankenstein portrayed him as a necrophiliac, and in The Rocky Horror Picture Show Dr. Frank-N-Furter (a parody of Frankenstein) creates a creature as a muscular twink of a sexual plaything. In Frankenstein Created Woman, he transplants a man's soul into a woman's body, joining the transsexual debate. And in Frankenstein Must Be Destroyed he transplants a fellow-scientist's brain into another body in order to keep him alive, introducing moral questions into how far science should go to save a life. Although these films managed to bring the audience's attention back to the scientist, rather than the monster, they continue to show him as more depraved than the original. Overall, the story of Frankenstein that most people know today is more the product of movie studios than of Mary Shelley. Still, these films have provided valuable insights into the nature of film, the evolution of the general populace's view of science, and several interesting interpretations of a classic story.


          Mel Brooks' Young Frankenstein is a spoof of Frankenstein in which Victor Frankenstein's grandson, Frederick Frankenstein returns to Romania to settle his grandfather's affairs and ends up creating a new creature.


          Although the morals of Shelleys story may not have been passed down along with the rest of her tale, Frankenstein has become a very popular story being told in todays society. It is often common to see Frankensteins monster appear in movies, music, readings, and even at your door step on Halloween. Though the tales details have been slightly changed as its passed from generation to generation, the overall concept of her story remains and continues being carried and passed throughout history.
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          Frankfurt am Main (German: [ˈfʁaŋkfʊɐtʰ], English: [ˈfɹŋkfɜːt]) is the largest city in the German state of Hesse and the fifth-largest city in Germany, with a 2007 population of 667,598. The urban area had an estimated population of 2.26 million in 2001. The city is at the centre of the larger Frankfurt Rhine Main Area which has a population of 5.3 million and is Germany's second largest metropolitan area.


          Situated on the River Main, Frankfurt is the financial and transportation centre of Germany and one of the two largest financial centres in continental Europe, the other being Paris. It is the place of residence of the European Central Bank, the German Federal Bank, the Frankfurt Stock Exchange and the Frankfurt Trade Fair, as well as several large commercial banks. Frankfurt International Airport is one of the world's busiest airports, Frankfurt Central Station is one of the largest terminal stations in Europe, and the Frankfurter Kreuz ( Autobahn interchange) is the most heavily used interchange in continental Europe. Frankfurt is the only German city listed as one of ten Alpha world cities.


          Among English speakers the city is commonly known simply as "Frankfurt", though Germans occasionally call it by its full name when it is necessary to distinguish it from the other (significantly smaller) Frankfurt in the German state of Brandenburg, known as Frankfurt (Oder). It is also called Frankfort-on-the-Main in English, a translation of Frankfurt am Main.
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          The three pillars of Frankfurt's economy are finance, transport, and trade fairs. Frankfurt has been Germany's financial centre for centuries, and it is the home of a number of major banks and brokerages. The Frankfurt Stock Exchange is by far Germany's largest, and is one of the world's most important. Frankfurt is also the seat of the European Central Bank which sets monetary policy for the Eurozone economy, and of the German Federal Bank. Over 300 national and international banks are represented including the headquarters of the major German banks.


          Frankfurt has an excellent transportation infrastructure, and the Frankfurt International Airport is a major European aviation hub. Its central location at the heart of Europe and its excellent accessibility by air, rail and road make Frankfurt Airport City especially attractive.


          In addition, many large trade fairs are held in Frankfurt each year, notably the Internationale Automobil-Ausstellung, the world's largest motor show, and the Frankfurter Buchmesse, the world's largest book fair.


          Frankfurt is also home to many cultural and educational institutions including the Johann Wolfgang Goethe University, many museums and a large botanical garden, the Palmengarten. Frankfurt's second major university, Business School of Finance and Management, focuses on finance.


          Frankfurt is one of only four European cities that have a significant number of high-rise skyscrapers. With ten skyscrapers taller than 150m (492ft) in 2004, Frankfurt is second behind Paris with twelve skyscrapers, but ahead of London with eight skyscrapers and Moscow with seven skyscrapers. The city of Frankfurt contains the two tallest skyscrapers in the European Union, the Commerzbank Tower and Messeturm, which rank second and third on the continent after the Triumph-Palace in Moscow.
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          History


          In the area of the Rmer, Roman settlements were established, probably in the 1st century; some artifacts from that era are found even to this day. The city district Bonames has a name probably dating back to Roman timesit is thought to be derived from bona me(n)sa. Nida (Heddernheim) was also a Roman civitas capital.


          The name of Frankfurt on Main is derived from the Franconofurd of the Germanic tribe of the Franks; Furt ( cf. English ford) where the river was shallow enough to be crossed by wading. Alemanni and Franks lived there and by 794 Charlemagne presided over an imperial assembly and church synod, at which Franconofurd (-furt -vurd) was first mentioned.


          Frankfurt was one of the most important cities in the Holy Roman Empire. From 855 the German kings and emperors were elected in Frankfurt and crowned in Aachen. From 1562 the kings/emperors were also crowned in Frankfurt, Maximilian II being the first. This tradition ended in 1792, when Franz II was elected. His coronation was deliberately held on Bastille Day, 14 July, the anniversary of the storming of the Bastille. The elections and coronations took place in St. Bartholomus cathedral, known as the Kaiserdom (en: Emperor's Cathedral), or in its predecessors.


          The Frankfurter Messe (Frankfurt Trade Fair) was first mentioned in 1150. In 1240, Emperor Friedrich II granted an Imperial privilege to its visitors, meaning they would be protected by the Empire. Book trade fairs have been held in Frankfurt since 1478.


          In 1372 Frankfurt became a Reichsstadt (en: Imperial city), i.e. directly subordinate to the Holy Roman Emperor and not to a regional ruler or a local nobleman.
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          Frankfurt managed to remain neutral during the Thirty Years' War, but suffered from the bubonic plague that was brought to the city by refugees. After the end of the war, Frankfurt regained its wealth.


          In the Napoleonic Wars Frankfurt was occupied or bombarded several times by French troops. It nevertheless still remained a free city until the total collapse of the Holy Roman Empire in 1805/6. In 1806 it become part of the principality of Aschaffenburg under the Frstprimas (' Prince-Primate', 25 July 1806  19 October 1813: Karl Theodor Anton Maria Kmmerer von Worms, Reichsfreiherr von Dalberg (b. 1744  d. 1817), 18031806 Prince-archbishop of Regensburg). This also meant that Frankfurt was incorporated into the confederation of the Rhine. In 1810 Dalberg adopted the title of a Grand Duke of Frankfurt. Napoleon intended to make his adopted son Eugne de Beauharnais, already Prince de Venise (" prince of Venice", a newly established primogeniture in Italy), Grand Duke of Frankfurt after Dalberg's death (since the latter as a Catholic bishop had no legitimate heirs). The Grand Duchy remained a short episode lasting from 1810 to 1813, when the military tide turned in favor of the Anglo-Prussian lead allies, which overturned the Napoleonic order of central Europe. Dalberg abdicated in favour of Eugne de Beauharnais, which of course was only a symbolic action, as the latter effectively never did rule after the ruin of the French armies and Frankfurt being taken by the allies.


          After Napoleon's final defeat and abdication, the Congress of Vienna (18121815, redrawing the map of Europe) dissolved the grand-duchy, and Frankfurt entered the newly founded German Confederation (till 1866) as a free city, becoming the seat of its Bundestag, the confederal parliament where the nominally presiding Habsburg Emperor of Austria was represented by an Austrian "presidential envoy".


          
            [image: The Frankfurt Parliament at St. Paul's Church in 1848]

            
              The Frankfurt Parliament at St. Paul's Church in 1848
            

          


          After the ill-fated revolution of 1848, Frankfurt was the seat of the first democratically elected German parliament, the Frankfurt Parliament, which met in the Frankfurter Paulskirche (St. Paul's Church) and was opened on 18 May 1848. The institution failed in 1849 when the Prussian king declared that he would not accept "a crown from the gutter". In the year of its existence, the assembly developed a common constitution for a unified Germany, with the Prussian king as its monarch.


          Frankfurt lost its independence after the Austro-Prussian War as Prussia in 1866 annexed several smaller states, among them the free city of Frankfurt. The Prussian administration incorporated Frankfurt into its province of Hesse-Nassau. The formerly independent towns of Bornheim and Bockenheim were incorporated in 1890.


          In 1914 the citizens of Frankfurt founded the University of Frankfurt, later called Johann Wolfgang Goethe University. This is the only civic foundation of a university in Germany; today it is one of Germany's largest universities.


          After World War I, Frankfurt was occupied by French troops in reprisal for having violated, from the French viewpoint, some details of the peace treaty of Versailles concerning the demilitarisation of the Rhineland. In 1924 Ludwig Landmann became the first Jewish Mayor of the city, and led a significant expansion during the following years. However, during the Nazi era, the synagogues of Frankfurt were destroyed.
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          The city of Frankfurt was severely bombed in World War II (19391945). About 5,500 residents were killed during the raids, and the once famous medieval city centre, by that time the largest in Germany, was destroyed. Post-war reconstruction took place in a sometimes simple modern style, thus irrevocably changing the architectural face of Frankfurt. Only very few landmark buildings have been reconstructed historically, albeit in a simplified manner.


          After the end of the war, Frankfurt became a part of the newly founded state of Hesse, consisting of the old Hesse-(Darmstadt) and the Prussian Hesse provinces. The city was part of the American Zone of Occupation of Germany. The Military Governor for the United States Zone (19451949) and the United States High Commissioner for Germany (HICOG) (19491952) had their headquarters in the IG Farben Building, intentionally left undamaged by the Allies' wartime bombardment. Frankfurt was the original choice for the provisional capital of West Germanythey even went as far as constructing a new parliament building that has never been used for its intended purpose, and is now a TV studio. In the end, Konrad Adenauer (the first post-war Chancellor) preferred the tiny city of Bonn, for the most part because it was close to his hometown, but also for another reason; many other prominent politicians opposed the choice of Frankfurt out of concern that Frankfurt, one of the largest German cities and a former centre of the old German-dominated Holy Roman Empire, would be accepted as a "permanent" capital of Germany, thereby weakening the West German population's support for reunification and the eventual return of the Government to Berlin.
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          During the 1970s, the city created one of Europe's most efficient underground transportation systems. That system includes a light rail system ( S-Bahn) capable of reaching outlying communities as well as the city centre, and a deep underground rail system with smaller coaches ( U-Bahn) also capable of travelling above ground on street rails.


          Since the postwar period Frankfurt has emerged once again as the financial and transportation centre of Germany.


          


          Population


          Frankfurt is a multicultural city. Most immigrants are from Turkey, Croatia, Serbia, Bosnia and Herzegovina, Italy, Spain, North African countries, Iran, Lebanon, and the United States. The Frankfurt Area is also home to the (now 2nd) largest Korean community in Europe, and 180 different nationalities reside in Frankfurt.


          For a long time Frankfurt was a Protestant-dominated city. However, during the 19th century an increasing number of Catholics moved to the city. Today a small majority of its citizens are Catholic. According to the Central Council of Jews in Germany, there are 7,300 Jews affiliated with Judaism in Frankfurt, giving it the second largest Jewish community (behind Berlin) in Germany.


          


          Geography
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          Geographic location


          The city is located on both sides of the River Main in the south-west part of Germany. The southern part of the city contains the Frankfurt City Forest (Frankfurter Stadtwald), Germany's largest forest within a city. The centre of Frankfurt is located on the north side of the river.


          


          Neighbouring communities and areas


          To the west, Frankfurt borders the Main-Taunus-Kreis ( Hattersheim am Main, Kriftel, Hofheim am Taunus, Kelkheim (Taunus), Liederbach am Taunus, Sulzbach (Taunus), Schwalbach am Taunus and Eschborn); to the northwest the Hochtaunuskreis ( Steinbach (Taunus), Oberursel (Taunus), and Bad Homburg); to the north the Wetteraukreis ( Karben and Bad Vilbel); to the northeast the Main-Kinzig-Kreis ( Niederdorfelden and Maintal); to the southeast the city of Offenbach am Main; to the south the Kreis Offenbach ( Neu-Isenburg) and to the southwest the Kreis Gro-Gerau ( Mrfelden-Walldorf, Rsselsheim and Kelsterbach).


          


          City divisions and districts


          The city is divided into 46 Stadtteile or Ortsteile which are again divided into 118 Stadtbezirke. The largest Ortsteil is Sachsenhausen-Sd. Most Stadtteile are incorporated suburbs ( Vororte), or previously separate cities, like Hchst. Some like Nordend arose during the rapid growth of the city in the Grnderzeit following the unification of Germany. Others were formed from settlements which previously belonged to other city divisions, like Dornbusch.


          The 46 city divisions are combined into 16 area districts or Ortsbezirke, which each have a district committee and chairperson.


          


          History of incorporation


          Until the middle of the 19th century, the city territory of Frankfurt consisted of the present-day Stadtteile of Altstadt, Innenstadt, Bahnhofsviertel, Gutleutviertel, Gallus, Westend, Nordend, Ostend, Riederwald and Sachsenhausen. After 1877, a number of previously independent areas were incorporated into the city, see list of current districts of the city.
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          Saint Bartholomeus' Cathedral


          Saint Bartholomeus' Cathedral (Dom Sankt Bartholomus) is a Gothic building which was constructed in the 14th and 15th centuries on the foundation of an earlier church from the Merovingian time. It is the main church of Frankfurt. From 1356 onwards, kings of the Holy Roman Empire were elected in this church, and from 1562 to 1792, emperors were crowned here.


          Since the 18th century, Saint Bartholomeus' has been called "the cathedral" by the people, although it has never been a bishop's seat. In 1867, the cathedral was destroyed by a fire and rebuilt in its present style. The height of the cathedral is 95m.


          


          Roemer


          The name of the city hall means "Roman". In fact, nine houses were acquired by the city council in 1405 from a wealthy merchant family. The middle house became the town hall and was later connected with the neighbouring buildings. In the upper floor, there is the Kaisersaal ("Emperor's Hall") where the newly crowned emperors held their banquets. The Rmer was partially destroyed in World War II and later rebuilt. It is located at the Rmerberg (city hall square).


          


          Saint Paul's Church


          St. Paul's Church (Paulskirche) is a national historic monument in Germany with great political symbolism, because it was the seat of the first democratically elected Parliament in 1848. It was established in 1789 as a Protestant church but was not completed until 1833. Its importance has its root in the Frankfurt Parliament, which met in the church during the revolutionary years of 1848/49 in order to write a constitution for a united Germany. The attempt failed because the monarchs of Prussia and Austria did not want to lose power, and in 1849 Prussian troops ended the democratic experiment by force of arms and the parliament was dissolved. Afterwards, the building was used for church services again.


          St. Paul's was partially destroyed in World War II, particularly the interior of the building, which now has a modern appearance. It was quickly and symbolically rebuilt after the war; today it is not used for religious services, but mainly for exhibitions and events.


          


          Old Opera House


          The famous old opera house (Alte Oper) was built in 1880 by the architect Richard Lucae. It was one of the major opera houses in Germany until it was heavily damaged in World War II. Until the late 1970s it was a ruin, nicknamed "Germany's Most Beautiful Ruin". There were even efforts to just blow it up. Former Frankfurt Lord Mayor Rudi Arndt called for blowing it up in the 1960s, which earned him the nicknamed "Dynamite-Rudi". (Later on, Arndt said he never had meant his suggestion seriously.)


          Fortunately, due to public pressure, it was finally fully reconstructed and reopened in 1981. Today it functions as a concert hall, while operas are performed in the Oper Frankfurt.


          The inscription on the frieze of the Old Opera says: "Dem Wahren, Schnen, Guten" ("To the true, the beautiful, the good").


          


          Frankfurt Opera House


          The Frankfurt Opera is a leading opera company in Germany and one of the most important opera houses in Europe. It was elected "Opera house of the year" by German magazine Opernwelt in 1995 and 2003.


          


          Saint Katherine's Church


          St. Katherine's church is the largest evangelical (Lutheran) church in Frankfurt. It is located in the city centre at the entrance to the Zeil.


          


          Hauptwache


          The Hauptwache (Main Watch) is a baroque building built in 1730, formerly used as a prison. It has given its name to the surrounding square and the transport hub beneath it. It is situated at one end of the Zeil, the city's main retail street.


          


          Zeil


          The Zeil is Frankfurt's main shopping street and one of the most crowded in Germany. The street is a pedestrian-only area and is bordered by two large plazas, Hauptwache in the west and Konstablerwache in the east. It is the second most expensive street for shops to rent in Germany after the Kaufingerstrae in Munich.


          [bookmark: 20th-century_architecture]


          20th-century architecture


          
            	Frauenfriedenskirche, consecrated 1929, example of early modernist church building


            	Grossmarkthalle, built 1926-1928, former wholesale market, future European Central Bank headquarters


            	IG Farben Building, built 1928-1930, now housing the Johann Wolfgang Goethe University


            	Goethe House, rebuilt in 1947. The birthplace of Johann Wolfgang von Goethe from 1749 was destroyed in World War II and then rebuilt true to the original. The Goethe Museum is next door.


            	Museum fr angewandte Kunst, built 1985, designed by Richard Meier

          


          


          Skyscrapers


          Frankfurt is the only German city with a significant number of skyscrapers, meaning buildings at least 150 meters tall. There are ten buildings, with two more (OpernTurm, 168 m and Skytower, 185 m) currently under construction. Only Bonn has also one building (Post Tower, 163 m) over 150 m. Most of the skyscrapers in Frankfurt are located in the western part of the city centre known as Bankenviertel. The tallest skyscrapers in Frankfurt are:


          
            	Commerzbank Tower, 259 m  Europe's tallest building (19972003), Headquarters of Commerzbank.


            	MesseTurm, 257 m  Europe's tallest building (19901997).


            	Westendstrae 1, 208 m  Headquarters of DZ Bank.


            	Maintower, 200 m  Headquarters of Landesbank Hessen-Thringen with an observation deck open to the public.


            	Trianon, 186 m  Headquarters of DekaBank.


            	Silver Tower, 166 m  Germany's tallest building (19781990), Headquarters of Dresdner Bank.


            	Plaza Bro Centre, 159 m  Germany's tallest building (19761978).


            	Deutsche Bank I, 155 m  Headquarters of Deutsche Bank.


            	Deutsche Bank II, 155 m  Headquarters of Deutsche Bank.


            	Skyper, 154 m.

          


          


          Other tall structures


          
            	Europaturm - The Europe Tower is a telecommunication tower known as the Frankfurt TV Tower. It is the tallest tower in the city with a height of 337.5 meters. It was open to the public until 1999, with an entertainment establishment in the revolving top. It is normally referred to by the locals as "Ginnheimer Spargel" (The Ginnheimer Asparagus) which is not correct because it is not located in the Ginnheim district but stands a few meters within the Bockenheim district.

          


          
            	Henninger Turm - The Henninger Tower is a 120-meter high grain silo built from 1959-1961 and owned by Henninger Brewery. It has two rotating restaurants at the height of 101 and 106 meters and an open-air observation deck at the height of 110 metres. The tower has been closed to the public since October 2002. Plans to destroy the tower and replace it were abandoned. Today there are new plans to convert it into a residential tower.

          


          
            	Goetheturm - The Goethe Tower is a 43-meter high tower built entirely out of wood on the northern edge of the Frankfurt City Forest in Sachsenhausen. It is the fifth tallest wooden construction in Germany. It was built in 1931 and is still a popular place for day-trippers, especially families, as a large playground and a caf have been built at the foot of the tower.

          


          


          Culture
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              The Museumsuferfest in 2005
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              Wldchestag in 2002
            

          


          


          Festivals


          A major festival in the city is the Museumsuferfest (Museums Riverbank Festival). It is one of the biggest cultural festivals in Germany which attracts more than 3 million visitors over a period of 3 days. It takes place yearly at the end of August on both sides of the Main Riverbank in the city centre. More than 20 museums are located there and they are open far into the night. Furthermore there are special attractions like live-bands, dance shows, several booths for crafts, jewelry, clothes and food from all around the world. It ends with a spectacular firework display .


          Frankfurt's oldest folk festival is the Dippemess (Festival of Stoneware) which takes place twice a year around Easter and the end of September in the eastern part of the city. Mentioned for the first time in the 14th century as an annual marketplace it is now more of an amusement park. ("Dippe" is a regional hessian dialect word meaning "pot" or "jar" and which would not be understood in most other German regions. The name of the festival derives from its original purpose, when it was a fair where traditionally crafted jars, pots and other stoneware were offered)


          The Frankfurt Wldchestag (Woods Day) is jocularly known as a national holiday because until the 1990s it was common that Frankfurts shops were closed on this day. Despite the name the festival takes place over a period of four days after Pentecost with the actual Wldchestag being Tuesday. What is special about this festival is its location in Frankfurts city forest, south of the city centre in Niederrad.


          The Wolkenkratzer Festival (Skyscraper Festival) is unique in Germany. It takes place irregularly, the last time in May 2007. For two days most of the skyscrapers in downtown Frankfurt are open to the public, which is normally not the case, apart from the Maintower observation deck. Around 1,2 million visitors took the opportunity to see the city from above. Sky-divers, base jumpers, fireworks and laser shows were extra attractions. The next festival will not be held before 2010.


          The Sound of Frankfurt is a music festival held in the city centre. It took place regularly from 1994 to 2004 and is planned again for the summer of 2008. Various artists and bands performed open air and for free on eight stages located mainly around the Zeil. Different types of music (rock, Latino, house, alternative and pop) attracted about 500,000 visitors each year.


          


          Museums
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              The Stdel
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              Senckenberg Museum
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              Schirn Art Gallery from above
            

          


          Most of the museums in Frankfurt are located on both sides of the River Main in Sachsenhausen (south side) and in the old part of the city centre (north side). The area is therefore known as Museumsufer (Museums Riverbank).


          There are 13 museums on the south side between Eiserner Steg and Friedensbrcke, including:


          
            	Ikonenmuseum


            	Museum fr Angewandte Kunst


            	Museum der Weltkulturen


            	Deutsches Filmmuseum


            	Deutsche Architekturmuseum


            	Museum fr Kommunikation


            	Stdel, one of the most famous museums in Germany


            	Liebieghaus


            	Museum Giersch

          


          The street itself, Schaumainkai, is partially closed to traffic on Saturdays for Frankfurt's largest flea market.


          There are 2 museums on the north side:


          
            	Jewish Museum Frankfurt


            	Historisches Museum

          


          Not directly located on the Riverbank are:


          
            	Museum of Modern Art


            	Schirn Kunsthalle (Schirn Art Gallery)

          


          Another important museum is located in the Westend area:


          
            	Senckenberg Natural History Museum, the largest natural history museum in Germany
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              Bethmnnchen
            

          


          


          Culinary specialties


          
            	Frankfurter Sausage


            	Frankfurter Rindswurst


            	Apfelwein


            	Grne Soe


            	Bethmnnchen


            	Frankfurter Kranz


            	Handks mit Musik


            	Rippchen mit Kraut

          


          


          Dance music


          The roots of trance music can be traced back to Germany, and in particular, Frankfurt. It was here, in the early 1990s, that local DJs like Sven Vth and DJ DAG (of Dance 2 Trance) first played a harder, deeper style of acid house, that became hugely popular worldwide, during the next decade. One of the main venues of the early Trance music sound was the Omen nightclub, in the city. Accordingly, some of the early, and most influential Trance acts, e.g. Jam and Spoon, Dance 2 Trance, and Hardfloor, and record labels such as Harthouse and Eye Q were based in the city, in the early 1990s.


          


          Transport
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          Airports


          The city is accessed from around the world via the Frankfurt International Airport (Flughafen Frankfurt am Main) which is located 12km (7mi) from the city centre. The airport has three runways and serves 265 non-stop destinations. It ranks among the world's top ten airports and is the biggest cargo airport in Europe. Depending on whether total passengers or flights are used, it ranks as the second or third busiest in Europe alongside London Heathrow Airport and Paris Charles de Gaulle Airport. Passenger traffic at Frankfurt Airport in 2007 was 54.2 million. The airport can be reached by car or bus and has two train stations, one for regional and one for long-distance traffic. The S-Bahn lines S8 and S9 (direction "Frankfurt (Main) Hbf", " Offenbach Ost or " Hanau"), departing at the regional traffic station take 10-15 minutes from the airport to the Central Station and the city centre, the IC and ICE trains departing at the long-distance traffic station take as well 10-15 minutes.


          Despite the name, Frankfurt Hahn Airport (Flughafen Frankfurt-Hahn) is not located anywhere near Frankfurt but is instead situated approximately 120km (75mi) from the city in Lautzenhausen ( Rhineland-Palatinate). This airport can only be reached by car or bus. An hourly bus service runs from Frankfurt Central Station, taking about 1 hour and 45 minutes. Last year over 4 Million Passengers used this airport in order to use Low Cost Airlines like Ryanair.


          


          Roads


          The streets of central Frankfurt are usually congested with cars during the rush hour. Some areas, especially around the shopping streets Zeil, are pedestrian-only streets. There are numerous car parks located throughout the city.


          Frankfurt is a traffic hub of the German Autobahn system. The Frankfurter Kreuz is an Autobahn interchange close by the airport where the Autobahnen A 3 (Cologne- Wrzburg) and A 5 (Basel- Hannover) meet. With approximately 320,000 cars daily it is the most heavily used interchange in Europe. The A 66 connects Frankfurt with Wiesbaden in the west and Fulda in the east. The A 661 starts in the south ( Darmstadt), runs through the eastern part of Frankfurt and ends in the north ( Bad Homburg). The A 648 is a very short Autobahn in the western part of Frankfurt.


          


          Railway stations


          Frankfurt Central Station (Frankfurt am Main Hauptbahnhof or short Ffm Hbf) is the largest train station in Germany by number of platforms. Regarding daily passenger volume it ranks second together with Munich Central Central (350,000 each) after Hamburg Central Station (450,000). It is located between the Gallus and the Bahnhofsviertel, not far away from the Trade Fair and the financial district ( Bankenviertel). It serves as a major hub for long-distance trains ( ICE) and regional trains (all Rhine-Main S-Bahn lines, two U-Bahn lines, several tram and bus lines). Local trains are integrated in the Public transport system Rhein-Main-Verkehrsverbund (RMV), the second largest integrated public transport systems in the world. Only the Berlin integrated public transport system (VBB) is larger.


          Frankfurt Airport Long Distance Station connects Frankfurt International Airport to the main rail network, most of the ICE services using the Cologne-Frankfurt high-speed rail line. It is one of two railway stations at the airport, the other is for local S-Bahn trains (lines S8 and S9), called Frankfurt Airport Regional Station.


          The two major stations in the city centre are Hauptwache and Konstablerwache, both located on Frankfurts most famous shopping street, the Zeil.


          


          Public transport


          The city has two underground railway systems: the U-Bahn and the S-Bahn, as well as an above-ground tram system known as Straenbahn. Information about the U and S Bahn can be found on the RMV website.


          Nine S-Bahn lines connect Frankfurt with the Rhine Main Region. All lines have a 30 minute service during the day but the majority of the routes are served by two lines thereby offering a 15 minute schedule. All lines, except line S7, run through the Frankfurt city tunnel and serve the stations Ostendstrae, Konstablerwache, Hauptwache, Taunusanlage and Frankfurt Central Station. When leaving the city the S-Bahn travels above ground. It provides access to the Frankfurt Trade Fair (S3-S6), the airport (S8, S9), the stadium (S7-S9) and nearby cities such as Wiesbaden, Mainz, Darmstadt, Rsselsheim, Hanau, Offenbach am Main, Bad Homburg, Kronberg and smaller towns that are on the way.


          The U-Bahn has seven lines serving the city centre and some larger suburbs. The trains that run on the line are in fact lightrails as many lines travel along a track in the middle of the street instead of underground further from the city centre. There is only one line (U4) that is completely underground. The minimum service interval is 2.5 minutes, although the usual pattern is that each line runs with a 7.5-10 minute frequency which combines to approx 3-5 minutes on the city centre sections served by more than one line.


          Frankfurt has 9 Straenbahn (tram) lines, with trams arriving usually every 10 minutes. Many sections are served by two lines, combining to give a 5 minute frequency during rush-hour. The tram runs only above ground and serve more stops than the U-Bahn or the S-Bahn.


          A number of bus lines complete the Frankfurt public transportation system. Night buses take over the service of the U-Bahn and Straenbahn at 1:30 am to 3:30 am on Friday and Saturday nights.


          


          Taxis


          Taxis can be found outside most S-Bahn or U-Bahn stations and major intersections. The normal way to obtain a taxi is to either call a taxi operator or go to a taxi rank. However, although not the norm, one can hail one on the street.


          


          Bicycles


          Deutsche Bahn also rent out bicycles to the public. One finds them at many major road intersections and railway stations. All one has to do is make a phone call to hire them for 0.06/min or they can be hired per day for 15,-. The bicycles are a bit heavy but they do have shock absorbers to ensure a smooth journey. The silver- red colour of the bikes with their unique frame make them easily visible and difficult to steal.


          The public can now use a velotaxi which involves the operator using a tricycle with a sheltered passenger cab. There is room for two people and the service covers all of the city centre.


          Frankfurt has also a network of modern cycle routes throughout city. Many of the long distance bike routes into town have dedicated cycle tracks. A number of city centre roads are "bicycle streets" where the cyclist has the right of way and where motorised vehicles are allowed access if they do not disrupt the cycle users.


          Every first Sunday in the month there is a Critical Mass cycle event which starts at 2 pm at the Old Opera.


          


          Economy and business


          Frankfurt is one of the leading financial centres in Europe. According to an annual study (2007) by Cushman & Wakefield it is one of the top three cities for international companies in Europe, along with London and Paris. According to a ranking list (2001) produced by the University of Liverpool, Frankfurt is the richest city in Europe by GDP per capita. After Frankfurt are Karlsruhe, Paris and Munich . The Mercer Human Resource Consulting Worldwide Quality of Living Survey 2007 ranked Frankfurt at the seventh position of the cities with the highest quality of life worldwide. The only German city that did better was Dsseldorf at number six .
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          Banks


          Frankfurt is commonly known as "the city of the banks". In 2006, six of the ten major German banks had their headquarters in the city, including the top four ( Deutsche Bank, Commerzbank, Dresdner Bank and DZ Bank) . Other important banks are ING Diba, KfW, BHF Bank, Bankhaus Metzler, Delbrck Bethmann Maffei, DekaBank, Landesbank Hessen-Thringen and Frankfurter Sparkasse. More than 300 national and international banks are represented here .


          The European Central Bank (Europische Zentralbank) is one of the world's most important central banks, responsible for monetary policy covering the 15 member countries of the Eurozone. Since its foundation in 1998 the headquarters are located in downtown Frankfurt although plans have now been made for a move to a landscaped area on the site of the former wholesale market hall ( Gromarkthalle) in the eastern part of the city.


          The German Federal Bank (Deutsche Bundesbank) is an integral part of the European System of Central Banks (ESCB). It was established in 1957.


          


          Stock exchange


          With the stock exchange (Frankfurter Wertpapierbrse) and XETRA, which belong to Deutsche Brse, Frankfurt has the second largest stock exchange in Europe after the London Stock Exchange. It is by far the largest stock exchange in Germany with over 90 percent turnover in the German market. In terms of market capitalization, Deutsche Brse is the largest stock exchange in the world.


          


          Trade fairs


          Fairs have a very long tradition in Frankfurt. They were first mentioned in the 12th century. Today Frankfurt has the third-largest exhibition site in the world. The Messe Frankfurt corporation arranged 120 fairs in 40 countries in 2006. Hosted in Frankfurt are the Internationale Automobil-Ausstellung (the world's largest motor show), the Frankfurter Buchmesse (the world's largest book fair), the Ambiente (the world's largest consumer goods fair), the Achema (the world's largest plant engineering fair) and many more like Paperworld, Christmasworld, Beautyworld, Tendence Lifestyle or Light and Building.


          


          Advertising agencies


          Although it is best known for its banks, Frankfurt is also a centre for media companies. There are around 570 companies of the advertising industry and 270 public relations companies. According to a ranking of FOCUS magazine from November 2007 there are seven of the 48 largest advertising agencies in Germany based in Frankfurt, including Saatchi & Saatchi, JWT, and Publicis. Topping the list is Berlin with nine, followed by Hamburg with eight. After Frankfurt comes Munich with six. Wiesbaden is also on the list with two .


          


          Accountancy and professional services


          The Big Four, the four largest international accountancy and professional services firms, are all represented in Frankfurt.


          They are Deloitte Touche Tohmatsu, Ernst & Young, KPMG and PricewaterhouseCoopers (PwC).


          PwC has also its German headquarters in the city.


          In October 2007, KPMG's member firms in the UK, Germany, Switzerland and Liechtenstein merged to form KPMG Europe LLP, which is now the largest accountancy and professional services firm in Europe. The European headquarters will be situated in Frankfurt.


          


          Management consulting


          Some of the largest international management consulting firms are represented in Frankfurt, including McKinsey & Company, Boston Consulting Group, Booz & Company, Oliver Wyman, Bain & Company and Roland Berger Strategy Consultants.


          


          Electronic communication


          Frankfurt is also an important location for the internet. It is home to Germany's largest internet exchange point, DE-CIX, and is where domain names are registered for the top-level-domain " .de".


          


          Lawyers


          Frankfurt has the highest concentration of lawyers in Germany, with one lawyer per 99 inhabitants.


          


          Working in Frankfurt


          With over 922 jobs per 1,000 inhabitants, Frankfurt has the highest concentration of jobs in Germany. The high number of around 600,000 jobs with only 663,000 inhabitants of the city itself is explained by the high number of commuters who work in the city, which raises the per capita GDP of the resident population significantly. On work days and Saturdays there are around one million people within the city limits. On other days, the statistics regarding Frankfurt's wealth are reduced, in favour of the communities and towns of the so-called "Speckgrtel" (literally bacon belt, meaning the suburban area), such as Bad Homburg, Knigstein im Taunus, Kronberg im Taunus and Bad Soden am Taunus, many of whose inhabitants work in Frankfurt.


          Despite that, Frankfurt also had, as of 2003, the highest levels of crime per 100,000 inhabitants in Germany. However, this statistic is a result of the commuter population, for it is calculated based on the 650,000-inhabitant figure, and also includes crimes committed at the airport, such as smuggling. Frankfurt is actually therefore a very safe city, corroborated by surveys among the inhabitants.


          Frankfurt International Airport is the single largest place of work in Germany.


          


          Other businesses


          Frankfurt is home to chemical industries, software businesses and call centers. Business development and other important departments of the Deutsche Bahn are located at the DB-Headquarters in Gallus. Because of Hoechst AG, Frankfurt is considered the "Apothecary of the World". Hchst's industrial park in Frankfurt is one of the three largest locations for the chemical and pharmaceutical industry in Europe. Frankfurt is also home to several large German industrial associations, such as the Chemical Industry Association; the Association for German Machine- and Equipment-building; the Electrotechnical, Electronic, and Information Technology Association e. V. with its affiliated electrotechnical standards commission; and the Association of German Automobile Producers, which is currently moving to Franfurt. The Union of German Automobile Producers meets in Frankfurt every two years to coincide with the International Automobile Exhibition, mentioned above. Furthermore, the Trade Association of German Booksellers has its headquarters in Frankfurt, and organizes the Frankfurt Book Fair. In terms of labor unions, Frankfurt is home to the headquarters of IG Metall and IG Bau, two of Germany's largest labor unions.


          Businesses with regional headquarters or based in and near Frankfurt include:


          
            
              	
                
                  	German Football Association


                  	Fiat

                

              

              	
                
                  	Maserati


                  	Ferrari


                  	Alfa-Romeo

                

              

              	
                
                  	Lancia


                  	Hyundai (in Offenbach)

                

              

              	
                
                  	KIA


                  	Jaguar (in Kronberg)

                

              

              	
                
                  	Opel (in Rsselsheim)


                  	Ferrero

                

              
            

          


          


          Property and real estate


          Frankfurt has the highest concentration of home owners in Germany. This is partly attributed to number of financial workers in the city but also because of its cosmopolitan nature with a quarter of the city's population being foreigners. For this reason Frankfurt's property market often operates differently than the rest of the country where the prices are generally much flatter than Frankfurt. German property prices are pulled down nationally because of the former East Germany, however, economically sound cities like Frankfurt and other cities in the west of Germany, have a buoyant housing market, which attracts a lot of buyers from the Far East.


          


          Establishments and organization


          Frankfurt is home of the German National Library, the Hessian State Supreme Court, and the Hessian State Employment Court, and has its own police academy. The fire department, founded in 1874, and the volunteer fire department have eight fire stations. Until their dissolution at the end of 2003, Frankfurt was the location of the Federal Disciplinary Court.


          The German office of the International Finance Corporation, part of the World Bank group, and the Committee of European Insurances and Occupational Pensions Supervisors (Ceiops), the European insurance control, have their headquarters in Frankfurt.


          Frankfurt hosts 88 consulates. Only New York and Hamburg have more foreign representation, excluding capital cities. Russia and China have recently opened general consulates in Frankfurt. The Consulate General of the United States in Frankfurt in Eckenheim is the largest American consulate in the world.


          Education and research


          In Frankfurt am Main, there are two universities and several specialist schools. The oldest and most well-known university in the city is the Johann Wolfgang Goethe University, with locations in Bockenheim, Westend, and Riedberg, and the university hospital in Niederrad. Alongside the university is the banking academy HfB - Business School of Finance & Management, formerly known as the Hochschule fr Bankwirtschaft (Institution of Higher Learning for Banking Economics), with its campus in the Ostend (Eastend) neighbourhood. Since 2001, it has been a specialist institution for the teaching Economics and Management, or FOM.


          Frankfurt has the State Institution of Higher Learning for Artistic Education known as the Stdelschule, founded in 1817 by Johann Friedrich Stdel, that was taken over by the city in 1942 and turned into a state art school. Another art school is the State Institution for Music and Performance Art, initially a private school known as Dr. Hoch's Konservatorium founded in 1878. The Fachhochschule Frankfurt am Main (Professional School of Frankfurt) was created out of several older organizations in 1971, and offers courses in engineering and economics. Until September 2003, Frankfurt was also home to a school for library science and administration.


          The Philosophical-Theological Institution of Saint George ( Philosophisch-Theologische Hochschule Sankt Georgen, a private institution with membership in the German Jesuit Association, has been located in Sachsenhausen since 1950.


          The city is also home of three Max Planck Society institutes: the Max Planck Institute for European Legal History (MPIeR), Max Planck Institute for Biophysics, and the Max Planck Institute for Brain Research.


          The Frankfurt Institute for Advanced Studies, sponsored by several institutional and private sources, is involved in theoretical research in physics, chemistry, neurology, and computer science.


          Frankfurt is host to the Rmisch-Germanische-Kommission (RGK), the German Archaeological Institute branch for prehistoric archaeology in Germany and Europe. The RGK is involved in a variety of research projects. Its library, with over 130,000 volumes, is one of the largest specialised archaeological libraries in the world.


          


          Sport


          Frankfurt hosts the following sports teams or clubs:


          
            
              	
                
                  	Eintracht Frankfurt, football (soccer)


                  	SV 07 Heddernheim, football (soccer)


                  	FSV Frankfurt, football (soccer)

                

              

              	
                
                  	1. FFC Frankfurt, football (soccer)


                  	Frankfurter FC Germania 1894, football (soccer)

                

              

              	
                
                  	Frankfurt Lions, ice hockey


                  	Deutsche Bank Skyliners  Basketball

                

              
            

          


          Frankfurt used to host these former teams or clubs:


          
            
              	
                
                  	1. Bockenheimer FC 1899, football (soccer)

                

              

              	
                
                  	Frankfurt Galaxy, American Football

                

              
            

          


          Frankfurt is host to the classic cycle race Rund um den Henninger-Turm.


          


          Sister cities


          Frankfurt has several Sister cities
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              	Lyon, France, since 1960

              	[image: Flag of the United Kingdom]

              	Birmingham, United Kingdom, since 1966

              	[image: Flag of Italy]

              	Milan, Italy, since 1971
            


            
              	[image: Flag of Egypt]

              	Cairo, Egypt, since 1979

              	[image: Flag of Israel]

              	Tel Aviv, Israel, since 1980

              	[image: Flag of the People's Republic of China]

              	Guangzhou, China, since 1988
            


            
              	[image: Flag of Canada]

              	Toronto, Canada, since 1989

              	[image: Flag of the Czech Republic]

              	Prague, Czech Republic, since 1990

              	[image: Flag of Hungary]

              	Budapest, Hungary, since 1990
            


            
              	[image: Flag of Germany]

              	Leipzig, Germany, since 1991

              	[image: Flag of Poland]

              	Krakw, Poland, since 1991

              	[image: Flag of Nicaragua]

              	Granada, Nicaragua, since 1991
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              	Dubai, United Arab Emirates, since 2002

              	[image: Flag of India]

              	Chennai, India, since 2005
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              	Islamabad, Pakistan
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        Franklin D. Roosevelt


        
          

          
            
              	
                
                  Franklin Delano Roosevelt
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                  32nd President of the United States
                

              
            


            
              	Inoffice

              March 4, 1933 April 12, 1945
            


            
              	VicePresident

              	John N. Garner (19331941),

              Henry A. Wallace (19411945),

              Harry S. Truman (1945)
            


            
              	Precededby

              	Herbert Hoover
            


            
              	Succeededby

              	Harry S. Truman
            


            
              	
                


                
                  44th Governor of New York
                

              
            


            
              	Inoffice

              January 1, 1929 December 31, 1932
            


            
              	Lieutenant

              	Herbert H. Lehman
            


            
              	Precededby

              	Alfred E. Smith
            


            
              	Succeededby

              	Herbert H. Lehman
            


            
              	
                


                
                  Assistant Secretary of the Navy
                

              
            


            
              	Inoffice

              19131920
            


            
              	President

              	Woodrow Wilson
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          Franklin Delano Roosevelt ( January 30, 1882  April 12, 1945) (ˈfɹŋklɪn ˈdɛlənoʊ ˈɹoʊzvɛlt), often referred to by his initials FDR, was the thirty-second President of the United States. Elected to four terms in office, he served from 1933 to 1945 and is the only U.S. president to have served more than two terms. He was a central figure of the 20th century during a time of worldwide economic crisis and world war.


          During the Great Depression of the 1930s, Roosevelt created the New Deal to provide relief for the unemployed, recovery of the economy, and reform of the economic and banking systems. Although recovery of the economy was incomplete until almost 1940, the programs he initiated such as the Federal Deposit Insurance Corporation (FDIC), Tennessee Valley Authority (TVA), and the United States Securities and Exchange Commission (SEC) continue to have instrumental roles in the nation's commerce. One of his most important legacies is the Social Security system.


          As Britain warred with Nazi Germany, Roosevelt provided Lend-Lease aid to Winston Churchill and the British war effort before America's entry into World War II in December, 1941. On the home front he introduced price controls and rationing, and relocation camps for 120,000 Japanese-Americans. Roosevelt led the United States as it became the ' Arsenal of Democracy'. Roosevelt, working closely with his aide Harry Hopkins, made the United States the principal arms supplier and financier of the Allies. America had a vast expansion of industry, the achievement of full employment, and new opportunities opened for African-Americans and women. The new Conservative coalition argued unemployment disappeared and closed most relief programs like the Works Progress Administration (WPA) and Civilian Conservation Corps. As the Allies neared victory, Roosevelt played a critical role in shaping the post-war world, particularly through the Yalta Conference and the creation of the United Nations. Later, alongside the United States, the Allies defeated Germany, Italy and Japan.


          Roosevelt caused a realignment political scientists call the Fifth Party System. His aggressive use of the federal government created a New Deal Coalition which dominated the Democratic Party until the late 1960s. Roosevelt introduced new taxes that affected all income groups. Conservatives vehemently fought back, but Roosevelt usually prevailed until he tried to pack the Supreme Court in 1937. He and his wife, Eleanor Roosevelt, remain touchstones for modern American liberalism. Roosevelt's administration redefined American liberalism and realigned the Democratic Party based on his New Deal coalition of labor unions; farmers; ethnic, religious and racial minorities; intellectuals; the South; big city machines; and the poor and workers on relief.


          


          Personal life


          


          The family name


          Roosevelt is an anglicized form of the Dutch surname 'van Rosevelt,' meaning 'field of roses.' Although some use an Anglicized spelling pronunciation of IPA: /ˈruːzəvɛlt/, that is, with the vowels of rue and felt, Franklin used [ˈroʊzəvəlt], with the vowel of English rose, and newsreels show FDR's tendency to use a schwa: often "rose-vult."


          One of the wealthiest and oldest families in New York State, the Roosevelts distinguished themselves in areas other than politics. Franklin's first cousin, Ellen Roosevelt, was the 1890 U.S. Open Championships women's singles and doubles tennis champion and is a member of the International Tennis Hall of Fame.


          His mother named him after her favorite uncle Franklin Delano. The progenitor of the Delano family in the Americas of 1621 was Philippe de la Noye, the first Huguenot to land in the New World, whose family name was anglicized to Delano.


          Franklin Roosevelt is also related to several presidents by blood or marriage, including George Washington, John Adams, John Quincy Adams, Ulysses Grant, William Henry Harrison, Benjamin Harrison, James Madison, Theodore Roosevelt, William Taft, Zachary Taylor, and Martin Van Buren.


          


          Early life


          Franklin Delano Roosevelt was born on January 30, 1882 in the Hudson Valley town of Hyde Park. His father, James Roosevelt, and his mother, Sara Ann Delano, were each from wealthy old New York families, of Dutch and French ancestry respectively. Franklin was their only child. His paternal grandmother, Mary Rebecca Aspinwall, was a first cousin of Elizabeth Kortright Monroe, wife of the fifth U.S. President, James Monroe. One of his ancestors was John Lothropp, also an ancestor of Benedict Arnold and Joseph Smith, Jr. One of his distant relatives from his mother's side is the author Laura Ingalls Wilder. His maternal grandfather Warren Delano II, a descendant of Mayflower passengers Richard Warren, Isaac Allerton, Degory Priest, and Francis Cooke, during a period of twelve years in China made more than a million dollars in the tea trade in Macau, Canton and Hong Kong, but upon returning to the United States, he lost it all in the Panic of 1857. In 1860, he returned to China and made a fortune in the notorious but highly profitable opium trade supplying opium-based medication to the U. S. War Department during the American Civil War but not exclusively.
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          Roosevelt grew up in an atmosphere of privilege. Sara was a possessive mother, while James was an elderly and remote father (he was 54 when Franklin was born). Sara was the dominant influence in Franklin's early years. Frequent trips to Europe made Roosevelt conversant in German and French. He learned to ride, shoot, row, and play polo and lawn tennis.


          Roosevelt went to Groton School, an Episcopal boarding school in Massachusetts. He was heavily influenced by its headmaster, Endicott Peabody, who preached the duty of Christians to help the less fortunate and urged his students to enter public service. Roosevelt went to Harvard, where he lived in luxurious quarters and was a member of the Alpha Delta Phi fraternity. While at Harvard, his fifth cousin Theodore Roosevelt became president, and Theodore's vigorous leadership style and reforming zeal made him Franklin's role model and hero. In 1902, he met his future wife Anna Eleanor Roosevelt, Theodore's niece, at a White House reception. (They had previously met as children, but this was their first serious encounter.) Eleanor and Franklin were fifth cousins, once removed. They were both descended from Claes Martensz van Rosenvelt (Roosevelt), who arrived in New Amsterdam ( Manhattan) from the Netherlands in the 1640s. Roosevelt's two grandsons, Johannes and Jacobus, began the Long Island and Hudson River branches of the Roosevelt family, respectively. Eleanor and Theodore Roosevelt were descended from the Johannes branch, while FDR came from the Jacobus branch.


          Roosevelt entered Columbia Law School in 1905, but dropped out (never to graduate) in 1907 because he had passed the New York State Bar exam. In 1908, he took a job with the prestigious Wall Street firm of Carter Ledyard & Milburn, dealing mainly with corporate law.


          


          Marriage and family life


          On March 17, 1905, Roosevelt married Eleanor despite the fierce resistance of his mother. Eleanor's uncle, Theodore Roosevelt, stood in at the wedding for Eleanor's deceased father Elliott. The young couple moved into Springwood, his family's estate, where FDR's mother became a frequent house guest, much to Eleanor's chagrin. Franklin was a charismatic, handsome and socially active man. In contrast, Eleanor was shy and disliked social life, and at first stayed at home to raise their children. They had six children in rapid succession:


          
            	Anna Eleanor (19061975),


            	James (19071991),


            	Franklin Delano, Jr. ( March 3, 1909 November 7, 1909),


            	Elliott (19101990),


            	a second Franklin Delano, Jr. (19141988), and


            	John Aspinwall (19161981).
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          Roosevelt had affairs outside his marriage, including one with Eleanor's social secretary Lucy Mercer which began soon after she was hired in early 1914. In September 1918, Eleanor found letters revealing the affair in Roosevelt's luggage, when he returned from World War I. According to the Roosevelt family, Eleanor offered Franklin a divorce so that he could be with the woman he loved, but Lucy, being Catholic, could not bring herself to marry a divorced man with five children. Lucy's relatives, on the other hand, maintain that she wanted to marry Franklin but that "Eleanor was not willing to step aside." The two points of view are, according to FDR's biographer Jean Edward Smith, not mutually exclusive and it is generally accepted that Eleanor indeed offered "to give Franklin his freedom." However, they reconciled after a fashion with the informal mediation of Roosevelt's adviser Louis Howe, and FDR promised to never see Lucy again. Sara also intervened, and told Franklin that if he divorced his wife, he would bring scandal upon the family, and she "would not give him another dollar." Eleanor established a separate house in Hyde Park at Valkill. Their marriage has been labeled a "marriage of convenience."


          Franklin and Lucy maintained a formal correspondence, but they did not begin to see each another again until 1941. Lucy was then given the code name "Mrs. Johnson" by the Secret Service. Not until the 1960s was the affair publicly known.


          The five surviving Roosevelt children all led tumultuous lives overshadowed by their famous parents. They had among them nineteen marriages, fifteen divorces and twenty-nine children. All four sons were officers in World War II and were decorated, on merit, for bravery. Two of them were elected to the U.S. House of RepresentativesFDR, Jr. served three terms representing the Upper West Side of Manhattan, and James served six terms representing the 26th district in Californiabut none were elected to higher office despite several attempts.


          


          Early political career


          


          State Senator


          In 1910, Roosevelt ran for the New York State Senate from the district around Hyde Park in Dutchess County, which had not elected a Democrat since 1884. He entered the Roosevelt name, with its associated wealth, prestige and influence in the Hudson Valley, and the Democratic landslide that year carried him to the state capital of Albany, New York. Roosevelt entered the state house, January 1, 1911. He became a leader of a group of reformers who opposed Manhattan's Tammany Hall machine which dominated the state Democratic Party. Roosevelt soon became a popular figure among New York Democrats. Reelected for a second term November 5, 1912, he resigned from the New York State Senate on March 17, 1913.
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          Assistant Secretary of the Navy


          Franklin D. Roosevelt was appointed Assistant Secretary of the Navy by Woodrow Wilson in 1913. He served under Secretary of the Navy Josephus Daniels. In 1914, he was defeated in the Democratic primary election for the United States Senate by Tammany Hall-backed James W. Gerard. As assistant secretary, Roosevelt worked to expand the Navy and founded the United States Navy Reserve. Wilson sent the Navy and Marines to intervene in Central American and Caribbean countries. In a series of speeches in his 1920 campaign for Vice President, Roosevelt claimed that he, as Assistant Secretary of the Navy, wrote the constitution which the U.S. imposed on Haiti in 1915.


          Roosevelt developed a life-long affection for the Navy. Roosevelt negotiated with Congressional leaders and other government departments to get budgets approved. He became an enthusiastic advocate of the submarine and also of means to combat the German submarine menace to Allied shipping: he proposed building a mine barrier across the North Sea from Norway to Scotland. In 1918, he visited Britain and France to inspect American naval facilities; during this visit he met Winston Churchill for the first time. With the end of World War I in November 1918, he was in charge of demobilization, although he opposed plans to completely dismantle the Navy. In July 1920, Roosevelt resigned as Assistant Secretary of the Navy.


          


          Campaign for Vice-President


          The 1920 Democratic National Convention chose Roosevelt as the candidate for Vice President of the United States on the ticket headed by Governor James M. Cox of Ohio, helping build a national base, but the Cox-Roosevelt ticket was heavily defeated by Republican Warren Harding in the presidential election. Roosevelt then retired to a New York legal practice, but few doubted that he would soon run for public office again.


          


          Paralytic illness
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          In August 1921, while the Roosevelts were vacationing at Campobello Island, New Brunswick, Roosevelt contracted an illness, at the time believed to be polio, which resulted in Roosevelt's total and permanent paralysis from the waist down. For the rest of his life, Roosevelt refused to accept that he was permanently paralyzed. He tried a wide range of therapies, including hydrotherapy, and, in 1926, he purchased a resort at Warm Springs, Georgia, where he founded a hydrotherapy centre for the treatment of polio patients which still operates as the Roosevelt Warm Springs Institute for Rehabilitation. After he became President, he helped to found the National Foundation for Infantile Paralysis (now known as the March of Dimes). His leadership in this organization is one reason he is commemorated on the dime.


          At the time, Roosevelt was able to convince many people that he was in fact getting better, which he believed was essential if he was to run for public office again. Fitting his hips and legs with iron braces, he laboriously taught himself to walk a short distance by swiveling his torso while supporting himself with a cane. In private, he used a wheelchair, but he was careful never to be seen in it in public. He usually appeared in public standing upright, supported on one side by an aide or one of his sons.


          In 2003, a peer-reviewed study found that it was more likely that Roosevelt's paralytic illness was actually Guillain-Barr syndrome, not poliomyelitis.


          


          Governor of New York, 19281932
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          Roosevelt maintained contacts and mended fences with the Democratic Party during the 1920s, especially in New York. Although he made his name as an opponent of New York City's Tammany Hall machine, Roosevelt moderated his stance. He helped Alfred E. Smith win the election for governor of New York in 1922. Roosevelt gave nominating speeches for Smith at the 1924 and 1928 Democratic conventions. In 1928, as the Democratic Party presidential nominee in the 1928 election, Smith in turn asked Roosevelt to run for governor. While Smith lost the Presidency in a landslide, and was even defeated in his home state, Roosevelt was narrowly elected governor.


          As a reform governor, he established a number of new social programs, and he was advised by Frances Perkins and Harry Hopkins.


          In the 1930 election campaign, to be re-elected, Roosevelt needed the good will of the Tammany Hall machine in New York City; however, his Republican opponent, Charles H. Tuttle, was using Tammany Hall's corruption as an election issue. As the election approached, Roosevelt initiated investigations of the sale of judicial offices. He was elected to a second term by a margin of more than 700,000 votes.


          


          Boy Scout supporter


          Roosevelt was a strong supporter of Scouting, beginning in 1915. In 1924, he became president of the New York City Boy Scout Foundation and led the development of Ten Mile River Boy Scout Camp between 19241928 to serve the Scouts of New York City. As governor in 1930, the Boy Scouts of America (BSA) honored him with their highest award for adults, the Silver Buffalo Award, which is conferred in recognition of distinguished support of youth on a national level. Later, as U.S. president, Roosevelt was honorary president of the BSA and attended the first national jamboree in Washington, D.C. in 1937.


          [bookmark: 1932_presidential_election]


          1932 presidential election


          Roosevelt's strong base in the most populous state made him an obvious candidate for the Democratic nomination, which was hotly contested since it seemed that incumbent Herbert Hoover would be vulnerable in the 1932 election. Al Smith was supported by some city bosses, but had lost control of the New York Democratic party to Roosevelt. Roosevelt built his own national coalition with personal allies such as newspaper magnate William Randolph Hearst, Irish leader Joseph P. Kennedy, and California leader William G. McAdoo. When Texas leader John Nance Garner switched to FDR, he was given the vice presidential nomination.


          In his acceptance speech, Roosevelt declared:


          
            
              	

              	Throughout the nation men and women, forgotten in the political philosophy of the Government, look to us here for guidance and for more equitable opportunity to share in the distribution of national wealth I pledge you, I pledge myself to a new deal for the American people This is more than a political campaign. It is a call to arms.

              	
            

          


          The election campaign was conducted under the shadow of the Great Depression in the United States, and the new alliances which it created. Roosevelt and the Democratic Party mobilized the expanded ranks of the poor as well as organized labor, ethnic minorities, urbanites, and Southern whites, crafting the New Deal coalition. During the campaign, Roosevelt said: "I pledge you, I pledge myself, to a new deal for the American people", coining a slogan that was later adopted for his legislative program as well as his new coalition.


          Economist Marriner Eccles observed that "given later developments, the campaign speeches often read like a giant misprint, in which Roosevelt and Hoover speak each other's lines." Roosevelt denounced Hoover's failures to restore prosperity or even halt the downward slide, and he ridiculed Hoover's huge deficits. Roosevelt campaigned on the Democratic platform advocating "immediate and drastic reductions of all public expenditures," "abolishing useless commissions and offices, consolidating bureaus and eliminating extravagances reductions in bureaucracy," and for a "sound currency to be maintained at all hazards." On September 23, Roosevelt made the gloomy evaluation that, "Our industrial plant is built; the problem just now is whether under existing conditions it is not overbuilt. Our last frontier has long since been reached." Hoover damned that pessimism as a denial of "the promise of American life... the counsel of despair." The prohibition issue solidified the wet vote for Roosevelt, who noted that repeal would bring in new tax revenues.


          Roosevelt won 57% of the vote and carried all but six states. Historians and political scientists consider the 1932-36 elections a realigning election that created a new majority coalition for the Democrats, thus transforming American politics and starting what is called the "New Deal Party System" or (by political scientists) the Fifth Party System.


          After the election, Roosevelt refused Hoover's requests for a meeting to come up with a joint program to stop the downward spiral, claiming it would tie his hands. The economy spiralled downward until the banking system began a complete nationwide shutdown as Hoover's term ended. In February 1933, Roosevelt escaped an assassination attempt (which killed Chicago Mayor Anton Cermak sitting next to him). Roosevelt leaned heavily on his "Brain Trust" of academic advisors, especially Raymond Moley when designing his policies; he offered cabinet positions to numerous candidates (sometimes two at a time), but most declined. The cabinet member with the strongest independent base was Cordell Hull at State. William Hartman Woodin at Treasury, was soon replaced by the much more powerful Henry Morgenthau, Jr.


          


          First term, 19331937
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          When Roosevelt was inaugurated in March 1933, the U.S. was at the nadir of the worst depression in its history. A quarter of the workforce was unemployed. Farmers were in deep trouble as prices fell by 60%. Industrial production had fallen by more than half since 1929. Two million were homeless. By the evening of March 4, 32 of the 48 states, as well as the District of Columbia had closed their banks. The New York Federal Reserve Bank was unable to open on the 5th, as huge sums had been withdrawn by panicky customers in previous days. Beginning with his inauguration address, Roosevelt began blaming the economic crisis on bankers and financiers, the quest for profit, and the self-interest basis of capitalism:


          
            
              	

              	Primarily this is because rulers of the exchange of mankind's goods have failed through their own stubbornness and their own incompetence, have admitted their failure, and have abdicated. Practices of the unscrupulous money changers stand indicted in the court of public opinion, rejected by the hearts and minds of men. True they have tried, but their efforts have been cast in the pattern of an outworn tradition. Faced by failure of credit they have proposed only the lending of more money. Stripped of the lure of profit by which to induce our people to follow their false leadership, they have resorted to exhortations, pleading tearfully for restored confidence....The money changers have fled from their high seats in the temple of our civilization. We may now restore that temple to the ancient truths. The measure of the restoration lies in the extent to which we apply social values more noble than mere monetary profit.

              	
            

          


          Historians categorized Roosevelt's program as "relief, recovery and reform". Relief was urgently needed by tens of millions of unemployed. Recovery meant boosting the economy back to normal. Reform meant long-term fixes of what was wrong, especially with the financial and banking systems. Roosevelt's series of radio talks, known as fireside chats, presented his proposals directly to the American public. 


          First New Deal, 19331934


          Roosevelt's " First 100 Days" concentrated on the first part of his strategy: immediate relief. From March 9 to June 16, 1933, he sent Congress a record number of bills, all of which passed easily. To propose programs, Roosevelt relied on leading Senators such as George Norris, Robert F. Wagner and Hugo Black, as well as his Brain Trust of academic advisers. Like Hoover, he saw the Depression caused in part by people no longer spending or investing because they were afraid.


          His inauguration on March 4, 1933 occurred in the middle of a bank panic, hence the backdrop for his famous words: "The only thing we have to fear is fear itself." The very next day he declared a "bank holiday" and announced a plan to allow banks to reopen. However, the number of banks that opened their doors after the "holiday" was less than the number that had been open before. This was his first proposed step to recovery.
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            	Relief measures included the continuation of Hoover's major relief program for the unemployed under the new name, Federal Emergency Relief Administration. The most popular of all New Deal agencies, and Roosevelt's favorite, was the Civilian Conservation Corps (CCC), which hired 250,000 unemployed young men to work on rural local projects. Congress also gave the Federal Trade Commission broad new regulatory powers and provided mortgage relief to millions of farmers and homeowners. Roosevelt expanded a Hoover agency, the Reconstruction Finance Corporation, making it a major source of financing to railroads and industry. Roosevelt made agriculture relief a high priority and set up the first Agricultural Adjustment Administration (AAA). The AAA tried to force higher prices for commodities by paying farmers to take land out of crops and to cut herds.


            	Reform of the economy was the goal of the National Industrial Recovery Act (NIRA) of 1933. It tried to end cutthroat competition by forcing industries to come up with codes that established the rules of operation for all firms within specific industries, such as minimum prices, agreements not to compete, and production restrictions. Industry leaders negotiated the codes which were then approved by NIRA officials. Industry needed to raise wages as a condition for approval. Provisions encouraged unions and suspended anti-trust laws. The NIRA was found to be unconstitutional by unanimous decision of the U.S. Supreme Court on May 27, 1935. Roosevelt opposed the decision, saying "The fundamental purposes and principles of the NIRA are sound. To abandon them is unthinkable. It would spell the return to industrial and labor chaos." In 1933, major new banking regulations were passed. In 1934, the Securities and Exchange Commission was created to regulate Wall Street, with 1932 campaign fundraiser Joseph P. Kennedy in charge.


            	Recovery was pursued through "pump-priming" (that is, federal spending). The NIRA included $3.3 billion of spending through the Public Works Administration to stimulate the economy, which was to be handled by Interior Secretary Harold Ickes. Roosevelt worked with Republican Senator George Norris to create the largest government-owned industrial enterprise in American history, the Tennessee Valley Authority (TVA), which built dams and power stations, controlled floods, and modernized agriculture and home conditions in the poverty-stricken Tennessee Valley. The repeal of prohibition also brought in new tax revenues and helped him keep a major campaign promise.


            	In a controversial move, Roosevelt gave Executive Order 6102 which made all privately held gold of American citizens property of the US Treasury. This gold confiscation by executive order was argued to be unconstitutional, but Roosevelt's executive order asserts authority to do so based on the "War Time Powers Act" of 1917. Gold bullion remained illegal for Americans to own until President Ford rescinded the order in 1974.

          


          Roosevelt tried to keep his campaign promise by cutting the regular federal budget, including 40% cuts to veterans' benefits and cuts in overall military spending. He removed 500,000 veterans and widows from the pension rolls and slashed benefits for the remainder. Protests erupted, led by the Veterans of Foreign Wars. Roosevelt held his ground, but when the angry veterans formed a coalition with Senator Huey Long and passed a huge bonus bill over his veto, he was defeated. He succeeded in cutting federal salaries and the military and naval budgets. He reduced spending on research and educationthere was no New Deal for science until World War II began.


          Roosevelt also kept his promise to push for repeal of Prohibition. In April 1933, he issued an Executive Order redefining 3.2% alcohol as the maximum allowed. That order was preceded by Congressional action in the drafting and passage of the 21st Amendment, which was ratified later that year.


          


          Second New Deal, 19351936
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          After the 1934 Congressional elections, which gave Roosevelt large majorities in both houses, there was a fresh surge of New Deal legislation. These measures included the Works Progress Administration (WPA) which set up a national relief agency that employed two million family heads. However, even at the height of WPA employment in 1938, unemployment was still 12.5% according to figures from Michael Darby. The Social Security Act, established Social Security and promised economic security for the elderly, the poor and the sick. Senator Robert Wagner wrote the Wagner Act, which officially became the National Labor Relations Act. The act established the federal rights of workers to organize unions, to engage in collective bargaining, and to take part in strikes.


          While the First New Deal of 1933 had broad support from most sectors, the Second New Deal challenged the business community. Conservative Democrats, led by Al Smith, fought back with the American Liberty League, savagely attacking Roosevelt and equating him with Marx and Lenin. But Smith overplayed his hand, and his boisterous rhetoric let Roosevelt isolate his opponents and identify them with the wealthy vested interests that opposed the New Deal, setting Roosevelt up for the 1936 landslide. By contrast, the labor unions, energized by the Wagner Act, signed up millions of new members and became a major backer of Roosevelt's reelections in 1936, 1940 and 1944.


          


          Economic environment


          Government spending increased from 8.0% of gross national product (GNP) under Hoover in 1932 to 10.2% of the GNP in 1936. Because of the depression, the national debt as a percentage of the GNP had doubled under Hoover from 16% to 33.6% of the GNP in 1932. While Roosevelt balanced the "regular" budget, the emergency budget was funded by debt, which increased to 40.9% in 1936, and then remained level until World War II, at which time it escalated rapidly. The national debt rose under Hoover, held steady under FDR until the war began, as shown on chart 1.
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          Deficit spending had been recommended by some economists, most notably by John Maynard Keynes of Britain. Some economists in retrospect have argued that the National Labor Relations Act and Agricultural Adjustment Administration were ineffective policies because they relied on price fixing. The GNP was 34% higher in 1936 than in 1932 and 58% higher in 1940 on the eve of war. That is, the economy grew 58% from 1932 to 1940 in 8 years of peacetime, and then grew 56% from 1940 to 1945 in 5 years of wartime. However, the economic recovery did not absorb all the unemployment Roosevelt inherited. Unemployment fell dramatically in Roosevelt's first term, from 25% when he took office to 14.3% in 1937. Afterward, however, it increased to 19.0% in 1938 ('a depression within a depression'), 17.2% in 1939 because of various added taxation ( Undistributed profits tax in Mar. 1936, and the Social Security Payroll Tax 1937, plus the effects of the Wagner Act; the Fair Labor Standards Act and a blizzard of other federal regulations), and stayed high until it almost vanished during World War II when the previously unemployed were conscripted, taking them out of the potential labor supply number.


          During the war, the economy operated under such different conditions that comparison with peacetime is impossible. However, Roosevelt saw the New Deal policies as central to his legacy, and in his 1944 State of the Union Address, he advocated that Americans should think of basic economic rights as a Second Bill of Rights.


          The U.S. economy grew rapidly during Roosevelt's term. However, coming out of the depression, this growth was accompanied by continuing high levels of unemployment; as the median joblessness rate during the New Deal was 17.2%. Throughout his entire term, including the war years, average unemployment was 13%. Total employment during Roosevelt's term expanded by 18.31 million jobs, with an average annual increase in jobs during his administration of 5.3%.


          Roosevelt did not raise income taxes before World War II began; however payroll taxes were also introduced to fund the new Social Security program in 1937. He also got Congress to spend more on many various programs and projects never before seen in American history. However, under the revenue pressures brought on by the depression, most states added or increased taxes, including sales as well as income taxes. Roosevelt's proposal for new taxes on corporate savings were highly controversial in 193637, and were rejected by Congress. During the war he pushed for even higher income tax rates for individuals (reaching a marginal tax rate of 91%) and corporations and a cap on high salaries for executives. In order to fund the war, Congress broadened the base so that almost every employee paid federal income taxes, and introduced withholding taxes in 1943.
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              	Unemployment (% labor force)
            


            
              	Year

              	Lebergott

              	Darby
            


            
              	1933

              	24.9

              	20.6
            


            
              	1934

              	21.7

              	16.0
            


            
              	1935

              	20.1

              	14.2
            


            
              	1936

              	16.9

              	9.9
            


            
              	1937

              	14.3

              	9.1
            


            
              	1938

              	19.0

              	12.5
            


            
              	1939

              	17.2

              	11.3
            


            
              	1940

              	14.6

              	9.5
            


            
              	1941

              	9.9

              	8.0
            


            
              	1942

              	4.7

              	4.7
            


            
              	1943

              	1.9

              	1.9
            


            
              	1944

              	1.2

              	1.2
            


            
              	1945

              	1.9

              	1.9
            

          


          


          Foreign policy, 193337


          The rejection of the League of Nations treaty in 1919 marked the dominance of isolationism from world organizations in American foreign policy. Despite Roosevelt's Wilsonian background, he and Secretary of State Cordell Hull acted with great care not to provoke isolationist sentiment. Roosevelt's "bombshell" message to the world monetary conference in 1933 effectively ended any major efforts by the world powers to collaborate on ending the worldwide depression, and allowed Roosevelt a free hand in economic policy.


          The main foreign policy initiative of Roosevelt's first term was the Good Neighbour Policy, which was a re-evaluation of U.S. policy towards Latin America. Since the Monroe Doctrine of 1823, this area had been seen as an American sphere of influence. American forces were withdrawn from Haiti, and new treaties with Cuba and Panama ended their status as United States protectorates. In December 1933, Roosevelt signed the Montevideo Convention on the Rights and Duties of States, renouncing the right to intervene unilaterally in the affairs of Latin American countries.


          


          Landslide re-election, 1936


          In the 1936 presidential election, Roosevelt campaigned on his New Deal programs against Kansas Governor Alf Landon, who accepted much of the New Deal but objected that it was hostile to business and involved too much waste. Roosevelt and Garner won 60.8% of the vote and carried every state except Maine and Vermont. The New Deal Democrats won even larger majorities in Congress. Roosevelt was backed by a coalition of voters which included traditional Democrats across the country, small farmers, the " Solid South", Catholics, big city machines, labor unions, northern African Americans, Jews, intellectuals and political liberals. This coalition, frequently referred to as the New Deal coalition, remained largely intact for the Democratic Party until the 1960s.


          


          Second term, 19371941


          In dramatic contrast to the first term, very little major legislation was passed in the second term. There was a United States Housing Authority (1937), a second Agricultural Adjustment Act and the Fair Labor Standards Act (FLSA) of 1938, which created the minimum wage. When the economy began to deteriorate again in late 1937, Roosevelt responded with an aggressive program of stimulation, asking Congress for $5 billion for WPA relief and public works. This managed to eventually create a peak of 3.3 million WPA jobs by 1938.


          The Supreme Court was the main obstacle to Roosevelt's programs during his second term, overturning many of his programs. In particular in 1935 the Court unanimously ruled that the National Recovery Act (NRA) was an unconstitutional delegation of legislative power to the president. Roosevelt stunned Congress in early 1937 by proposing a law allowing him to appoint five new justices, a "persistent infusion of new blood". This " court packing" plan ran into intense political opposition from his own party, led by Vice President Garner, since it seemed to upset the separation of powers and give the President control over the Court. Roosevelt's proposals were defeated. The Court also drew back from confrontation with the administration by finding the Labor Relations and Social Security Acts to be constitutional. Deaths and retirements on the Supreme Court soon allowed Roosevelt to make his own appointments to the bench with little controversy. Between 1937 and 1941, he appointed eight liberal justices to the court.


          Roosevelt had massive support from the rapidly growing labor unions, but now they split into bitterly feuding AFL and CIO factions, the latter led by John L. Lewis. Roosevelt pronounced a "plague on both your houses", but the disunity weakened the party in the elections from 1938 through 1946.


          Determined to overcome the opposition of conservative Democrats in Congress (mostly from the South), Roosevelt involved himself in the 1938 Democratic primaries, actively campaigning for challengers who were more supportive of New Deal reform. His targets denounced Roosevelt for trying to take over the Democratic party and used the argument that they were independent to win reelection. Roosevelt failed badly, managing to defeat only one target, a conservative Democrat from New York City.


          In the November 1938 election, Democrats lost six Senate seats and 71 House seats. Losses were concentrated among pro-New Deal Democrats. When Congress reconvened in 1939, Republicans under Senator Robert Taft formed a Conservative coalition with Southern Democrats, virtually ending Roosevelt's ability to get his domestic proposals enacted into law. The minimum wage law of 1938 was the last substantial New Deal reform act passed by Congress.


          


          Foreign policy, 19371941


          


          The rise to power of dictator Adolf Hitler in Germany aroused fears of a new world war. In 1935, at the time of Italy's invasion of Ethiopia, Congress passed the Neutrality Act, applying a mandatory ban on the shipment of arms from the U.S. to any combatant nation. Roosevelt opposed the act on the grounds that it penalized the victims of aggression such as Ethiopia, and that it restricted his right as President to assist friendly countries, but public support was overwhelming so he signed it. In 1937, Congress passed an even more stringent act, but when the Sino-Japanese War broke out in 1937, public opinion favored China, and Roosevelt found various ways to assist that nation.


          In October 1937, he gave the Quarantine Speech aiming to contain aggressor nations. He proposed that warmongering states be treated as a public health menace and be "quarantined." Meanwhile he secretly stepped up a program to build long range submarines that could blockade Japan.


          On September 4, 1938 in the midst of the great crisis in Europe that was to culminate in the Munich Agreement, during the unveiling of a plaque in France honoring Franco-American friendship, the American Ambassador, and close friend of Roosevelts William C. Bullitt stated that "France and the United States were united in war and peace", leading to much speculation in the press that if war did break over Czechoslovakia, then the United States would join the war on the Allied side. Roosevelt disallowed this interpretation of Bullitts remarks in a press conference on September 9, stating it was 100% wrong the U.S. would join a stop-Hitler bloc under any circumstances, and made it quite clear in the event of German aggression against Czechoslovakia, the U.S. would remain neutral. Upon Neville Chamberlains return to London from the Munich Conference, Roosevelt sent him a two word telegram reading Good Man, which has been the subject of much debate, with the majority opinion arguing that the telegram was meant to be congratulatory with the minority opinion opposing that interpretation.


          When World War II broke out in 1939, Roosevelt rejected the Wilsonian neutrality stance and sought ways to assist Britain and France militarily. He began a regular secret correspondence with Winston Churchill discussing ways of supporting Britain.


          For foreign policy advice, Roosevelt turned to Harry Hopkins, who became his chief wartime advisor. They sought innovative ways to help Britain, whose financial resources were exhausted by the end of 1940. Congress, where isolationist sentiment was in retreat, passed the Lend-Lease Act in March 1941, allowing the U.S. to give Britain, Russia, China and others $50 billion of military supplies 194145. In sharp contrast to the loans of World War I, there would be no repayment after the war. Roosevelt was a lifelong free trader and anti-imperialist, and ending European colonialism was one of his objectives. Roosevelt forged a close personal relationship with First Lord of Admiralty, Winston Churchill, who became Prime Minister of the UK in May 1940.


          In May 1940, Germany invaded Denmark, Norway, the Netherlands, Belgium, Luxembourg, and France, leaving Britain vulnerable to invasion. Roosevelt, who was determined that Britain not be defeated, took advantage of the rapid shifts of public opinion. A consensus was clear that military spending had to be dramatically expanded. There was no consensus on how much the U.S. should risk war in helping Britain. FDR appointed two interventionist Republican leaders, Henry L. Stimson and Frank Knox, as Secretaries of War and the Navy respectively. The fall of Paris shocked American opinion, and isolationist sentiment declined. Both parties gave support to his plans to rapidly build up the American military, but the isolationists warned that Roosevelt would get the nation into an unnecessary war with Germany. He successfully urged Congress to enact the first peacetime draft in United States history in 1940 (it was renewed in 1941 by one vote in Congress). Roosevelt was supported by the Committee to Defend America by Aiding the Allies, and opposed by the America First Committee.


          Roosevelt used his personal charisma to build support for intervention. America should be the " Arsenal of Democracy," he told his fireside audience. On September 2, 1940, Roosevelt openly defied the Neutrality Acts by passing the Destroyers for Bases Agreement, which gave 50 American destroyers to Britain in exchange for military base rights in the British Caribbean islands and Newfoundland. This was a precursor of the March 1941 Lend-Lease agreement which began to direct massive military and economic aid to Britain, the Republic of China and the Soviet Union.


          


          Third term, 19411945


          


          Election of 1940


          The two-term tradition had been an unwritten rule ( until after his presidency) since George Washington declined to run for a third term in 1796, and both Ulysses S. Grant and Theodore Roosevelt were attacked for trying to obtain a third non-consecutive term. FDR systematically undercut prominent Democrats who were angling for the nomination, including two cabinet members, Secretary of State Cordell Hull and James Farley, Roosevelt's campaign manager in 1932 and 1936, Postmaster General and Democratic Party chairman. Roosevelt moved the convention to Chicago where he had strong support from the city machine (which controlled the auditorium sound system). At the convention the opposition was poorly organized but Farley had packed the galleries. Roosevelt sent a message saying that he would not run, unless he was drafted, and that the delegates were free to vote for anyone. The delegates were stunned; then the loudspeaker screamed "We want Roosevelt... The world wants Roosevelt!" The delegates went wild and he was nominated by 946 to 147. The new vice presidential nominee was Henry A. Wallace, the liberal intellectual who was Secretary of Agriculture.


          In his campaign against Republican Wendell Willkie, Roosevelt stressed both his proven leadership experience and his intention to do everything possible to keep the United States out of war. He won the 1940 election with 55% of the popular vote and 38 of the 48 states. A shift to the left within the Administration was shown by the naming of Henry A. Wallace as Vice President in place of the conservative Texan John Nance Garner, who had become a bitter enemy of Roosevelt after 1937.


          


          Policies
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          Roosevelt's third term was dominated by World War II, in Europe and in the Pacific. Roosevelt slowly began re-armament in 1938 since he was facing strong isolationist sentiment from leaders like Senators William Borah and Robert Taft who supported re-armament. By 1940, it was in high gear, with bipartisan support, partly to expand and re-equip the United States Army and Navy and partly to become the " Arsenal of Democracy" supporting Britain, France, China and (after June 1941), the Soviet Union. As Roosevelt took a firmer stance against the Axis Powers, American isolationistsincluding Charles Lindbergh and America Firstattacked the President as an irresponsible warmonger. Unfazed by these criticisms and confident in the wisdom of his foreign policy initiatives, FDR continued his twin policies of preparedness and aid to the Allied coalition. On December 29, 1940, he delivered his Arsenal of Democracy fireside chat, in which he made the case for involvement directly to the American people, and a week later he delivered his famous Four Freedoms speech in January 1941, further laying out the case for an American defense of basic rights throughout the world.


          The military buildup spurred economic growth. By 1941, unemployment had fallen to under 1 million. There was a growing labor shortage in all the nation's major manufacturing centers, accelerating the Great Migration of African-American workers from the Southern states, and of underemployed farmers and workers from all rural areas and small towns. The homefront was subject to dynamic social changes throughout the war, though domestic issues were no longer Roosevelt's most urgent policy concerns.


          When Germany invaded the Soviet Union in June 1941, Roosevelt extended Lend-Lease to the Soviets. During 1941, Roosevelt also agreed that the U.S. Navy would escort Allied convoys as far east as Britain and would fire upon German ships or submarines if they attacked Allied shipping within the U.S. Navy zone. Moreover, by 1941, U.S. Navy aircraft carriers were secretly ferrying British fighter planes between the UK and the Mediterranean war zones, and the British Royal Navy was receiving supply and repair assistance at American naval bases in the United States.


          Thus, by mid-1941, Roosevelt had committed the U.S. to the Allied side with a policy of "all aid short of war." Roosevelt met with Churchill on August 14, 1941, to develop the Atlantic Charter in what was to be the first of several wartime conferences. In July 1941, Roosevelt ordered Secretary of War Henry Stimson to begin planning for total American military involvement. The resulting "Victory Program," under the direction of Albert Wedemeyer, provided the President with the estimates necessary for the total mobilization of manpower, industry, and logistics to defeat the "potential enemies" of the United States. The program also planned to dramatically increase aid to the Allied nations and to have ten million men in arms, half of whom would be ready for deployment abroad in 1943. Roosevelt was firmly committed to the Allied cause and these plans had been formulated before the Japanese attacked Pearl Harbour.


          


          Pearl Harbour
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          After Japan occupied northern French Indochina in late 1940, he authorized increased aid to the Republic of China. In July 1941, after Japan occupied the remainder of Indo-China, he cut off the sales of oil. Japan thus lost more than 95% of its oil supply. Roosevelt continued negotiations with the Japanese government. Meanwhile he started shifting the long-range B-17 bomber force to the Philippines.


          On December 4, 1941, The Chicago Tribune revealed "Rainbow Five," a top-secret war plan drawn up at President Franklin Roosevelt's order. "Rainbow Five" called for a 10-million man army invading Europe in 1943 on the side of Britain and Russia.


          On December 6, President Roosevelt read an intercepted Japanese message and told his assistant Harry Hopkins, "This means war." He never warned Admiral Husband Kimmel or Lt. Gen. Walter Short after reception of the message before the Pearl Harbour attack.


          On December 7, 1941, the Japanese attacked the US Pacific Fleet at Pearl Harbour, destroying or damaging 16 warships, including most of the fleet's battleships, and killing more than 2,400 American military personnel and civilians. In the weeks after the attack the Japanese conquered the Philippines and the British and Dutch colonies in Southeast Asia, taking Singapore in February 1942 and advancing through Burma to the borders of British India by May, cutting off the overland supply route to the Republic of China. Antiwar sentiment in the United States evaporated overnight and the country united behind Roosevelt. It is at this time Roosevelt gave the famous " Infamy Speech."


          Despite the wave of anger that swept across the U.S. in the wake of Pearl Harbour, Roosevelt decided from the start that the defeat of Nazi Germany had to take priority. On December 11, 1941, this strategic decision was made easier to implement when Germany and Italy declared war on the United States. Roosevelt met with Churchill in late December and planned a broad informal alliance between the U.S., Britain, China and the Soviet Union, with the objectives of halting the German advances in the Soviet Union and in North Africa; launching an invasion of western Europe with the aim of crushing Nazi Germany between two fronts; and saving China and defeating Japan.


          


          Internment of Japanese


          There was growing pressure to imprison Japanese and Japanese-Americans on the West Coast of the US due to fears of terrorism, espionage, and/or sabotage. On February 19, 1942, President Roosevelt signed Executive Order 9066 which imprisoned the Issei (first generation of Japanese who immigrated to the US) and their children, Nisei (who were US citizens).


          


          War strategy
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          The "Big Three" (Roosevelt, Churchill, and Joseph Stalin), together with Chiang Kai-shek cooperated informally in which American and British troops concentrated in the West, Russian troops fought on the Eastern front, and Chinese, British and American troops fought in the Pacific. The Allies formulated strategy in a series of high profile conferences as well as contact through diplomatic and military channels. Roosevelt guaranteed that the U.S. would be the "Arsenal of Democracy" by shipping $50 billion of Lend Lease supplies, primarily to Britain and also to the USSR, China and other Allies.


          Roosevelt acknowledged that the U.S. had a traditional antipathy towards the British Empire. In One Christmas in Washington, a dinner meeting between Roosevelt and Churchill is described, in which Roosevelt is quoted as saying:


          
            	"It's in the American tradition, this distrust, this dislike and even hatred of Britain -- the Revolution, you know, and 1812; and India and the Boer War, and all that. There are many kinds of Americans of course, but as a people, as a country, we're opposed to Imperialismwe can't stomach it."

          


          The U.S. War Department took the view that the quickest way to defeat Germany was to invade France across the English Channel. Churchill, wary of the casualties he feared this would entail, favored a more indirect approach, advancing northwards from the Mediterranean Sea. Roosevelt rejected this plan. Stalin advocated opening a Western front at the earliest possible time, as the bulk of the land fighting in 194244 was on Soviet soil.


          The Allies undertook the invasions of French Morocco and Algeria ( Operation Torch) in November 1942, of Sicily ( Operation Husky) in July 1943, and of Italy ( Operation Avalanche) in September 1943. The strategic bombing campaign was escalated in 1944, pulverizing all major German cities and cutting off oil supplies. It was a 50-50 British-American operation. Roosevelt picked Dwight D. Eisenhower, and not George Marshall, to head the Allied cross-channel invasion, Operation Overlord that began on D-Day, June 6, 1944. Some of the most costly battles of the war ensued after the invasion, and the Allies were blocked on the German border in the "Battle of the Bulge" in December 1944. When Roosevelt died on April 12, 1945, Allied forces were closing in on Berlin.


          Meanwhile, in the Pacific, the Japanese advance reached its maximum extent by June 1942, when the U.S. Navy scored a decisive victory at the Battle of Midway. American and Australian forces then began a slow and costly progress through the Pacific islands, with the objective of gaining bases from which strategic airpower could be brought to bear on Japan and from which Japan could ultimately be invaded. Roosevelt gave way in part to insistent demands from the public and Congress that more effort be devoted against Japan; he always insisted on Germany first.


          


          Post-war planning
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          By late 1943, it was apparent that the Allies would ultimately defeat Nazi Germany, and it became increasingly important to make high-level political decisions about the course of the war and the postwar future of Europe. Roosevelt met with Churchill and the Chinese leader Chiang Kai-shek at the Cairo Conference in November 1943, and then went to Tehran to confer with Churchill and Stalin. At the Tehran Conference, Roosevelt and Churchill told Stalin about the plan to invade France in 1944, and Roosevelt also discussed his plans for a postwar international organization. For his part, Stalin insisted on the redrawing the frontiers of Poland. Stalin supported Roosevelt's plan for the United Nations and promised to enter the war against Japan 90 days after Germany was defeated.


          By the beginning of 1945, however, with the Allied armies advancing into Germany and the Soviets in control of Poland, the issues had to come out into the open. In February, Roosevelt, despite his steadily deteriorating health, traveled to Yalta, in the Soviet Crimea, to meet again with Stalin and Churchill. After the war Polish Americans criticized the Yalta Conference for legitimizing Soviet control of Eastern Europe. However, Roosevelt had already lost control of the situation, and put all his hopes on postwar deals with Stalin. A desire to maintain a good working relationship with Stalin during the war may have been a factor in Roosevelt's reluctance to agree with Churchill's proposal to aid the Poles in the Warsaw Uprising against Stalin's wishes and suppressing a report by George Earle that assigned responsibility for the Katyń Massacre to the Soviets.


          


          Fourth term and death, 1945


          


          Election of 1944


          Roosevelt, only 62 in 1944, was in declining health since at least 1940. The strain of his paralysis and the physical exertion needed to compensate for it for over 20 years had taken their toll, as had many years of stress and a lifetime of chain-smoking. He had high blood pressure and long-term heart disease. Aware of the risk that Roosevelt would die during his fourth term, the party regulars insisted that Henry A. Wallace, who was seen as too pro-Soviet, be dropped as Vice President. After considering James F. Byrnes of South Carolina, and being turned down by Indiana Governor Henry F. Schricker, Roosevelt replaced Wallace with the little-known Senator Harry S. Truman. In the 1944 election, Roosevelt and Truman won 53% of the vote and carried 36 states, against New York Governor Thomas E. Dewey.


          


          Last days, death and memorial


          The President left the Yalta Conference on February 12, 1945, and flew to Egypt and boarded the USS Quincy operating on the Great Bitter Lake near the Suez Canal. Aboard Quincy, the next day he met with Farouk I, king of Egypt, and Haile Selassie, emperor of Ethiopia. On February 14, he held an historic meeting with King Abdulaziz, the founder of Saudi Arabia, a meeting which holds profound significance in U.S.-Saudi relations even today. After a final meeting between Roosevelt and Prime Minister Winston Churchill, Quincy steamed for Algiers, arriving February 18, at which time Roosevelt conferred with American ambassadors to Britain, France and Italy.
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          When he returned to the United States, he addressed Congress on March 1 about the Yalta Conference, and many were shocked to see how old, thin and frail he looked. He spoke while seated in the well of the House, an unprecedented concession to his physical incapacity. But mentally he was still in full command. "The Crimean Conference," he said firmly, "ought to spell the end of a system of unilateral action, the exclusive alliances, the spheres of influence, the balances of power, and all the other expedients that have been tried for centuries  and have always failed. We propose to substitute for all these, a universal organization in which all peace-loving nations will finally have a chance to join."


          During March 1945, he sent strongly worded messages to Stalin accusing him of breaking his Yalta commitments over Poland, Germany, prisoners of war and other issues. When Stalin accused the western Allies of plotting a separate peace with Hitler behind his back, Roosevelt replied: "I cannot avoid a feeling of bitter resentment towards your informers, whoever they are, for such vile misrepresentations of my actions or those of my trusted subordinates."


          On March 30, 1945, Roosevelt went to Warm Springs to rest before his anticipated appearance at the founding conference of the United Nations. On the afternoon of April 12, Roosevelt said, "I have a terrific headache" and was carried into his bedroom. The doctor diagnosed that he had suffered a massive cerebral hemorrhage. Later that day, he died. As Allen Drury later said, so ended an era, and so began another.


          At the time he collapsed, Roosevelt had been sitting for a portrait painting by the artist Elizabeth Shoumatoff, resulting in the famous Unfinished Portrait of FDR. Lucy Mercer, his former mistress, was with him at the time of his death, and Shoumatoff, who maintained close friendships with both Roosevelt and Mercer, rushed her away to avoid negative publicity and implications of infidelity. In his latter years at the White House, Roosevelt was increasingly overworked and his daughter Anna Roosevelt Boettiger had moved in to provide her father companionship and support. Anna had also arranged for her father to meet with the now widowed Lucy Mercer Rutherfurd. When Eleanor heard about her husband's death, she was also faced with the news that Anna had been arranging these meetings with Lucy and that Lucy had been with Franklin when he died.
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          Roosevelt's death was met with shock and grief across the U.S. and around the world. His declining health had not been known to the general public. Roosevelt had been president for more than 12 years, longer than any other person, and had led the country through some of its greatest crises to the impending defeat of Nazi Germany and to within sight of the defeat of Japan as well.


          Roosevelt was interred in the town of his birth at the Franklin D. Roosevelt National Historic Site at Hyde Park in Dutchess County, New York.


          Less than a month after his death, on May 8, came the moment Roosevelt fought for: V-E Day. President Harry Truman, who turned 61 that day, dedicated V-E Day and its celebrations to Roosevelt's memory, paying tribute to his commitment to ending the war in Europe. He also kept flags across the U.S. at half-staff for the remainder of the 30-day mourning period, again to pay tribute to Roosevelt's commitment to ending the war in Europe.


          


          Civil rights issues


          Roosevelt's record on civil rights has been the subject of much controversy. He was a hero to large minority groups, especially African-Americans, Catholics and Jews. African-Americans and Native Americans fared well in the New Deal relief programs, although they were not allowed to hold significant leadership roles in the WPA and CCC. Roosevelt needed the support of Southern Democrats for his New Deal programs, and therefore decided not to push for anti- lynching legislation that might threaten his ability to pass his highest priority programs. Roosevelt was highly successful in attracting large majorities of African-Americans, Jews and Catholics into his New Deal coalition. Beginning in 1941 Roosevelt issued a series of executive orders designed to guarantee racial, religious and ethnic minorities a fair share of the new wartime jobs. He pushed for admission of African-Americans into better positions in the military. In 1942 Roosevelt made the final decision in ordering the internment of Japanese, Italian and German Americans (many not released until well after the War's end) during World War II. Beginning in the 1960s he was charged with not acting decisively enough to prevent or stop the Holocaust which killed 6 million Jews. Critics cite episodes such as when in 1939, the 936 Jewish refugees on board the SS St. Louis were denied asylum and not allowed into the United States.
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                President Roosevelt appointed nine Justices to the Supreme Court of the United States, more than any other President except George Washington, who appointed eleven. By 1941, eight of the nine Justices were Roosevelt appointees.
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          Roosevelt has been consistently ranked as one of the greatest U.S. presidents in historical rankings.


          A 1999 survey by C-SPAN found that by a wide margin academic historians consider Abraham Lincoln, George Washington and Roosevelt the three greatest presidents, consistent with other surveys. Roosevelt is the sixth most admired person from the 20th century by US citizens, according to Gallup.


          Both during and after his terms, critics of Roosevelt questioned not only his policies and positions, but also the consolidation of power that occurred because of his lengthy tenure as president, his service during two major crises, and his enormous popularity. The rapid expansion of government programs that occurred during Roosevelt's term redefined the role of the government in the United States, and Roosevelt's advocacy of government social programs was instrumental in redefining liberalism for coming generations.


          Roosevelt firmly established the United States' leadership role on the world stage, with pronouncements such as his Four Freedoms speech, forming a basis for the active role of the United States in the war and beyond. The prominence of accused spies such as Alger Hiss and Harry Dexter White in Roosevelt's government has, however, led some to accuse Roosevelt's administration of being too accommodating of Stalin.


          After Franklin's death, Eleanor Roosevelt continued to be a forceful presence in U.S. and world politics, serving as delegate to the conference which established the United Nations and championing civil rights. Many members of his administration played leading roles in the administrations of Truman, Kennedy and Johnson, each of whom embraced Roosevelt's political legacy.


          Roosevelt's home in Hyde Park is now a National historic site and home to his Presidential library. His retreat at Warm Springs, Georgia is a museum operated by the state of Georgia. His summer retreat on Campobello Island is maintained by the governments of both Canada and the United States as Roosevelt Campobello International Park; the island is accessible via the Franklin Delano Roosevelt Bridge.


          The Roosevelt Memorial is located in Washington, D.C. next to the Jefferson Memorial on the Tidal Basin, and Roosevelt's image appears on the Roosevelt dime. Many parks, schools and roads, as well as an aircraft carrier and a Paris subway station, have been named in his honour.


          Reflecting on Roosevelt's presidency, "which brought the United States through the Great Depression and World War II to a prosperous future", said FDR's biographer Jean Edward Smith in 2007, "He lifted himself from a wheelchair to lift the nation from its knees."
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          Franklin Pierce ( November 23, 1804  October 8, 1869) was an American politician and the fourteenth President of the United States, serving from 1853 to 1857. To date, he is the only president from New Hampshire.


          Pierce was a Democrat and a " doughface" (a Northerner with Southern sympathies) who served in the U.S. House of Representatives and Senate. Later, Pierce took part in the Mexican-American War and became a brigadier general. His private law practice in his home state, New Hampshire, was so successful that he was offered several important positions, which he turned down. Later, he was nominated for president as a dark horse candidate on the 49th ballot at the 1852 Democratic National Convention. In the presidential election, Pierce and his running mate William R. King won by a landslide, defeating the Whig Party ticket of Winfield Scott and William A. Graham by a 50 to 44% margin in the popular vote and 254 to 42 in the electoral vote.


          His good looks and inoffensive personality caused him to make many friends, but he suffered tragedy in his personal life and as president subsequently made decisions which were widely criticized and divisive in their effects, thus giving him the reputation as one of the worst presidents in U.S. history. Pierce's popularity in the North declined sharply after he came out in favour of the Kansas-Nebraska Act, repealing the Missouri Compromise and reopening the question of the expansion of slavery in the West. Pierce's credibility was further damaged when several of his diplomats issued the Ostend Manifesto. Historian David Potter concludes that the Ostend Manifesto and the Kansas-Nebraska Act were "the two great calamities of the Franklin Pierce administration.... Both brought down an avalanche of public criticism." More important says Potter, they permanently discredited Manifest Destiny and popular sovereignty.


          Abandoned by his party, Pierce was not renominated at the 1856 presidential election and was replaced by James Buchanan. After losing the Democratic nomination, Pierce continued his lifelong struggle with alcoholism as his marriage to Jane Means Appleton Pierce fell apart. His reputation was destroyed during the American Civil War when he declared support for the Confederacy, and personal correspondence between Pierce and Confederate President Jefferson Davis was leaked to the press. He died in 1869 from cirrhosis.


          Philip B. Kunhardt and Peter W. Kunhardt reflected the views of many historians when they wrote in The American President that Pierce was "a good man who didn't understand his own shortcomings. He was genuinely religious, loved his wife and reshaped himself so that he could adapt to her ways and show her true affection. He was one of the most popular men in New Hampshire, polite and thoughtful, easy and good at the political game, charming and fine and handsome. However, he has been criticized as timid and unable to cope with a changing America."


          


          Early life


          Franklin Pierce was born in a log cabin near Hillsborough, New Hampshire, the second future U.S. president to be born in the Nineteenth century. The site of his birth is now under Franklin Pierce Lake. Pierce's father was Benjamin Pierce, a frontier farmer who became a Revolutionary War soldier, a state militia general, and a two-time governor of New Hampshire. His mother was Anna Kendrick. He was the sixth of eight children; he had four brothers and three sisters.
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          Pierce attended school at Hillsborough Centre and moved to the Hancock Academy in Hancock at the age of 11; he was transferred to Francestown Academy in the spring of 1820. Friends recalled that just after he entered the school, he became homesick and returned home on foot. His father put him into a wagon, drove him halfway back to the academy, and left him at the roadside, never saying a word. The boy trudged the remaining 7 miles back to school. Later that year he was transferred to Phillips Exeter Academy to prepare for college. In fall 1820, he entered Bowdoin College in Brunswick, Maine, where he participated in literary, political, and debating clubs.


          There he met writer Nathaniel Hawthorne, with whom he formed a lasting friendship, and Henry Wadsworth Longfellow. He also met Calvin E. Stowe, Seargent S. Prentiss, and his future political rival, John P. Hale, when he joined the Athenian Society, a group of students with progressive political leanings.


          In his second year of college, his grades were the lowest in his class but he worked to improve them, and graduated in 1824, third in his class. After graduation, in 1826, he entered a law school in Northampton, Massachusetts, studying under Governor Levi Woodbury, and later Judges Samuel Howe and Edmund Parker, in Amherst, New Hampshire.
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          He was admitted to the bar and began a law practice in Concord, New Hampshire in 1827.


          


          Early political career


          After graduating from college, Pierce entered politics and rose to a central position in the Democratic party of New Hampshire and became a member of the Concord Regency leadership group. In 1828 he was elected to the lower house of the New Hampshire General Court, the New Hampshire House of Representatives. He served in the State House from 1829 to 1833, and as Speaker from 1832 to 1833. Pierce served in the state legislature of New Hampshire while his father was governor.


          In 1832, Pierce was elected as a Democrat to the 23rd and 24th Congresses ( March 4, 1833  March 4, 1837). He was only 27 years old, the youngest U.S. Representative at the time.


          In 1836, he was elected by the New Hampshire General Court as a Democrat to the United States Senate, serving from March 4, 1837, to February 28, 1842, when he resigned. He was chairman of the U.S. Senate Committee on Pensions during the 26th Congress.


          After his service in the Senate, Pierce resumed the practice of law in Concord with his partner Asa Fowler. He was United States Attorney for the District of New Hampshire from 1845 to 1847. He refused the Democratic nomination for Governor of New Hampshire and also declined the appointment as Attorney General of the United States tendered by President James K. Polk.


          


          Family


          On November 19, 1834, Pierce married Jane Means Appleton (1806-63), the daughter of a former president of Bowdoin College. Appleton was Pierce's opposite. Born into an aristocratic Whig family, she was extremely shy, often ill, deeply religious, and pro- temperance. They had three children, who all died in childhood. Two of their children died very young and the last one survived until the age of 11 and was killed in a train wreck. None of them lived to see their father become president.
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          Jane was never happy with her husband's involvement in the political world. She hated life in Washington, D.C., and encouraged Pierce to resign his Senate seat and return to New Hampshire, which he did in 1841. After the death of her last child, shortly before Pierce's inauguration, she was overcome with melancholia and she distanced herself during her husband's presidency. Pierce's personal life caused him a great deal of pain and he was known to many as being a heavy drinker.


          Franklin Pierce, Jr. ( February 2, 1836  February 5, 1836) died three days after birth.


          Frank Robert Pierce ( August 27, 1839  November 14, 1843) died at the age of four from epidemic typhus.


          Benjamin "Bennie" Pierce ( April 13, 1841  January 16, 1853) died at the age of 11 in a tragic railway accident in Andover, Massachusetts which his parents witnessed, 1 month before the inauguration of his father.


          


          Mexican War


          He enlisted in the volunteer services during the Mexican-American War and was soon made a colonel. In March 1847, he was appointed brigadier general of volunteers and took command of a brigade of reinforcements for Winfield Scott's army marching on Mexico City. His brigade was designated the 1st Brigade in the newly created 3rd Division and joined Scott's army in time for the Battle of Contreras. During the battle he was seriously wounded in the leg when he fell from his horse.


          He returned to his command the following day, but during the Battle of Churubusco, the pain in his leg became so great that he passed out and was carried from the field. His political opponents used this against him, claiming that he left the field because of cowardice instead of injury. He again returned to command and led his brigade throughout the rest of the campaign culminating in the capture of Mexico City. Although he was a political appointee, he proved to have some skill as a military commander. He returned home and served as president of the New Hampshire State constitutional convention in 1850.


          


          Election of 1852
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          At the Democratic National Convention of 1852, Pierce was not initially given serious consideration for the presidential nomination. He had no credentials as a major political figure or statesman, he was not a military hero, and had not held elective office for the last ten years. The convention assembled on June 12 in Baltimore, Maryland, with four major contenders Stephen A. Douglas, William L. Marcy, James Buchanan and Lewis Cass  for the nomination. Most of those who had left the party with Martin Van Buren to form the Free Soil Party had returned. Prior to the vote to determine the nominee, a party platform was adopted, opposing any further "agitation" over the slavery issue and supporting the Compromise of 1850 in an effort to unite the various Democratic Party factions.


          When the balloting for president began, the four candidates deadlocked, with no candidate reaching even a simple majority, much less the required supermajority of two-thirds. On the 35th ballot, Pierce was put forth to break the deadlock as a compromise candidate. Pierce was generally popular due to his long career as a party activist and consistent support of Democratic positions. He had never fully articulated his views on slavery, allowing him to be acceptable to all factions. He also had served in the Mexican-American War, which allowed the party to portray him as a war hero. Pierce was nominated unanimously on the 49th ballot on June 5. Alabama Senator William R. King was chosen as the nominee for Vice President.


          Pierce's opponent was the United States Whig Party candidate, General Winfield Scott of Virginia, under whom Pierce served during the Mexican-American War, and his running mate, Secretary of the Navy William A. Graham. Pierce easily prevailed as Scott  nicknamed Old Fuss and Feathers  ran a blundering campaign.


          The Whigs' platform was almost indistinguishable from that of the Democrats, reducing the campaign to a contest between the personalities of the two candidates and helping to drive down voter turnout in the election to its lowest percentage level since 1836. Pierce's likable personality and lack of strongly held positions helped him prevail over Scott, whose anti-slavery views hurt him in the South. Scott's strength as a known war hero was countered by Pierce's service in the same war.


          Pierce was also helped by Irish Catholic support of the Democratic Party and disdain for the Whig Party.
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          The Democrats' slogan was "We Polked you in 1844; we shall Pierce you in 1852!" (a reference to the victory of James K. Polk in the 1844 election). This proved to be true, as Scott only won the states of Kentucky, Tennessee, Massachusetts, and Vermont. The total popular vote was 1,601,274 to 1,386,580, or 50.9% to 44.1%. Pierce won 27 of the 31 states, including Scott's home state of Virginia. John P. Hale, who like Pierce was from New Hampshire, was the nominee of the remnants of the Free Soil Party, garnering 155,825 votes (5% of the total).


          The election of 1852 would be the last presidential contest in which the Whigs would field a candidate. In 1854, the Kansas-Nebraska Act divided the Whigs, with the Northern Whigs deeply opposed. As a result, the Whigs splintered and most of their membership migrated to the nativist American Party Know-Nothings, the Constitutional Union Party, and the newly formed Republicans.


          At his inauguration, Pierce was the youngest President ever, age 48, a record he would keep until 46-year-old Ulysses S. Grant was inaugurated president in 1869.


          Results of the election: Pierce/King: 254 electoral votes, 1.6 million popular votes Scott/Graham: 42 electoral votes, 1.3 million popular votes Hale/Julian: 0 electoral votes, 155,000 popular votes.


          


          Presidency 1853-1857
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          Beginnings


          Franklin Pierce assumed presidency at a time of relative tranquility and peace. The Compromise of 1850 seemed to have calmed the storm around the issue of slavery. When the issue suddenly resurfaced during his administration, however, Pierce did little to deal with it and the sectional fissures reopened. He was able to follow in the footsteps of previous party presidents because he was committed to the same causes they were and because other party member saw the virtues of the qualities he possessed. Pierce served as U.S. President from March 4, 1853, to March 4, 1857. Two months before he took office on January 6, 1853, shortly after boarding a train in Boston, president-elect Pierce and his family were trapped in a derailed car when it rolled over an embankment near Andover, Massachusetts. Pierce and his wife survived and were merely shaken up, but they watched as their 11-year-old son Benjamin ("Bennie") was crushed to death. Grief-stricken, Pierce entered the presidency nervously exhausted.


          The family had already lost two children to typhus, and Jane Pierce believed the train accident was divine punishment for her husband's acceptance of the high office of the presidency. Other events deepened the somber mood of the new administration: former First Lady Abigail Fillmore's death in March and that of Vice President William R. King in April. As a result, Pierce chose to " affirm" his Oath of Office on a law book rather than the Bible. He is among a small number of Presidents who did not take the presidential oath on a Bible. (As an example,Theodore Roosevelt did not place his hand on anything at all). In his inaugural address, Pierce proclaimed an era of peace and prosperity at home and vigor in relations with other nations, saying that the United States might have to acquire additional possessions for the sake of its own security and would not be deterred by "any timid forebodings of evil."


          


          Policies


          Pierce selected for his Cabinet not men of similar beliefs but a broad cross-section of people he personally knew and of the Democratic Party itself. Many thought that the diverse group would soon break up, but instead it became the only Cabinet, as of 2008, that remained unchanged through a four-year term. In foreign policy, Pierce showed a traditional Democratic assertiveness. When Pierce came into office, there were significant tensions with a weak Spain, a reclusive Japan, and a powerful Britain creating problems in Central America. Just as in domestic affairs, Pierce's leadership came into question because he seemed to be too overwhelmed by forces he could not control.


          Pierce aroused sectional apprehension when he pressured the United Kingdom to relinquish its special interests along part of the Central American coast, and when he tried to persuade Spain to sell Cuba for $100 million (USD) because of the expansive sugar crop in Cuba.


          The release of the Ostend Manifesto, signed by several of Pierce's cabinet members, caused outrage with its suggestion that the U.S. seize Cuba by force, and permanently discredited the Democratic Party's expansionist policies, which it had so famously ridden to victory in 1844.
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          But the most controversial event of Pierce's presidency was the Kansas-Nebraska Act, which repealed the Missouri Compromise and reopened the question of slavery in the West. This measure, the handiwork of Senator Stephen A. Douglas, allegedly grew out of his desire to promote a railroad from Chicago, Illinois to California through Nebraska. This problem came as much of a surprise to Pierce and the rest of his party members since they had spent a great deal of time calming down and fixing the difficult sectional tension. The party leaders thought they had succeeded in doing this with measures like the Compromise of 1850.


          Secretary of War Jefferson Davis, advocate of a southern transcontinental route, had persuaded Pierce to send James Gadsden to Mexico to buy land for a southern railroad. He purchased the area now comprising southern Arizona and part of southern New Mexico for $10 million (USD), commonly known as the Gadsden Purchase. This became known as the greatest success of the Pierce presidency.


          Douglas, to win Southern support for the organization of Nebraska, placed in his bill a provision declaring the Missouri Compromise null and void. Douglas provided in his bills that the residents of the new territories could decide the slavery question for themselves. Pierce, who, in the eyes of his opponents, had acquired a reputation as untrustworthy and easily manipulated, was persuaded to support Douglas' plan in a closed meeting between Pierce, Douglas, and several southern Senators, with Pierce consulting only Jefferson Davis of his cabinet.


          The passage of the Kansas-Nebraska Act brought about a sequence of events that developed into Bleeding Kansas. Pro-slavery Border Ruffians, mostly from Missouri, illegally voted in a government that Pierce recognized, and Pierce called the Topeka Constitution, a shadow government set up by Free-Staters, an act of "rebellion." Pierce continued to recognize the pro-slavery legislature even after a congressional investigative committee found its election illegitimate. He furthermore sent in federal troops to break up a meeting of the shadow government in Topeka.


          The Act also caused widespread outrage in the North and spurred the creation of the Republican Party, a sectional Northern party which was organized as a direct response to the bill. The election of Republican Abraham Lincoln would lead to declarations of secession in 1860 and 1861.


          Meanwhile, Pierce lost all credibility he may have had in the North, and, as of 2008, was the only elected president (rather than a Vice President who succeeded to the position) to fail to be renominated by his party for a second term. Pierce is ranked among the least effective Presidents as well as an indecisive politician who was easily influenced. He was unable to command as President or to provide the required national leadership. Yet, he had the courage to stand by his convictions and buck the will of is own party, leading to his political exile.


          


          Major legislation signed


          
            	Signed Kansas-Nebraska Act.
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          Administration and Cabinet


          
            
              	The Pierce Cabinet
            


            
              	Office

              	Name

              	Term
            


            
              	
            


            
              	President

              	Franklin Pierce

              	18531857
            


            
              	Vice President

              	William R. King

              	1853
            


            
              	None

              	18531857
            


            
              	
            


            
              	Secretary of State

              	William L. Marcy

              	18531857
            


            
              	
            


            
              	Secretary of Treasury

              	James Guthrie

              	18531857
            


            
              	
            


            
              	Secretary of War

              	Jefferson Davis

              	18531857
            


            
              	
            


            
              	Attorney General

              	Caleb Cushing

              	18531857
            


            
              	
            


            
              	Postmaster General

              	James Campbell

              	18531857
            


            
              	
            


            
              	Secretary of the Navy

              	James C. Dobbin

              	18531857
            


            
              	
            


            
              	Secretary of the Interior

              	Robert McClelland

              	18531857
            

          


          

          


          Supreme Court appointments


          Pierce appointed the following Justices to the Supreme Court of the United States:


          
            	John Archibald Campbell  1853

          


          


          States admitted to the Union


          none
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          Later life


          After losing the Democratic nomination, Pierce reportedly quipped "there's nothing left to do but get drunk" (quoted also as "after the White House what is there to do but drink?") which he apparently did frequently. He once ran over an elderly woman while driving a carriage. During the Civil War, Pierce further damaged his reputation in the North by declaring support for the Confederacy, headed by his old cabinet member Davis. One of the few friends to stick by Pierce was his college friend and biographer, Nathaniel Hawthorne, although the former president had fallen so low that he was not asked to stand as a pallbearer at Hawthorne's funeral.


          In 1863 during the aftermath of Vicksburg, Union Soldiers under General Hugh Ewing's command captured Confederate President Jefferson Davis' Fleetwood Plantation, and Ewing turned over Davis' personal correspondence to his brother-in-law William T. Sherman. However, Ewing also sent copies of the letters to a few people he had known in Ohio, which, after being published, permanently ruined the reputation of former President Pierce.As early as 1860, Pierce had written to Davis about "the madness of northern abolitionism," and other letters uncovered stated that he would "never justify, sustain, or in any way or to any extent uphold this cruel, heartless, aimless unnecessary war", and that "the true purpose of the war was to wipe out the states and destroy property." His reputation was destroyed in the eyes of his enemies. Abolitionist author Harriet Beecher Stowe referred to him as "the archtraitor."


          Franklin Pierce died in Concord, New Hampshire at 4:49 a.m. on October 8, 1869 at 64 years old, from cirrhosis of the liver, stemming from his heavy drinking problem that he carried throughout his life, and was interred in the Minot Enclosure in the Old North Cemetery of Concord. Historically he is known to Northerners as one of America's worst and most unproductive presidents, and to many Southern sympathizers as a fair and friendly chief executive who could not manage the events that were beyond his or anyone else's control.


          


          Legacy
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          Places named after President Pierce:


          
            	Franklin Pierce University in Rindge, New Hampshire.


            	Franklin Pierce School District, and namesake high school in Parkland, Washington


            	Pierce Elementary School in Flint, Michigan.


            	Franklin Pierce High School in the South Central Los Angeles


            	Pierce County in Washington, Nebraska, Georgia, and Wisconsin (But not in North Dakota)


            	Franklin Pierce Law Centre in Concord, New Hampshire


            	Mt. Pierce in the Presidential Range of the White Mountains, New Hampshire


            	Pierce Street in downtown Amarillo, Texas


            	Pierce Road in the presidential roads in Weymouth, Massachusetts


            	Franklin Pierce Caverns (located in southern Illinois)

          


          


          Preserved home


          
            	Franklin Pierce Homestead now a New Hampshire state park

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Franklin_Pierce"
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          The Franks or Frankish people (Latin: Franci or gens Francorum) were West Germanic tribes first identified in the 3rd century as an ethnic group living north and east of the Lower Rhine. Under the Merovingian dynasty, they founded one of the Germanic monarchies which replaced the Western Roman Empire from the 5th century. The Frankish state consolidated its hold over large parts of western Europe by the end of the eighth century and the Carolingian Empire and its successor states were Frankish. The Salian political elite were one of the most active forces in spreading Christianity over western Europe. It is traditionally believed that the name Frank is derived from their usage of the javelin, which in Old Germanic is *frankon, the same case as the Saxons and their weapon of choice, the seax. The francisca is named after the Franks, because they used this weapon too.


          Contemporary definitions of the ethnicity of the Franks vary by period and point of view. It is often unclear whether people referred to as Franks referred to themselves as such. Within Francia, the Franks were initially a distinct group with their own culture.


          From the third to fifth centuries some Franks raided Roman territory while other Franks joined the Roman troops. Only the Salians formed a kingdom on Roman-held soil that was acknowledged by the Romans after 357. In the climate of the collapse of imperial authority in the West, the Frankish tribes were united under the Merovingians and conquered all of Gaul save Septimania in the 6th century.
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          Mythological origins


          The mythology of the Franks was probably a form of Germanic polytheism, later adapted and supplanted in the wake of their incursion into the Roman Empire. Like many Germanic peoples, the Franks concocted an origins story to explain their connection with peoples of classical history. In the case of the Franks, these peoples were the Sicambri and the Trojans. An anonymous work of 727 called Liber Historiae Francorum states that following the fall of Troy, 12,000 Trojans led by chiefs Priam and Antenor moved to the Tanais (Don) river, settled in Pannonia near the Sea of Azov and founded a city called "Sicambria". In just two generations (Priam and his son Marcomer) from the fall of Troy (by modern scholars dated in the late Bronze Age) they arrive in the late fourth century at the Rhine. An earlier variation of this story can be read in Fredegar. In Fredegar's version an early king named Francio serves as namegiver for the Franks, just as Romulus has lent his name to Rome.


          


          History


          The Franks enter recorded history around 260 due to an invasion across the Rhine into the Roman Empire. They are first mentioned on the Tabula Peutingeriana as the Chamavi qui et Pranci (meaning " Chamavi, who are Pranci", probably an error for Franci). Over the next century other Frankish tribes besides the Chamavi surface in the records. The major primary sources include Panegyrici Latini, Ammianus Marcellinus, Claudian, Zosimus, Sidonius Apollinaris and Gregory of Tours. As early as 357 a Frankish king from the Salians enters Roman-held soil to stay.


          


          Ethnogenesis


          Modern scholars of the Migration Period are in agreement that the Frankish identity emerged at the first half of the third century out of various earlier, smaller groups, including the Salii, Sicambri, Chamavi, Bructeri, Chatti, and Chattuarii, who inhabited the lower Rhine valley and lands immediately to its east. This was a social development.


          The Salian Franks invaded the Roman Empire and were accepted as Foederati by Julian the apostate in 358. By the end of the fifth century, the Salian Franks extended their footprint on Roman soil to a territory including the Netherlands south of the Rhine, Belgium and Northern France in which they received other peoples, mainly of the Frankish ethnicity. They gave rise to the Merovingian dynasty in the 5th century.


          Franks appear in Roman texts as both allies and enemies (laeti or dediticii). Around 250, one group of Franks, taking advantage of a weakened Roman Empire, penetrated as far as Tarragona in present-day Spain, plaguing this region for about a decade before Roman forces subdued them and expelled them from Roman territory. About forty years later, the Franks had the region of the Scheldt river (present day west Flanders and southwest Netherlands) under control, and were raiding the Channel, disrupting transportation to Britain. Roman forces pacified the region, but did not expel the Franks, who continued to be feared as pirates along the shores at least till the time of Julian the Apostate (358), when Salian Franks were granted to settle as foederati in Toxandria, according to Ammianus Marcellinus.


          


          Merovingian kingdom (481751)
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          The first Frankish chief to make himself "King of the Franks" (rex Francorum) was Clovis I in 509. He had conquered the Kingdom of Soissons of the Roman general Syagrius and expelled the Visigoths from southern Gaul at the Battle of Vouill, thus establishing Frankish hegemony over most of Gaul (excluding Burgundy, Provence, and Brittany), which he left to his successors, the Merovingians, to conquer.


          Clovis divided his realm between his four sons in a manner which would become familiar, as his sons and grandsons in turn divided their kingdoms between their sons. Clovis' sons united to defeat Burgundy in 534, but internecine feuding came to the fore during the reigns of the brothers Sigebert I and Chilperic I and their sons and grandsons, largely fueled by the rivalry of the queens Fredegunda and Brunhilda. This period saw the emergence of three distinct regna (realms or subkingdoms): Austrasia, Neustria, and Burgundy. Each region developed in its own way and often sought to exert influence over the others. The rising star of the Arnulfing clan of Austrasia meant that the centre of political gravity in the kingdom gradually shifted eastwards from Paris and Tours to the Rhineland.


          The Frankish realm was united again in 613 by Chlothar II, son of Chilperic. Chlothar granted the Edict of Paris to the nobles in an effort to cut down on corruption and unite his vast realm under his authority. After the militarily successful reign of his son and successor Dagobert I, royal authority rapidly declined under a series of kings traditionally known as rois fainants. By 687, after the Battle of Tertry, the chronicler could say that the mayor of the palace, formerly the king's chief household official, "reigned." Finally, in 751, with the approval of the papacy and the nobility, the mayor Pepin the Short deposed the last Merovingian king, Childeric III, and had himself crowned, inaugurating a new dynasty, the Carolingians.


          


          Carolingian empire (751843)


          The unification of most of what is now western and central Europe under one chief ruler provided a fertile ground for the continuation of what is known as the Carolingian Renaissance. Despite the almost constant internecine warfare that beset the Carolingian Empire, the extension of Frankish rule and Roman Christianity over such a large area ensured a fundamental unity throughout the Empire. Each part of the Carolingian Empire developed differently; Frankish government and culture depended very much upon individual rulers and their aims. Those aims shifted as easily as the changing political alliances within the Frankish leading families. However, those families, the Carolingians included, all shared the same basic beliefs and ideas of government. These ideas and beliefs had their roots in a background that drew from both Roman and Germanic tradition, a tradition that began before the Carolingian ascent and continued to some extent even after the deaths of Louis the Pious and his sons.


          


          Military


          In general Germanic peoples on the borders are known to have served in the Roman army since the days of Julius Caesar. The tribes at the Rhine delta that later became Franks are no exception to that general rule. Despite the fact that from the 3rd century onward large quantities of Germanic peoples served in the Roman army, others kept on invading and raiding Roman soil. This caused confrontations between Franks and their neighbours on Roman soil as the Batavi and Menapii. When Roman administration collapsed in Gaul in 260 due to a joint invasion of Franks and Alamanni, The Germanic Batavian Postumus was forced to usurp power to restore order. From that moment on Germanic soldiers in the Roman army, most notably Franks, were visibly promoted from the ranks. A few decades later the Menapian Carausius (born in Batavia) created a Batavian-British rumpstate on Roman soil that was supported by Frankish soldiers and pirates. In the mid of the 4th century Frankish soldiers like Magnentius, Silvanus and Arbitio held a dominating position in the Roman army. From description of Ammianus Marcellinus it becomes clear that both Frankish and Alamannic armies were organised like Romans and fought comparably.


          After the invasion of Chlodio the Roman armies at the Rhine-border became a Frankish "franchise", and Franks were known to levy Roman-like troops that were supported by a Roman-like armour-industry. This lasted at least till the days of Procopius, when the Roman Empire was gone for more than a century, because this historian reported that the former Rhine-army was still in operation and that legions kept on using the same standard and insignia as their forefathers during Roman time.


          Militarily, the Franks under the Merovingians melded Germanic custom with Roman organisation and several important innovations. Before the conquest of Gaul, the Franks fought primarily as a tribe unless they were part of a Roman military unit fighting in conjunction with other regiments.


          


          Early Frankish warfare


          The primary sources for Frankish military custom and armament are Ammianus Marcellinus, Agathias, and Procopius, the latter two Eastern Roman historians writing about Frankish intervention in the Gothic War.


          Writing of 539, Procopius says:


          
            At this time the Franks, hearing that both the Goths and Romans had suffered severely by the war . . . forgetting for the moment their oaths and treaties . . . (for this nation in matters of trust is the most treacherous in the world), they straightway gathered to the number of one hundred thousand under the leadership of Theudebert and marched into Italy: they had a small body of cavalry about their leader, and these were the only ones armed with spears, while all the rest were foot soldiers having neither bows nor spears, but each man carried a sword and shield and one axe. Now the iron head of this weapon was thick and exceedingly sharp on both sides, while the wooden handles was very short. And they are accustomed always to throw these axes at one signal in the first charge and thus to shatters the shields of the enemy and kill the men.

          


          His contemporary, Agathias, says:


          
            The military equipment of this people [the Franks] is very simple. . . . They do not know the use of the coat of mail or greaves and the majority leave the head uncovered, only a few wear the helmet. They have their chests bare and backs naked to the loins, they cover their thighs with either leather or linen. They do not serve on horseback except in very rare cases. Fighting on foot is both habitual and a national custom and they are proficient in this. At the hip they wear a sword and on the left side their shield is attached. They have neither bows nor slings, no missile weapons except the double edged axe and the angon which they use most often. The angons are spears which are neither very short nor very long they can be used, if necessary, for throwing like a javelin, and also in hand to hand combat.

          


          While the above quotations have been used as a statement of the military practices of the Frankish armies in the sixth century and have even been extrapolated to the entire period preceding Charles Martel's reforms (early  mid eighth century), post-Second World War historiography has emphasised the inherited Roman characteristics of the Frankish military from the date of the beginning of the conquest of Gaul. The Byzantine authors present several contradictions and difficulties. Procopius denies the Franks the use of the spear while Agathias makes it one of their primary weapons. They agree that the Franks were primarily infantrymen, threw axes, and carried a sword and shield. Both writers also contradict the authority of Gallic authors of the same general time period ( Sidonius Apollinaris and Gregory of Tours) and the archaeological evidence. Scramasaxes and arrowheads are numerous in Frankish graves even though the Byzantine historians do not assign them to the Franks.


          The evidence of Gregory and of the Lex Salica implies that the early Franks were a cavalry people. In fact, some modern historians have hypothesised that the Franks possessed so numerous a body of horses that they could use them to plough fields and thus were agriculturally technologically advanced over their neighbours. Perhaps the Byzantine writers considered the Frankish horse to be insignificant relative to the Greek cavalry, which is probably accurate.


          


          Merovingian military


          


          Composition and development


          The Frankish military establishment incorporated much of the pre-existing Roman institutions in Gaul, especially during and after the conquests of Clovis I in the late fifth and early sixth centuries. Frankish military strategy revolved around the holding and taking of fortified centres (castra) and in general these centres were held by garrisons of milites or laeti, that is, former Roman soldiers. Throughout Gaul the descendants of Roman soldiers continued to wear their uniforms and perform their ceremonial duties.


          Immediately beneath the Frankish king in the military hierarchy were the leudes or sworn followers of the king. They could be Gallo-Romans or Franks, laymen or clergy. Some historians have gone to the length of relating their oath-making to the later development of feudalism. The king also had an elite bodyguard called the truste (trustis). Members of the truste, antrustiones, often served in centannae, garrison settlements of Franks (or others) established for military and police purposes throughout the realm. The actual day-to-day bodyguard of the king was made up of pueri who were probably antrustiones. All high-ranking men had pueri (bodyguards).


          The Frankish military was not composed solely of Franks and Gallo-Romans, but also contained Saxons, Alans, Taifals, and Alemanni. After the conquest of Burgundy (534) the well-organised military institutions of that kingdom were integrated into the Frankish realm. Chief among these was the standing army under the command of the Patrician of Burgundy.


          In the late sixth century, during the wars instigated by Fredegund and Brunhilda, the Merovingian monarchs introduced a new element into their militaries: the local levy. A levy consisted in all the able-bodied men of a district who at the call had to report for military service. The local levy applied only to a city and its environs. Initially only in certain cities in western Gaul, in Neustria and Aquitaine, did the kings possess the right or power call up the levy. The commanders of the local levies were always different from the commanders of the urban garrisons. Often the former were commanded by the counts of the districts. A much rarer occurrence was the general levy, which applied to the entire kingdom and included peasants (pauperes and inferiores). General levies could also be made within the still-pagan trans-Rhenish stem duchies at the bequest of a monarch. The Saxons, Alemanni, and Thuringii all had the levy and it could be depended upon by the Frankish monarchs until the mid-seventh century, when the stem dukes began to sever their ties to the monarchy. Radulf of Thuringia called up the levy for a war against Sigebert III in 640.


          Soon the local levy spread to Austrasia and the less Romanised regions of Gaul. On an intermediate level, the kings began calling up territorial levies from the regions of Austrasia (which did not have major cities of Roman origin). However, all the forms of the levy gradually disappeared in the course of the seventh century after the reign of Dagobert I. Under the so-called rois fainants, the levies disappeared by mid-century in Austrasia and later in Burgundy and Neustria. Only in Aquitaine, which was fast becoming independent of the central Frankish monarchy, did complex military institutions persist into the eighth century. In the final half of the seventh century and first half of the eight in Merovingian Gaul the chief military actors became the lay and ecclesiastical magnates with their bands of armed followers called retainers. The other aspects of the Merovingian military, mostly Roman in origin or innovations of powerful kings, disappeared from the scene by the eighth century.


          


          Strategy, tactics, and equipment


          The equipment of the Merovingian armies was as varied as the composition. Magnates were known to provide their retainers with coats of mail, helmets, shields, lances, swords, bows and arrows, and war horses. The magnates private armies resembled in armament those of the Gallo-Roman potentiatores of the late Empire. The descendants of Roman soldiers continued to use their service weapons. There was a strong element of Alanic cavalry settled in Armorica which influenced the fighting style of the Bretons down into the twelfth century. Local urban levies could be reasonably well-armed and even mounted, but the more general levies were composed of pauperes and inferiores who were mostly farmers by trade and carried into battle whatever weapons they had at hand, often tools or farming implements which made them of militarily ineffective and thus rarely called upon. The peoples east of the Rhine  Franks, Saxons, and even Wends  who were sometimes called upon to serve wore less and more rudimentary armour and carried more primitive weaponry, including spears and axes. Few of these men were mounted and they were not affected very much by Roman traditions and technologies.


          Merovingian strategy was wound up in the militarised nature of the entire society. The Franks, to a good deal unlike their Germanic neighbours in this respect, were disposed to call annual meetings in March (the so-called Marchfeld, because assemblies so large had to meet in open fields) whereat the nobles in the presence of the king determined the military target or targets for the coming season of campaigning. In their civil wars with one another, the Merovingian kings concentrated on the holding of fortified places and cities (castra) and siege warfare was a primary aspect in all their endeavours. Siege engines of Roman type were used extensively and the greatest emphasis on tactics was tied to sieges. In offensive wars waged against external foes, the objective was typically the acquisition of booty or the enforcement of tribute. Only in the lands beyond the Rhine did the Merovingians seek to extend their political control over their neighbours.


          Tactically, the Merovingians borrowed heavily from the Romans, especially regarding siege warfare. However, they were not bereft of innovation and there seems to be little remnant of tribal custom in their battle tactics, which were highly flexible and designed to meet the specific circumstances under which battle was being given. Subterfuge, as a tactic, was endlessly employed. Cavalry formed a large segment of the Merovingian military, but mounted troops readily dismounted when appropriate to fight on foot with the infantry. The Merovingians were capable of raising naval forces when necessary. The most significant naval campaign was waged against the Danes by Theuderic I in 515 and involved ocean-worthy ships. More regular was the use of rivercraft on the Loire, Rhone, and Rhine.


          


          Carolingian military


          



          


          Francisca


          A well known weapon of the Franks is the "scramas", a javelin that is better known under the Latin word francisca. Historian Ammianus Marcellinus shows us that the Franks used this weapon in the same way late Roman troops used their javelins.


          The ethnonym Franc has sometimes been traced to Francisca (Latin) *frankon ( Old English franca), meaning "javelin" This would compare to the seax (knife) after which the Saxons were named or the halberd (battle-axe) after which the Lombards may have been named. The throwing axe of the Franks is known as the francisca but, conversely, the weapon may have been named after the tribe. A. C. Murray says, "The etymology of Franci is uncertain ('the fierce ones' is the favourite explanation), but the name is undoubtedly of Germanic origin."


          


          Culture


          


          Language and literature


          The language spoken by the early Franks is known as Old Frankish and is only attested in a few words in the Lex Salica and in personal names, and is mostly reconstructed from Old Low Franconian and loanwords in Old French and Latin. It evolved eventually into Old Low Franconian and then into Old Dutch in the Low Countries, while in what is now Germany the Eastern Franconian dialects were slowly replaced from the 14th century by High German. In what became France, from the 8th century Frankish was replaced by Old French south of the language border. From the 10th century the language border slowly retreated north to the current border between French and the Germanic languages Dutch and German.


          There is no surviving work of literature in the Frankish language and perhaps no such works ever existed. Latin was the written language of Gaul before and during the Frankish period. Of the Gallic works which survive, there are a few chronicles, many hagiographies and saints' lives, and a small corpus of poems.


          The word Frank has the meaning of "free" (e.g. English frank, frankly, franklin) This arose because, after the conquest of Gaul, only Franks were free of taxation.


          


          Religion


          


          Paganism
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          Echoes of Frankish paganism arise in the primary sources, but their meaning is not always clear. Modern scholars vary wildly about their interpretation, but it is very likely that Frankish paganism shared most of its characteristics with the other varieties of Germanic paganism.


          It was highly ritualistic and many daily activities centred around the multiple deities, chiefest of which may have been the Quinotaur, a water-god from whom the Merovingians were reputed to have derived their ancestry. Most of the pagan gods were associated with local cult centres and their sacred character and power were associated with specific regions, outside of which they were neither worshipped nor feared. Most of the gods were "worldly", possessing form and having concrete relation to earthly objects, in contradistinction to the transcedent God of Christianity.


          Archaeologically, Frankish paganism has been observed in the burial site of Childeric I, where the king's body was found covered in a cloth decorated with numerous bees or flies. The symbolism of these insects is unknown.


          


          Christianity
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          Some Franks converted early to Christianity, like the usurper Silvanus in the 4th century. In 496, Clovis I, who had married a Burgundian Catholic named Clotilda three years earlier, was baptised into the ( Trinitarian) Catholic faith by Saint Remi after a decisive victory over the Alemanni at the Battle of Tolbiac. According to Gregory of Tours, over 3000 of his soldiers were baptised alongside him. Clovis' conversion to Catholicism would prove to have an enormous effect on the course of European history, for at the time the Franks were the only major Christianized Germanic tribe without a predominantly Arian aristocracy (their contemporary rivals, the Ostrogoths, Visigoths, Burgundians and Lombards, had converted to Arian Christianity), and this led to a naturally amicable relationship between the Church of Rome and the increasingly powerful Franks.


          Though a sizeable portion of the Frankish aristocracy quickly followed Clovis in converting to Christianity, the conversion of the whole of the people under Frankish rule required a considerable amount of time and effort - in some places two centuries or more. Early efforts towards organized resistance were quickly squelched: the Chronicle of St. Denis relates that, following Clovis' conversion, a number of devout pagans, unhappy with this turn of events, rallied around Ragnachairus (or Ragnachar), a powerful figure who had played an important role in Clovis' initial rise to power. Though the text remains unclear as to the precise pretext, Clovis soon had Ragnachairus thrown in chains and then executed. As for the remaining pockets of resistance, they were overcome region by region - primarily due to the work of the quickly expanding network of monasteries.


          The Frankish church of the Merovingians was shaped by a number of internal and external forces: it had to come to terms with an established Gallo-Roman Christian hierarchy entrenched in a culturally resistant aristocracy; it had to Christianize pagan Frankish sensibilities and effectively suppress their expression; it had to provide a new theological basis for Merovingian forms of kingship, which were deeply rooted in pagan Germanic tradition; it had to accommodate Irish and Anglo-Saxon missionary activities on the one hand and papal requirements on the other. The Carolingian reformation of monastic life and teaching and church-state relations can be seen both as the culmination of the Frankish church and a transformation of it.


          The increasing personal wealth of the Merovingian elite allowed the endowment of many monasteries, such as those of the Irish missionary Saint Columbanus. The fifth, sixth and seventh centuries saw two major waves of hermitism in the Frankish world, a movement which was eventually reorganised by legislation requiring that all monks and hermits follow the Rule of St Benedict.


          The period of Frankish rule saw the gradual replacement, always pushed for by Rome, of the Gallican rite of the Gallo-Roman church with the Roman rite; this does not seem to have stirred passions outside the clergy.


          The Church seems to have had a somewhat uneasy relationship with the Merovingian kings, whose claim to rule depended on a mystique of royal descent that the Church had not yet come to terms with, and who tended to revert to the polygamy of their pagan ancestors. When the mayors took over, the Church was supportive, and an Emperor crowned by the Pope was much more to their liking.


          


          Art and architecture
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          Early Frankish art and architecture belong to that phase of European art called Migration Period art, and have left very few remains. The later period is called Carolingian art, or, especially in architecture, the Pre-Romanesque.


          


          Merovingian


          Very little is preserved in the way of Frankish architecture of the Merovingian period. The works of Gregory of Tours praise the churches of his day, which mostly seem to have been timber-built, with larger examples using the basilica plan, but the most completely surviving example of Merovingian architecture is a baptistery dedicated to Saint John in Poitiers. It is a small building with three apses, now much rebuilt, essentially continuing Gallo-Roman style. In the South of France a number of small baptistries have survived, as separate baptistries fell permanently out of fashion in later periods, so they were not updated as the main churches have been.


          What is preserved of the visual and plastic arts largely consists of archaeological finds of jewellery (such as brooches), weapons (such as swords with decorative hilts), and apparel (such as capes and sandals) found in grave sites, such as the famous grave of the queen Aregund, discovered in 1959, or the Treasure of Gourdon, deposited soon after 524. Not many illuminated manuscripts survive from the Merovingian period, though the few that do, like the Gelasian Sacramentary, contain a great deal of zoomorphic representations. Compared to the similar hybrid works of Insular art from the British Isles, Frankish works in all these media show more continuing use of late Antique style and motifs, and a lesser degree of skill and sophistication in design and manufacture. The numbers surviving are so small, however, that the best quality of work may not be represented.


          


          Carolingian
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          The work of the main centres of the Carolingian Renaissance represents a great transformation from that of the earlier period, and has survived in far greater quantity. The visual and literary arts were lavishly funded and encouraged by Charlemagne, using imported artists where necessary, and Carolingingian developments were in many areas decisive for the future course of Western art.


          The main surviving monument of Carolingian architecture is the Palatine Chapel in Aachen, which is an impressive and confident adaptation of San Vitale, Ravenna, from where some of the pillars were brought. Many other important buildings can be largely reconstructed, such as the monasteries of Centula or St Gall, or the old Cologne Cathedral, now rebuilt. These were now large structures and complexes with a distinctive and sophisticated style, including an emphasis on the vertical and the frequent use of towers.


          Carolingian illuminated manuscripts and ivory plaques survive in reasonable numbers, and now approach those of Constantinople in quality, as was certainly the intention.


          


          Society


          


          Law


          Like other Germanic peoples, the legal precedents of the Franks were originally housed only in the memory of designated specialists, rachimburgs, parallel to Scandinavian lawspeakers. By the time codes began to be written down in the sixth century, there persisted two basic legal subdivisions within the Frankish nation: Salian Franks were subject to Salic law, Ripuarian Franks to Ripuarian law. Gallo-Romans south of the Loire River and the clergy remained subject to tradiational Roman law. Germanic law was overwhelmingly concerned with private law, which protects individuals, over public law, which protects the interest of the state. According to Michel Rouche, "Frankish judges devoted as much care to a case involving the theft of a dog as Roman judges did to cases involving the fiscal responsibility of curiales, or municipal councilors."


          


          Legacy


          Because the Frankish kingdom dominated Western Europe for centuries, terms derived from "Frank" were used by many in Eastern Europe, the Middle East, and beyond as a synonym for Roman Christians (e.g., al-Faranj in Arabic, farangi in Persian, Frenk in Turkish, Feringhi in Hindustani, and Frangos in Greek). See also Thai ฝรั่ง farang. During the crusades, which were at first led mostly by nobles from northern France who claimed descent from Charlemagne, both Muslims and Christians used these terms as ethnonyms to describe the Crusaders. This usage is often followed by modern historians, who call Western Europeans in the eastern Mediterranean "Franks" regardless of their country of origin. Compare with Rhomaios, Rmi ("Roman"), used for Orthodox Christians. Catholics on various islands in Greece are still referred to as , "Frangoi" (Franks). Examples include the naming of a Catholic from the Island of Syros as "Frangosyrianos" (). The term Frangistan was used by Muslims to refer to the land where the Crusaders came from, i.e. Christian Europe.


          The Carolingian elite produced Feudalism. This social structure, or parts of it, went on to influence much of Western Europe from the Middle Ages onwards. Also, the Franks and their leaders became an important part of the legendary history of Western Europe. Because of this, many European rulers and writers used the idea of a Frankish legacy as justification for political claims or for political and social theories. In the twentieth century, Franks and Frankish leaders became common political symbols for European unity.
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          Air Commodore Sir Frank Whittle, OM, KBE, FRS, Hon FRAeS ( 1 June 1907 9 August 1996) was a British Royal Air Force officer. Sharing credit with Germany's Dr. Hans von Ohain for independently inventing the jet engine, he is hailed as a father of jet propulsion. By the end of the war, Whittle's efforts resulted in engines that would lead the world in performance through the end of the decade.


          


          Early life
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          Whittle was born in a terraced house in Earlsdon, Coventry, England, United Kingdom on 1 June 1907, the son of a mechanic. When Whittle was nine years old, the family moved to the nearby town of Leamington Spa, where his father started an engineering factory. He left Leamington College in 1923 to join the RAF. Through his early days as an Aircraft apprentice (first at RAF Cranwell but latterly at RAF Halton) he maintained his interest in the Model Aircraft Society where he built replicas, the quality of which attracted the eye of his commanding officer, who also felt that Whittle was a mathematical genius.


          He was so impressed that he recommended Whittle for officer training at the RAF College, Cranwell in Lincolnshire in 1926, a rarity for a " commoner" in what was still a very class-based military structure. For Whittle this was the chance of a lifetime, not only to enter the officer corps but also because the training included flying lessons. Of the few apprentices that were accepted, only about one percent completed the course. Whittle was the exception to the rule, graduating in 1928 at the age of 21, ranked second in his class in academics and an "Exceptional to Above Average" pilot.


          Another requirement of the course was that each student had to produce a thesis for graduation. Whittle decided to write his thesis on future developments in aircraft design, notably high-speed flight at high altitudes and speeds over 500 mph (800 km/h). He showed that incremental improvements in existing propeller engines were unlikely to make such flight routine. Instead he described what is today referred to as a motorjet, a motor using a conventional piston engine to provide compressed air to a combustion chamber whose exhaust was used directly for thrust  essentially an afterburner attached to a propeller engine. The design was not a new one, it had been talked about for some time in the industry but Whittle's interest was to demonstrate that at increased altitudes the lower outside air pressure would increase its efficiency. For long-range flight, using an Atlantic-crossing mailplane as his example, the engine would spend most of its time at high altitude and thus could outperform a conventional powerplant.


          


          Development of the jet engine


          Whittle continued working on the motorjet principle after his thesis work and eventually abandoned it when further calculations showed it would weigh as much as a conventional engine of the same thrust. While thinking about the idea he thought "Why not substitute a turbine for the piston engine?" Instead of using a piston engine to provide the compressed air for the burner, a turbine could be used to extract some power from the exhaust and power a compressor, like those used for superchargers. The leftover exhaust thrust would power the aircraft.


          Earlier, in July 1926, A. A. Griffith published a paper on compressors and turbines, which he had been studying at the RAE. He showed that such designs up to this point had been flying "stalled", and that by making the compressor blades into an aerofoil shape, their efficiency could be dramatically improved. The paper went on to describe how the increased efficiency of these sorts of compressors and turbines would allow a jet engine to be produced, although he felt the idea was impractical, and instead suggested using the power as a turboprop. At the time most superchargers used a centrifugal compressor, so there was limited interest in the paper.


          In late 1929 Whittle sent his concept to the Air Ministry to see if it would be any interest. With little knowledge of the topic they turned to the only other person who had written on the subject and passed the paper on to Griffith. Griffith appears to have been convinced that Whittle's "simple" design could never achieve the sorts of efficiencies needed for a practical engine. After pointing out an error in one of Whittle's calculations, he went on to comment that the centrifugal design would be too large for aircraft use and that using the jet directly for power would be rather inefficient. The RAF returned comment to Whittle, where they referred to the design as "impracticable."


          Others in the RAF were not so sure. In particular Johnny Johnson convinced him to patent the idea in January 1930. Since the RAF was not interested in the concept they did not declare it secret, which meant that Whittle was able to retain the rights to the idea, which would have otherwise been the property of the RAF. This rejection would later turn out to be a stroke of luck.


          Meanwhile Whittle moved onto the Officers' Engineering Course at RAF Henlow, Bedfordshire in 1932 and then to Peterhouse, a college of Cambridge University, in 1934, graduating in 1936 with a First in the Mechanical Sciences Tripos.


          


          Power jets


          Whittle's jet engine patent lapsed in 1935 because he could not afford the renewal fee of 5. Soon after this he was approached by two ex-RAF men, Rolf Dudley-Williams and James Collingwood Tinling, who wanted to expand the development of his engine. The three incorporated as Power Jets Ltd. in 1936 with a bank loan of 2,000. Work was started on an experimental engine at a factory in Rugby, Warwickshire belonging to British Thomson-Houston, a steam turbine company. The RAF still saw no value in the effort but although Whittle was still a pilot they placed him on the Special Duty List and agreed to allow him to work on the design as long as it took no more than six hours a week.
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          Funding development of the first engine, known as the WU (Whittle Unit) was a serious problem. Although privately funded, most potential investors shied from a project that appeared to be semi-secret yet had no RAF (Royal Air Force) backing. Something seemed to be amiss; if the project was going to work, why didn't the RAF fund it? Once again it seemed not everyone was so sceptical of Whittle's ideas and in October 1936 Henry Tizard, the rector of Imperial College London and chairman of the Aeronautical Research Committee, sent details of Whittle's engine to Griffith once again. Griffith had by this time started construction of his own engine design; perhaps in order to avoid tainting his efforts, he returned a much more positive review. He remained highly critical of some features, notably the use of jet thrust, seemingly ignoring the fact that its performance at high speed and altitude was the crucial aspect of the programme.


          Even with these problems Power Jets were able to complete the WU, which ran successfully on April 12, 1937. Tizard pronounced it "streets ahead" of any other advanced engine he had seen and managed to interest the Air Ministry enough to fund development with a contract for 6,000 to develop a flyable version. Nevertheless it was a year before all of the funds were available, greatly delaying development.


          Meanwhile testing continued with the WU, which showed an alarming tendency to race out of control. Due to the dangerous nature of the work being carried out, in 1938 development was largely moved from Rugby to the BTH's semi-disused Ladywood foundry at nearby Lutterworth in Leicestershire. There was a successful run of the WU there in March 1938. Although the potential of the engine was obvious, the Air Ministry remained focused on the production of piston engine designs.


          All of these delays and the lack of funding slowed the project. In Germany, Hans von Ohain had started work on a prototype in 1935 and had by this point passed the prototype stage and was building the first flyable design, the Heinkel HeS 3. There is little reason to believe that Whittle's efforts would not have been at the same level or more advanced had the Air Ministry taken a greater interest in the design. When the war started in September 1939, Power Jets had a payroll of only 10 and Griffith's efforts at the RAE and Metropolitan Vickers were similarly small.


          The stress of the continual on-again-off-again development and problems with the engine had a serious toll on Whittle. He suffered from stress-related ailments such as eczema and heart palpitations, while his weight dropped to 9 stone (126 pounds/57kg). In order to keep to his sixteen-hour workdays, he sniffed Benzedrine during the day and then took tranquilizers and sleeping pills at night to offset the effects and allow him to sleep. Over this period he became irritable and developed an "explosive" temper.


          Following the outbreak of World War II the Air Ministry changed priorities and once again looked at the various advanced projects underway. By 1939, Power Jets could barely afford to keep the lights on when yet another visit was made by Air Ministry personnel. This time Whittle was able to run the WU at high power for 20 minutes without any difficulty. One of the members of the team was the Director of Scientific Research, H. E. Wimperis, who walked out of the demonstration utterly convinced of the importance of the project.


          A contract for full-scale development was immediately sent to Power Jets, along with a number of tenders to various companies to set up production lines for up to 3,000 engines a month in 1942. Power Jets had no manufacturing capability, so the Air Ministry offered shared production and development contracts with BTH, Vauxhall and Rover. However, the contract was eventually taken up by Rover only. They also sent out a contract for a simple airframe to carry the engine, which was quickly taken up by Gloster.


          Whittle had already studied the problem of turning the massive WU into a flyable design and with the new contract work started in earnest on the "Whittle Supercharger Type W.1." However, Rover was unable to deliver the W.1 production engine before Gloster's experimental airframe was ready. Whittle then cobbled together an engine built from various test parts and called it the W.1X (the X standing for experimental), which ran for the first time on December 14 1940. This engine powered the Gloster E.28/39 for taxi testing in Gloster, near the factory, when it took to the air for two or three short hops of several hundred yards and about 6 foot from the ground on April 7 1941.


          Film of the early secret E.28 tests exists. It illustrates the vivid memories of ordinary folk living nearby who were interviewed by the BBC a decade later. They recall their amazement that an aeroplane could fly with no propellers and the questions is raised in local pubs at the time: how could it possibly work? Did the mystery aircraft somehow suck itself through the air like a supercharged vacuum cleaner? It was difficult for laypeople still used to conventional aircraft to imagine that jet propulsion could work.


          The "full" W.1 of 3.8 kN (850 lbf) thrust ran on April 12, 1941 and on May 15, 1941 the W.1-powered E.28/39 took off from Cranwell at 7.40 pm, flying for seventeen minutes and reaching a maximum speed of around 545 km/h (340 mph). Within days it was reaching 600 km/h (370 mph) at 7,600 metres, exceeding the performance of the contemporary Spitfires, astounding considering this was the first such engine. Success of the design was now evident to all and nearly every engine company in Britain started their own crash efforts to catch up with Power Jets.
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          A newer design known as the W.2 was then started. Like the W.1 it featured a "reverse flow" design of the burners, in which the heated air from the flame cans was piped back towards the front of the engine before entering the turbine area. This allowed the engine to be "folded", with the flame cans lying around the turbine area, and therefore making for a shorter engine.


          Power Jets also spent some time in May 1940 drawing up the W.2Y, a similar design with a "straight through" airflow that resulted in a longer engine and (more critically) driveshaft but with a somewhat simpler layout. In order to reduce the weight of the driveshaft as much as possible, the W.2Y used a large cylindrical shaft almost as large as the turbine disk, "necked down" at either end where it connected to the turbine and compressor.


          The Air Ministry was eager to obtain an operational jet aircraft and authorised BTH to press ahead with a twin-engined jet interceptor, which would evolve into the Gloster Meteor. The Meteor was intended to use either the W.2 or the similar Halford H.1 (later named "Goblin") but de Havilland later decided to keep all the Halfords for their design, the de Havilland Vampire.


          


          Rover


          In 1941 Rover set up a new laboratory for Whittle's team along with a production line at their disused Barnoldswick factory but they also set up a parallel effort with their own engineers at Waterloo Mill, Clitheroe. Here Adrian Lombard attempted to develop the W.2 into a production quality design, dispensing with Whittle's "reverse flow" burners and developing a longer but simpler "straight-through" engine instead. Work at Barnoldswick continued on Whittle's original design, now known as the W.2B/23, while Lombard's new design became the W.2B/26. Whittle was upset by this course of events, feeling that all work should concentrate on producing a single design as soon as possible.


          By late 1941 it was obvious to all that the arrangement between Power Jets and Rover was not working. Whittle was frustrated by Rover's inability to deliver production-quality parts, as well as with their "we know better than you" attitude and became increasingly vocal. Rover was losing interest in the project after the delays and constant harassment from Power Jets.


          


          Rolls-Royce


          In 1940, Stanley Hooker of Rolls-Royce had met with Whittle and later introduced him to the current CEO of Rolls-Royce, Ernest Hives. Hooker led the supercharger division at Rolls-Royce, which was naturally suited to jet engine work. Hives agreed to supply key parts to help the project and it was Rolls engineers who helped solve the surging problems seen in the early engines. In early 1942 Whittle contracted Rolls for six engines as well, known as the WR.1, identical to the existing W.1.


          The problems at Rover became a "public secret" and eventually Spencer Wilkes of Rover met with Hives and Hooker at the Swan and Royal pub near the Barnoldswick factory. They decided to trade the jet factory at Barnoldswick for Rolls' tank engine factory in Nottingham. A handshake sealed the deal. The handover took place on January 1 1943, although the official date was later. Rolls soon closed Rover's parallel plant at Clitheroe, although they continued development of the W.2B/26 that had been developed there.


          Testing and production was immediately stepped up. In December Rover had tested the W.2B for a total of 37 hours but within the next month Rolls-Royce tested it for 390 hours. The W.2B passed its first 100 hour test at full performance of 725 kgf (7.11 kN) on May 7, 1943. The prototype Meteor airframe was already complete and took to the air on June 12, 1943. Production versions started rolling off the line in October, first known as the W.2B/23, then the RB.23 (for Rolls-Barnoldswick) and eventually the Rolls-Royce Welland. Barnoldswick was too small for full-scale production and turned back into a pure research facility under Hooker, while a new factory was set up in Newcastle-under-Lyme. The W.2B/26, as the Rolls-Royce Derwent, opened the new line and soon replaced the Welland, allowing the production lines at Barnoldswick to shut down in late 1944.


          Despite lengthy delays (Hitler initially demanded the Me 262 be a bomber), the Luftwaffe beat the British efforts into the air by nine months, which in turn, had also been delayed at Rover. Since their German counterparts were forced to deal with a serious shortage of high temperature alloys, the Junker engines ( axial-flow designed by Dr. Anselm Franz) would typically last 10-25 hours (longer with an experienced pilot) and sometimes exploded on their first startup. Thus the engines that powered the Meteor were much more reliable by comparison. The equivalent British engine would run for 150 hours between overhauls and had twice the power-to-weight ratio and half the specific fuel consumption. By the end of the war every major engine company in Britain was working on jet designs based on the Whittle pattern or licensed outright. The Korean war saw US F-86 Sabres using an axial flow engine inspired by Dr. Franz's design doing battle with Soviet made MiG-15s using a copy of the Rolls-Royce Nene engine. By the late 1950s though, most engines powering US and USSR fighters were no longer descended from Whittle's work but used rather, engines based on the axial flow design.


          


          Continued development


          With the W.2 proceeding smoothly, Whittle was sent to Boston, Massachusetts in mid-1942 to help the General Electric jet programme. GE, the primary supplier of turbochargers in the US, was well suited to quickly starting jet production. A combination of the W.2B design and a simple airframe from Bell Aircraft flew in autumn of 1942 as the Bell XP-59A Airacomet.


          Whittle's developments at Power Jets continued, resulting in the improved W.2/500 and later the W.2/700. Both were fitted for testing on Meteors, the W.2/700 later being fitted with an afterburner ("reheat" in British terminology), as well as experimental water injection to cool the engine and allow for higher power settings without melting the turbine. Whittle also turned his attention to the axial-flow championed by Griffith, designing the L.R.1. Other developments included the use of fans to provide more mass-flow, either at the front of the engine as in a modern turbofan or at the rear, which is much less common but somewhat simpler.


          Whittle's work had caused a minor revolution within the British engine manufacturing industry and even before the E.28/39 flew most companies had set up their own research efforts. In 1939, Metropolitan-Vickers set up a project to develop an axial-flow design as a turboprop but later re-engineered the design as a pure jet known as the Metrovick F.2. Rolls-Royce had already copied the W.1 to produce the low-rated WR.1 but later stopped work on this project after taking over Rover's efforts. de Havilland started a jet fighter project in 1941, the Spider Crablater called Vampirealong with their own engine to power it: Frank Halford's Goblin (Halford H.1). Armstrong Siddeley also developed an axial-flow design, the ASX but reversed Vickers' thinking and later modified it into a turboprop instead, the Python.


          With practically every engine company producing their own designs, Power Jets was no longer able to generate realistic income. In April 1944 Power Jets was nationalised, becoming the National Gas Turbine Establishment at the original Ladywood experimental site. In 1946 it was reorganised with the RAE divisions joining them.


          


          After the War
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          Whittle, disenfranchised, quit what was left of Power Jets in 1948. Long a socialist, his experiences with nationalisation changed his mind and he later campaigned for the Conservative Party (especially for his friend Dudley Williams, who was Managing Director of Power Jets and became Conservative Member of Parliament for Exeter). He also retired from the RAF, complaining of ill health, leaving with the rank of Air Commodore. Shortly afterwards he received 100,000 from the Royal Commission on Awards to Inventors, partly to pay him for turning over all of his shares of Power Jets when it was nationalised. He was made a Knight of the Order of the British Empire (KBE) in that same year.


          He soon joined BOAC as a technical advisor on aircraft gas turbines. He travelled extensively over the next few years, viewing jet engine developments in USA, Canada, Africa, Asia and the Middle East. He left BOAC in 1952 and spent the next year working on a biography, Jet: The Story of a Pioneer. He was awarded the Royal Society of Arts' Albert Medal that year.


          Returning to work in 1953, he accepted a position as a Mechanical Engineering Specialist in one of Shell Oil's subsidiaries. Here he developed a new type of drill that was self-powered by a turbine running on the mud pumped into the hole that was used as a lubricant during drilling. Normally a well is drilled by attaching rigid sections of pipe together and powering the cutting head by spinning the pipe but Whittle's design meant that the drill had no strong mechanical connection to the head frame, allowing for much lighter piping to be used. He gave the Royal Institution Christmas Lectures in 1954 on the The Story of Petroleum.


          Whittle left Shell in 1957 but the project was picked up in 1961 by Bristol Siddeley Engines, who set up Bristol Siddeley Whittle Tools to further develop the concept. In 1966 Rolls Royce purchased Bristol Siddeley but the financial pressures and eventual bankruptcy due to cost overruns of the RB211 project led to the slow wind-down and eventual disappearance of Whittle's "turbo-drill". The design would eventually appear only in the late 1990s, when it was combined with continuous coiled pipe to allow uninterrupted drilling at any angle. The "continuous-coil drilling" can drill straight down into a pocket of oil and then sideways through the pocket to allow the oil to flow out faster.


          In 1976 Whittle emigrated to the US and the next year he accepted the position of NAVAIR Research Professor at the US Naval Academy Annapolis. His research concentrated on the boundary layer before his professorship became part-time from 1978 to 1979. The part time post enabled him to write a textbook on gas turbine thermodynamics. It was at this time that he met von Ohain, who was working at Wright-Patterson Air Force Base. At first upset because he believed von Ohain had developed his engine after seeing Whittle's patent, he eventually became convinced that von Ohain's development was his own. The two became good friends and often toured the US giving talks together. In 1991 von Ohain and Whittle were awarded the Charles Stark Draper Prize for their work on turbojet engines.


          


          Later life


          Frank Whittle married Dorothy Lee in May 1930 and they had two sons. While at Cranwell he lodged in a bungalow at Dorrington. The marriage was dissolved in 1976 and Whittle re-married to Hazel Hall. He died on 8 August, 1996 of lung cancer, at his home in Columbia, Maryland, USA. He was cremated in America and his ashes were flown to England and they were placed in a memorial in a church in Cranwell.


          


          Memorials
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          In Whittle's birthplace, Coventry, England, UK


          
            	The "Whittle Arch" statue is a large double wing-like structure situated outside the Coventry Transport Museum, Millennium Place, Coventry City Centre.
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            	A statue of Whittle by Faith Winter is situated under the Whittle Arch in Millennium Place, Coventry. It was unveiled on the 1 June 2007 by his son, Ian Whittle, during a televised event. It shows Whittle at RAF Cranwell looking towards the sky observing the first test flight of a Gloster-Whittle E28/39 on 15 May 1941.


            	In the Walsgrave suburb of Coventry, there is a school named after Whittle. It was called Frank Whittle Primary up until 1997, before being re-named Sir Frank Whittle primary school. A jet engine replica sits in the reception of the school, Whittle himself donating it before his death.


            	There is a commemorative plaque on the house in Newcombe Road, Earlsdon, Coventry, where he was born and brought up in to the age of 9 years old.


            	On Hearsall Common, near to Whittle's birthplace in Coventry, a plaque commemorates where Whittle gained inspiration when he saw an aircraft land.


            	Coventry University has named one its buildings after him.


            	The main hangar at the Midland Air Museum is called the The Sir Frank Whittle Jet Heritage Centre.


            	Whittle house, one of the four houses at Finham Park School

          


          


          Outside Coventry
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            	A full scale model of the E.28/39 Whittle has been erected just outside the northern boundary of Farnborough Airfield in Hampshire, England, United Kingdom.


            	A similar memorial has been erected in the middle of a roundabout outside Lutterworth where much of Whittle's development was carried out.


            	The Sir Frank Whittle Medal is awarded annually by the Royal Academy of Engineering.


            	Two roads in Derby are named Sir Frank Whittle Road and Sir Frank Whittle Way, as a tribute to his work at Rolls-Royce.


            	Whittle Parkway in Burnham is named after him.


            	One of the main buildings at the Royal Air Force College Cranwell is called Whittle Hall.


            	Cambridge University Engineering Department has a Whittle Laboratory.


            	A road in Rugby is named Whittle Close.


            	Whittle Close in Clitheroe is named after him.


            	Sir Frank Whittle Way, a new road in Blackpool Business park, Blackpool.


            	The Jet public house in Leamington Spa is named in honour of Whittle and was actually called The Jet and Whittle until recent times.


            	The Whittle Gas field in the Southern North Sea operated by BP.
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          Franz Kafka (IPA: [ˈfʀanʦ ˈkafka]) ( 3 July 1883 - 3 June 1924) was one of the major German-language fiction writers of the 20th century. He was born to a middle-class Jewish family in Prague, Austria-Hungary (now Czech Republic). His unique body of writingmuch of which is incomplete and was mainly published posthumouslyis among the most influential in Western literature.


          His stories, such as The Metamorphosis (1915), and novels, including The Trial (1925) and The Castle (1926), concern troubled individuals in a nightmarishly impersonal and bureaucratic world.


          


          Family


          Kafka was born into a middle-class, German-speaking Jewish family in Prague, the capital of Bohemia. His father, Hermann Kafka (18521931), was described as a "huge, selfish, overbearing businessman" and by Kafka himself as "a true Kafka in strength, health, appetite, loudness of voice, eloquence, self-satisfaction, worldly dominance, endurance, presence of mind, [and] knowledge of human nature". Hermann was the fourth child of Jacob Kafka, a ritual slaughterer, and came to Prague from Osek, a Czech-speaking Jewish village near Psek in southern Bohemia. After working as a traveling sales representative, he established himself as an independent retailer of men's and women's fancy goods and accessories, employing up to 15 people and using a jackdaw (kavka in Czech) as his business logo. Kafka's mother, Julie (18561934), was the daughter of Jakob Lwy, a prosperous brewer in Poděbrady, and was better educated than her husband.


          Kafka was the eldest of six children. He had two younger brothers, Georg and Heinrich, who died at the ages of fifteen months and six months, respectively, before Kafka was seven, and three younger sisters, Gabriele ("Elli") (18891941), Valerie ("Valli") (18901942), and Ottilie ("Ottla") (18911943). On business days, both parents were absent from the home. His mother helped to manage her husband's business and worked in it as much as 12 hours a day. The children were largely reared by a series of governesses and servants.


          Kafka's sisters were sent with their families to the Łdź Ghetto and died there or in concentration camps. Ottla was sent to the concentration camp at Theresienstadt and then on October 7, 1943 to the death camp at Auschwitz, where 1267 children and 51 guardians, including Ottla, were gassed to death on their arrival.


          


          Education
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          Kafka learned German as his first language, but he was also fluent in Czech. Later, Kafka acquired some knowledge of French language and culture; one of his favorite authors was Flaubert. From 1889 to 1893, he attended the Deutsche Knabenschule, the boys' elementary school at the Masn trh/Fleischmarkt (meat market), the street now known as Masn street. His Jewish education was limited to his Bar Mitzvah celebration at 13 and going to the synagogue four times a year with his father. After elementary school, he was admitted to the rigorous classics-oriented state gymnasium, Altstdter Deutsches Gymnasium, an academic secondary school with eight grade levels, where German was also the language of instruction, at Old Town Square, within the Kinsky Palace. He completed his Maturita exams in 1901.


          Admitted to the German Charles-Ferdinand University of Prague, Kafka first studied chemistry, but switched after two weeks to law. This offered a range of career possibilities, which pleased his father, and required a longer course of study that gave Kafka time to take classes in German studies and art history. At the university, he joined a student club, named Lese- und Redehalle der Deutschen Studenten, which organized literary events, readings and other activities. In the end of his first year of studies, he met Max Brod, who would become a close friend of his throughout his life, together with the journalist Felix Weltsch, who also studied law. Kafka obtained the degree of Doctor of Law on June 18, 1906 and performed an obligatory year of unpaid service as law clerk for the civil and criminal courts.


          


          Work


          On November 1, 1907, he was hired at the Assicurazioni Generali, a huge Italian insurance company, where he worked for nearly a year. His correspondence, during that period, witnesses that he was unhappy with his working time schedule - from 8 p.m. (20:00) until 6 a.m. (06:00) - as it made it extremely difficult for him to concentrate on his writing. On July 15, 1908, he resigned, and two weeks later found more congenial employment with the Worker's Accident Insurance Institute for the Kingdom of Bohemia. His father often referred to his son's job as insurance officer as a "Brotberuf", literally "bread job", a job done only to pay the bills. However, he did not show any signs of indifference towards his job, as the several promotions that he received during his career suggest that he was a hardworking employee. The contention, made by Peter Drucker in Managing in the Next Society, that Kafka invented the first civilian hard hat and received a medal for this invention in 1912 because it reduced Bohemian steel mill deaths to fewer than 25 per thousand employees, is not supported by any document from his employer's archives. He was also given the task of compiling and composing the annual report and was reportedly quite proud of the results, sending copies to friends and family. In parallel, Kafka was also committed to his literary work. Together with his close friends Max Brod and Felix Weltsch, these three were called "Der enge Prager Kreis", the close Prague circle, which was part of a broader Prague Circle, "a loosely knit group of German-Jewish writers who contributed to the culturally fertile soil of Prague during the 1880s until after World War I."


          In 1911, Karl Hermann, spouse of his sister Elli, proposed Kafka collaborate in the operation of an asbestos factory known as Prager Asbestwerke Hermann and Co. Kafka showed a positive attitude at first, dedicating much of his free time to the business. During that period, he also found interest and entertainment in the performances of Yiddish theatre, despite the misgivings of even close friends such as Max Brod, who usually supported him in everything else. Those performances also served as a starting point for his growing relationship with Judaism.


          


          Later years


          In 1912, at Max Brod's home, Kafka met Felice Bauer, who lived in Berlin and worked as a representative for a dictaphone company. Over the next five years they corresponded a great deal, met occasionally, and twice were engaged to be married. Their relationship finally ended in 1917.


          In 1917, Kafka began to suffer from tuberculosis, which would require frequent convalescence during which he was supported by his family, most notably his sister Ottla. Despite his fear of being perceived as both physically and mentally repulsive, he impressed others with his boyish, neat, and austere good looks, a quiet and cool demeanor, obvious intelligence and dry sense of humor.


          In 1921 he developed an intense relationship with Czech journalist and writer Milena Jesensk. In July 1923, throughout a vacation to Graal-Mritz on the Baltic Sea, he met Dora Diamant and briefly moved to Berlin in the hope of distancing himself from his family's influence to concentrate on his writing. In Berlin, he lived with Dora Diamant, a 25-year-old kindergarten teacher from an orthodox Jewish family, who was independent enough to have escaped her past in the ghetto. Dora became his lover, and influenced Kafka's interest in the Talmud.


          It is generally agreed that Kafka suffered from clinical depression and social anxiety throughout his entire life. He also suffered from migraines, insomnia, constipation, boils, and other ailments, all usually brought on by excessive stresses and strains. He attempted to counteract all of this by a regimen of naturopathic treatments, such as a vegetarian diet and the consumption of large quantities of unpasteurized milk. However, Kafka's tuberculosis worsened; he returned to Prague, then went to Dr. Hoffmann's sanatorium in Kierling near Vienna for treatment, where he died on June 3, 1924, apparently from starvation. The condition of Kafka's throat made eating too painful for him, and since parenteral nutrition had not yet been developed, there was no way to feed him (a fate resembling that of Gregor in the Metamorphosis and the main character of A Hunger Artist). His body was ultimately brought back to Prague where he was interred on June 11, 1924, in the New Jewish Cemetery (sector 21, row 14, plot 33) in Prague-Žižkov.


          


          Personal views


          Kafka was not formally involved in Jewish religious life, but he showed a great interest in Jewish culture and spirituality. He was deeply fascinated by the Jews of Eastern Europe who he regarded as having an intensity of spiritual life Western Jews did not have. Yet he was at times alienated from Judaism and Jewish life: "What have I in common with Jews? I have hardly anything in common with myself and should stand very quietly in a corner, content that I can breathe."


          During the later years of his life, Kafka developed an interest in moving to Mandate Palestine. He dreamed of going with Dora Diamant to create a new kind of life in the Land of Israel. Here too he was perhaps influenced by his Zionist friends Hugo Bergmann and Max Brod. Tragically, Kafka's tuberculosis was too advanced and he was unable to realize this dream of his final years.


          


          Literary work
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          Kafka published only a few short stories during his lifetime, a small part of his work, and never finished any of his novels (with the possible exception of The Metamorphosis, which some consider to be a short novel). His writing attracted little attention until after his death. Prior to his death, he instructed his friend and literary executor Max Brod to destroy all of his manuscripts. His lover, Dora Diamant, partially executed his wishes, secretly keeping up to 20 notebooks and 35 letters until they were confiscated by the Gestapo in 1933. An ongoing international search is being conducted for these missing Kafka papers. Brod overrode Kafka's instructions and instead oversaw the publication of most of the work in his possession, which soon began to attract attention and high critical regard.


          All of Kafka's published works, except several letters he wrote in Czech to Milena Jesensk, were written in German.


          


          Style of writing


          Kafka often made extensive use of a trait special to the German language allowing for long sentences that sometimes can span an entire page. Kafka's sentences then deliver an unexpected impact just before the full stop - that being the finalizing meaning and focus. This is achieved due to the construction of certain sentences in German which require that the verb be positioned at the end of the sentence. Such constructions cannot be duplicated in English, so it is up to the translator to provide the reader with the same effect found in the original text. One such instance of a Kafka translator's quandary is demonstrated in the first sentence of The Metamorphosis.


          Another virtually insurmountable problem facing the translator is how to deal with the author's intentional use of ambiguous terms or of words that have several meanings. An example is Kafka's use of the German noun Verkehr in the final sentence of The Judgment. Literally, Verkehr means intercourse and, as in English, can have either a sexual or non-sexual meaning; in addition, it is used to mean transport or traffic. The sentence can be translated as: "At that moment an unending stream of traffic crossed over the bridge." What gives added weight to the obvious double meaning of 'Verkehr' is Kafka's confession to his friend and biographer Max Brod that when he wrote that final line, he was thinking of "a violent ejaculation." In the English translation, of course, what can 'Verkehr' be but "traffic?"


          


          Critical interpretation
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          Critics have interpreted Kafka's works in the context of a variety of literary schools, such as modernism, magical realism, and so on. The apparent hopelessness and absurdity that seem to permeate his works are considered emblematic of existentialism. Others have tried to locate a Marxist influence in his satirization of bureaucracy in pieces such as In the Penal Colony, The Trial, and The Castle, whereas others point to anarchism as an inspiration for Kafka's anti-bureaucratic viewpoint. Still others have interpreted his works through the lens of Judaism (Borges made a few perceptive remarks in this regard), through Freudianism (because of his familial struggles), or as allegories of a metaphysical quest for God ( Thomas Mann was a proponent of this theory).


          Themes of alienation and persecution are repeatedly emphasized, and the emphasis on this quality, notably in the work of Marthe Robert, partly inspired the counter-criticism of Gilles Deleuze and Felix Guattari, who argued that there was much more to Kafka than the stereotype of a lonely figure writing out of anguish, and that his work was more deliberate, subversive, and more "joyful" than it appears to be.


          Furthermore, an isolated reading of Kafka's work  focusing on the futility of his characters' struggling without the influence of any studies on Kafka's life was worthless  reveals the humor of Kafka. Kafka's work, in this sense, is not a written reflection of any of his own struggles, but a reflection of how people invent struggles.


          Biographers have said that it was common for Kafka to read chapters of the books he was working on to his closest friends, and that those readings usually concentrated on the humorous side of his prose. Milan Kundera refers to the essentially surrealist humour of Kafka as a main predecessor of later artists such as Federico Fellini, Gabriel Garca Mrquez, Carlos Fuentes and Salman Rushdie. For Garca Mrquez, it was as he said the reading of Kafka's The Metamorphosis that showed him "that it was possible to write in a different way".


          


          Publications and dates


          Much of Kafka's work was unfinished, or prepared for publication posthumously by Max Brod. The novels The Castle (which stopped mid-sentence and had ambiguity on content), The Trial (chapters were unnumbered and some were incomplete) and Amerika (Kafka's original title was The Man who Disappeared) were all prepared for publication by Brod. It appears Brod took a few liberties with the manuscript (moving chapters, changing the German and cleaning up the punctuation), and thus the original German text was altered prior to publication. The editions by Brod are generally referred to as the Definitive Editions.


          According to the publisher's note for The Castle, Malcolm Pasley was able to get most of Kafka's original handwritten work into the Oxford Bodleian Library in 1961. The text for The Trial was later acquired through auction and is stored at the German literary archives at Marbach, Germany.


          Subsequently, Pasley headed a team (including Gerhard Neumann, Jost Schillemeit, and Jrgen Born) in reconstructing the German novels and S. Fischer Verlag republished them. Pasley was the editor for Das Schlo (The Castle), published in 1982, and Der Proze (The Trial), published in 1990. Jost Schillemeit was the editor of Der Verschollene ( Amerika) published in 1983. These are all called the 'Critical Editions' or the 'Fischer Editions'. The German critical text of these, and Kafka's other works, may be found online at The Kafka Project.


          There is another Kafka Project based at San Diego State University, which began in 1998 as the official international search for Kafka's last writings. Consisting of 20 notebooks and 35 letters to Kafka's last companion, Dora Diamant (later, Dymant-Lask), this missing literary treasure was confiscated from her by the Gestapo in Berlin 1933. The Kafka Project's four-month search of government archives in Berlin in 1998 uncovered the confiscation order and other significant documents. In 2003, the Kafka Project discovered three original Kafka letters, written in 1923. Building on the search conducted by Max Brod and Klaus Wagenbach in the mid-1950s, the Kafka Project at SDSU has an advisory committee of international scholars and researchers, and is calling for volunteers who want to help solve a literary mystery. In 2008, academic and Kafka expert James Hawes accused scholars of suppressing details of the pornography hidden in Kafka's journals to preserve the writer's image.


          


          Translations


          There are two primary sources for the translations based on the two German editions. The earliest English translations were by Edwin and Willa Muir and published by Alfred A. Knopf. These editions were widely published and spurred the late-1940's surge in Kafka's popularity in the United States. Later editions (notably the 1954 editions) had the addition of the deleted text translated by Eithne Wilkins and Ernst Kaiser. These are known 'Definitive Editions'. They translated both The Trial, Definitive and The Castle, Definitive among other writings. Definitive Editions are generally accepted to have a number of biases and to be dated in interpretation.


          After Pasley and Schillemeit completed their recompilation of the German text, the new translations were completed and published -- The Castle, Critical by Mark Harman ( Schocken Books, 1998), The Trial, Critical by Breon Mitchell ( Schocken Books, 1998) and Amerika: The Man Who Disappeared by Michael Hoffman ( New Directions Publishing, 2004). These editions are often noted as being based on the restored text.


          Legacy
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          Franz Kafka has a museum dedicated to his work in Prague, Czech Republic. The term " Kafkaesque" is widely used to describe concepts, situations, and ideas which are reminiscent of Kafka's works, particularly The Trial and "The Metamorphosis".


          In Mexico, the phrase "Si Franz Kafka fuera mexicano, sera costumbrista" (If Franz Kafka were Mexican, he would be a Costumbrista writer) is commonly used in newspapers, blogs, and online forums to tell how hopeless and absurd the situation in the country is.


          It has been noted that "from the Czech point of view, Kafka was German, and from the German point of view he was, above all, Jewish" and that this was a common "fate of much of Western Jewry."


          


          Kafka in literature


          
            	Nobel Prize winner Isaac Bashevis Singer wrote a short story called "A Friend of Kafka," which was about a Yiddish actor called Jacques Kohn who said he knew Franz Kafka. In this story, according to Jacques Kohn, Kafka believed in the Golem, a legendary creature from Jewish folklore.


            	Kafka Americana by Jonathan Lethem and Carter Scholz is a collection of stories based on Kafka's life and works.


            	Kafka on the Shore by Haruki Murakami


            	Kafka was the Rage, a Greenwich Village Memoir by Anatole Broyard


            	Kafka's Curse by Achmat Dangor


            	The Kafka Effekt by American bizarro author D. Harlan Wilson, who relates his take on the irrealism genre of literature to that of Franz Kafka, and to that of William S. Burroughs.

          


          


          Film


          For a full list of films The IMDb filmography


          


          Kafka's Life


          
            	Kafka (1990) Jeremy Irons stars as the eponymous author. Written by Lem Dobbs and directed by Steven Soderbergh, the movie mixes his life and fiction providing a semi-biographical presentation of Kafka's life and works. The story concerns Kafka investigating the disappearance of one of his work colleagues. The plot takes Kafka through many of the writer's own works, most notably The Castle and The Trial.


            	Franz Kafka (1992) at the Internet Movie Database: an animated film by Piotr Dumała

          


          


          Novels


          
            	The Trial (1962) Orson Welles wrote and directed this adaptation of the novel starring Anthony Perkins. In a 1962 BBC Interview with Huw Wheldon, Orson Welles noted, "Say what you like, but The Trial is the best film I have ever made".


            	Klassenverhltnisse Class Relations (1984) Directed by the experimental filmmaking duo of Jean-Marie Straub and Danile Huillet based on Kafka's novel Amerika.


            	The Trial (1993) Starring Kyle MacLachlan as Joseph K. with Anthony Hopkins in a cameo role as the priest as a strictly faithful adaptation with a screenplay by playwright Harold Pinter.


            	Das Schlo (1997) at the Internet Movie Database by Michael Haneke

          


          


          Metamorphosis


          
            	Die Verwandlung (1975) at the Internet Movie Database


            	Frvandlingen (1976/I) at the Internet Movie Database


            	The Metamorphosis of Mr. Samsa (1977) at the Internet Movie Database: an animated short by Caroline Leaf


            	Metamorphosis (1987) at the Internet Movie Database


            	Franz Kafka's 'It's a Wonderful Life' (1993) is an Oscar-winning short film written and directed by Peter Capaldi and starring Richard E. Grant as Kafka. The film blends " Metamorphosis" with Frank Capra's It's a Wonderful Life.


            	The Metamorphosis of Franz Kafka (1993) by Carlos Atanes, at YouTube.


            	Prevrashcheniye (2002) at the Internet Movie Database


            	Metamorfosis (2004) at the Internet Movie Database

          


          


          Short stories


          
            	Zoetrope: an experimental avant-garde short film by Charlie Deaux, Zoetrope (1999) at the Internet Movie Database. Adaptation of "In the Penal Colony".


            	The Hunger Artist (2002) at the Internet Movie Database: an animated feature by Tom Gibbons


            	Menschenkrper (2004) at the Internet Movie Database Adaptation of "A Country Doctor".

          


          


          Theatre


          
            	Alan Bennett, Kafka's Dick, 1986, a play in which the ghosts of Kafka, his father Hermann, and Max Brod arrive at the home of an English insurance clerk (and Kafka aficionado) and his wife.


            	Milan Richter, Kafka's Hell-Paradise, 2006, a play with 5 characters, using Kafka's aphorisms, dreams and re-telling his relations to his father and to the women. Translated from the Slovak by Ewald Osers.


            	Milan Richter, Kafka's Second Life, 2007, a play with 17 characters, starting in Kierling where Kafka is dying and ending in Prague in 1961. Translated from the Slovak by Ewald Osers.


            	Tadeusz Rżewicz, Pułapka (The Trap), 1982, a play loosely based on Kafka's diaries and letters
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          Franz Peter Schubert ( 31 January 1797  19 November 1828) was an Austrian composer. He wrote some 600 lieder, nine symphonies (including the famous " Unfinished Symphony"), liturgical music, operas, and a large body of chamber and solo piano music. He is particularly noted for his original melodic and harmonic writing.


          While Schubert had a close circle of friends and associates who admired his work (including his teacher Antonio Salieri, and the prominent singer Johann Michael Vogl), wider appreciation of his music during his lifetime was limited at best. He was never able to secure adequate permanent employment, and for most of his career he relied on the support of friends and family. Interest in Schubert's work increased dramatically in the decades following his death and he is now widely considered to be one of the greatest composers in the Western tradition.


          


          Biography


          


          Early life and education


          Schubert was born in Vienna on 31 January 1797. His father, Franz Theodor Schubert, the son of a Moravian peasant, was a parish schoolmaster; his mother, Elizabeth Vietz was the daughter of a Silesian master locksmith, and had also been a housemaid for a Viennese family prior to her marriage. Of the Schuberts' sixteen children (one illegitimate child was born in 1783), eleven died in infancy; five survived. Their father Franz Theodor was a well-known teacher, and his school on the Himmelpfortgrund, a part of Vienna's 9th district, was well attended. He was not a famous musician, but he taught his son what he could of music.
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          At the age of five, Schubert began receiving regular instruction from his father and a year later was enrolled at the Himmelpfortgrund school. His formal musical education also began around the same time. His father continued to teach him the basics of the violin. At seven, Schubert was placed under the instruction of Michael Holzer. Holzer's lessons seem to have mainly consisted of conversations and expressions of admiration and the boy gained more from his acquaintance with a friendly joiner's apprentice who used to take him to a neighboring pianoforte warehouse where he was given the opportunity to practice on better instruments. The unsatisfactory nature of Schubert's early training was even more pronounced during his time given that composers could expect little chance of success unless they were also able to appeal to the public as performers. To this end, Schubert's meager musical education was never entirely sufficient.


          In October 1808, he was received as a pupil at the Stadtkonvikt (Imperial religious boarding school) through a choir scholarship. It was at the Stadtkonvikt that Schubert was introduced to the overtures and symphonies of Mozart. His exposure to these pieces as well as various lighter compositions combined with his occasional visits to the opera set the foundation for his greater musical knowledge.


          Meanwhile, his genius was already beginning to show itself in his compositions. Antonio Salieri, a leading composer of the period, became aware of the talented young man and decided to train him in musical composition and music theory. Schubert's early essay in chamber music is noticeable, since we learn that at the time a regular quartet-party was established at his home "on Sundays and holidays," in which his two brothers played the violin, his father the cello and Franz himself the viola. It was the first germ of that amateur orchestra for which, in later years, many of his compositions were written. During the remainder of his stay at the Stadtkonvikt he wrote a good deal more chamber music, several songs, some miscellaneous pieces for the pianoforte and, among his more ambitious efforts, a Kyrie (D.31) and Salve Regina (D.27), an octet for wind instruments (D.72/72a) (said to commemorate the death of his mother, which took place in 1812) a cantata (D.110), words and music, for his father's name-day in 1813, and the closing work of his school-life, his first symphony (D.82).


          


          Teacher at his father's school


          At the end of 1813 he left the Stadtkonvikt, and entered his father's school as teacher of the lowest class. In the meantime, his father remarried, this time to Anna Kleyenboeck, the daughter of a silk dealer from the suburb Gumpendorf. For over two years the young man endured the drudgery of the work, which he performed with very indifferent success. There were, however, other interests to compensate. He received private lessons in composition from Salieri, who did more for Schuberts training than any of his other teachers.


          


          Supported by friends
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          As 1815 was the most prolific period of Schubert's life, 1816 saw the first real change in his fortunes. Somewhere about the turn of the year his old schoolfriend Joseph von Spaun surprised him in the composition of Erlknig (D.328, published as Op.1)  Goethe's poem propped among a heap of exercise books, and the boy at white-heat of inspiration "hurling" the notes on the music-paper. A few weeks later Franz von Schober, a student of good family and some means, who had heard some of Schubert's songs at Spaun's house, came to pay a visit to the composer and proposed to carry him off from school-life and give him freedom to practise his art in peace. The proposal was particularly opportune, for Schubert had just made an unsuccessful application for the post of Kapellmeister at Laibach and was feeling more acutely than ever the slavery of the classroom. His father's consent was readily given, and before the end of the spring he was installed as a guest in Schober's lodgings. For a time he attempted to increase the household resources by giving music lessons, but they were soon abandoned, and he devoted himself to composition. "I write all day," he said later to an inquiring visitor, "and when I have finished one piece I begin another."


          All this time his circle of friends was steadily widening. Mayrhofer introduced him to Johann Michael Vogl, a famous baritone, who did him good service by performing his songs in the salons of Vienna; Anselm Httenbrenner and his brother Joseph ranged themselves among his most devoted admirers; Joseph von Gahy, an excellent pianist, played his sonatas and fantasias; the Sonnleithners, a burgher family whose eldest son had been at the Stadtkonvikt, gave him free access to their home, and organized in his honour musical parties which soon assumed the name of Schubertiaden. The material needs of life were supplied without much difficulty. No doubt Schubert was entirely penniless, for he had given up teaching, he could earn nothing by public performance, and, as yet, no publisher would take his music at a gift; but his friends came to his aid with true Bohemian generosity  one found him lodging, another found him appliances, they took their meals together and the man who had any money paid the score. Schubert was always the leader of the party, but more often than not, was penniless. Though he was known by half a dozen affectionate nicknames, the most characteristic was kann er was? ("Is he good for anything?"), or more colloquially, "Can he pay?" (for the food and drink), his usual question when a new acquaintance was introduced. Another nickname was "The Little Mushroom" as Schubert was only five feet, one and one-half inches tall (1.56 m), and tended to corpulence.


          The compositions of 1820 are remarkable, and show a marked advance in development and maturity of style. The unfinished oratorio "Lazarus" (D.689) was begun in February; later followed, amid a number of smaller works, by the 23rd Psalm (D.706), the Gesang der Geister (D.705/714), the Quartettsatz in C minor (D.703), and the "Wanderer Fantasy" for piano (D.760). But of almost more biographical interest is the fact that in this year two of Schubert's operas appeared at the Krntnerthor Theatre, Die Zwillingsbrder (D.647) on June 14, and Die Zauberharfe (D.644) on August 19. Hitherto his larger compositions (apart from Masses) had been restricted to the amateur orchestra at the Gundelhof, a society which grew out of the quartet-parties at his home. Now he began to assume a more prominent position and address a wider public. Still, however, publishers remained obstinately aloof, and it was not until his friend Vogl had sung Erlknig at a concert (Feb. 8, 1821) that Anton Diabelli hesitatingly agreed to print some of his works on commission. The first seven opus numbers (all songs) appeared on these terms; then the commission ceased, and he began to receive the meagre pittances which were all that the great publishing houses ever accorded to him. Much has been written about the neglect from which he suffered during his lifetime. It was not the fault of his friends, it was only indirectly the fault of the Viennese public; the persons most to blame were the cautious intermediaries who stinted and hindered him from publication.


          The production of his two dramatic pieces turned Schubert's attention more firmly than ever in the direction of the stage; and towards the end of 1821 he set himself on a course which for nearly three years brought him continuous mortification and disappointment. Alfonso und Estrella was refused, and so was Fierrabras (D.796); Die Verschworenen (D.787) was prohibited by the censor (apparently on the ground of its title); Rosamunde (D.797) was withdrawn after two nights, owing to the poor quality of its libretto. Of these works the two former are written on a scale which would make their performances exceedingly difficult (Fierabras, for instance, contains over 1,000 pages of manuscript score), but Die Verschworenen is a bright attractive comedy, and Rosamunde contains some of the most charming music that Schubert ever composed. In 1822 he made the acquaintance both of Weber and of Beethoven, but little came of it in either case, though Beethoven cordially acknowledged his genius, the quote attributed to Beethoven being: "Truly, the spark of divine genius resides in this Schubert!" Schober was away from Vienna; new friends appeared of a less desirable character; on the whole these were the darkest years of his life.


          In 1994 musicologist Rita Steblin discovered Schubert's brother Karl's marriage petition on the attic floor of the Lichtental church. The composer's own wish to marry Therese Grob was hindered by Metternich's harsh marriage consent law of 1815, as Schubert's heart-rending cry in his diary of September 1816 makes clear.


          


          Last years and masterworks
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          In 1823 appeared Schubert's first song cycle, Die schne Mllerin (D.795), after poems by Wilhelm Mller. This work, together with the later cycle " Winterreise" (D.911; also written to texts of Mller) is widely considered one of the pinnacles of Lieder. The song Du bist die Ruh ("You are stillness/peace") D.776 was also composed during this year.


          In the spring of 1824 he wrote the Octet in F (D.803), "A Sketch for a Grand Symphony"; and in the summer went back to Želiezovce, when he became attracted by Hungarian idiom, and wrote the Divertissement a l'Hongroise (D.818) and the String Quartet in A minor (D.804). It has been said that he held a hopeless passion for his pupil Countess Karoline Eszterhzy; if this is the case, the details are unknown to historians.


          Despite his preoccupation with the stage and later with his official duties, he found time during these years for a good deal of miscellaneous composition. The Mass in A flat (D.678) was completed and the "Unfinished Symphony" ( Symphony No. 8 in B minor, D.759) begun in 1822. The question of why the symphony was "unfinished" has been debated endlessly and is still unresolved. To 1824, beside the works mentioned above, belong the variations for flute and piano on Trockne Blumen, from the cycle Die schne Mllerin. There is also a sonata for piano and arpeggione (D.821). This music is nowadays usually played by either cello or viola and piano, although a number of other arrangements have been made.


          The mishaps of the recent years were compensated by the prosperity and happiness of 1825. Publication had been moving more rapidly; the stress of poverty was for a time lightened; in the summer there was a pleasant holiday in Upper Austria, where Schubert was welcomed with enthusiasm. It was during this tour that he produced his "Songs from Sir Walter Scott". This cycle contains his famous and beloved Ellens dritter Gesang (D.839). This is today more popularly, though mistakenly, referred to as "Schubert's Ave Maria"; while he had set it to Adam Storck's German translation of Scott's hymn from The Lady of the Lake that happens to open with the greeting Ave Maria and also has it for its refrain, subsequently the entire Scott/Storck text in Schubert's song have occasionally been substituted with the complete Latin text of the traditional Ave Maria prayer. During this time he also wrote the Piano Sonata in A minor (D.845, Op. 42) and the Symphony No. 9 (in C major, D.944), which is believed to have been completed the following year, in 1826.


          From 1826 to 1828 Schubert resided continuously in Vienna, except for a brief visit to Graz in 1827. The history of his life during these three years is little more than a record of his compositions. There were few events worth mention during this period. In 1826, he dedicated a symphony to the Gesellschaft der Musikfreunde and received an honorarium in return. In the spring of 1828 he gave, for the first and only time in his career, a public concert of his own works which was very well received. But the compositions themselves are a sufficient biography. The String Quartet in D minor (D.810), with the variations on Death and the Maiden, was written during the winter of 18251826, and first played on 25 January 1826. Later in the year came the String Quartet in G major, the "Rondeau brilliant" for piano and violin (D.895, Op.70), and the Piano Sonata in G (D.894, Op.78) (first published under the title "Fantasia in G"). To these should be added the three Shakespearian songs, of which "Hark! Hark! the Lark" (D.889) and "Who is Sylvia?" (D.891) were allegedly written on the same day, the former at a tavern where he broke his afternoon's walk, the latter on his return to his lodging in the evening.


          In 1827 Schubert wrote the song cycle Winterreise (D.911), a colossal peak of the art of art-song (remarkable is already the way it was presented at the Schubertiades), the Fantasia for piano and violin in C (D.934), and the two piano trios (B flat, D.898; and E flat, D.929): in 1828 the Song of Miriam, the Mass in E-flat (D.950), the Tantum Ergo (D.962) in the same key, the String Quintet in C (D.956), the second Benedictus to the Mass in C, the last three piano sonatas, and the collection of songs published posthumously under the fanciful name of Schwanengesang ("Swan-song", D.957), which whilst not a true song cycle, retains a unity of style amongst the individual songs, touching unwonted depths of tragedy and the morbidly supernatural. Six of these are to words by Heinrich Heine, whose Buch der Lieder appeared in the autumn. The Symphony No. 9 (D.944) is dated 1828, and many modern Schubert scholars (including Brian Newbould) believe that this symphony, written in 1825-6, was revised for performance in 1828 (a fairly unusual practice for Schubert, for whom publication, let alone performance, was rarely contemplated for many of his larger-scale works during his lifetime). In the last weeks of his life he began to sketch three movements for a new Symphony in D (D.936A).


          The works of his last two years reveal a composer increasingly meditating on the darker side of the human psyche and human relationships, and with a deeper sense of spiritual awareness and conception of the 'beyond', reaching extraordinary depths in several chillingly dark songs of this period, especially in the larger cycles, (the song Der Doppelgaenger reaching an extraordinary climax, conveying madness at the realization of rejection and imminent death, and yet able to touch repose and communion with the infinite in the almost timeless ebb and flow of the String Quintet). Schubert expressed the wish, were he to survive his final illness, to further develop his knowledge of harmony and counterpoint.


          


          Death


          In the midst of this creative activity, his health deteriorated. He contracted syphilis in 1822. The final illness may have been typhoid fever, though other causes have been proposed; some of his final symptoms match those of mercury poisoning (mercury was a common treatment for syphilis in the early 19th century). At any rate, insufficient evidence remains to make a definitive diagnosis. His solace in his final illness was reading, and he had become a passionate fan of the writings of James Fenimore Cooper. He died aged 31 on Wednesday 19 November 1828 at the apartment of his brother Ferdinand in Vienna. At 3 p.m. "someone observed that he had ceased to breathe." By his own request, he was buried next to Beethoven, whom he had adored all his life, in the village cemetery of Whring. In 1888, both Schubert's and Beethoven's graves were moved to the Zentralfriedhof, where they can now be found next to those of Johann Strauss II and Johannes Brahms.


          In 1872, a memorial to Franz Schubert was erected in Vienna's Stadtpark.


          


          Music


          


          Style


          Schubert composed music for a wide range of ensembles and in various genres including opera, liturgical music, chamber and solo piano music.


          While he was clearly influenced by the Classical sonata forms of Beethoven and Mozart (his early works, among them notably the 5th Symphony, are particularly Mozartean), his formal structures and his developments tend to give the impression more of melodic development than of harmonic drama. This combination of Classical form and long-breathed Romantic melody sometimes lends them a discursive style: his 9th Symphony was described by Robert Schumann as running to "heavenly lengths". His harmonic innovations include movements in which the first section ends in the key of the subdominant rather than the dominant (as in the last movement of the Trout Quintet). Schubert's practice here was a forerunner of the common Romantic technique of relaxing, rather than raising, tension in the middle of a movement, with final resolution postponed to the very end.


          It was in the genre of the Lied, however, that Schubert made his most indelible mark. Plantinga remarks, "In his more than six hundred lieder he explored and expanded the potentialities of the genre as no composer before him." Prior to Schubert's influence, lieder tended toward a strophic, syllabic treatment of text, evoking the folksong qualities burgeoned by the stirrings of Romantic nationalism. Among Schubert's treatments of the poetry of Goethe, his settings of Gretchen am Spinnrade and Der Erlknig are particularly striking for their dramatic content, forward-looking uses of harmony, and their use of eloquent pictorial keyboard figurations, such as the depiction of the spinning wheel and treadle in the piano in Gretchen and the furious and ceaseless gallop the right hand in Erlknig. Also of particular note are his two song cycles on the poems of Wilhelm Mller, Die schne Mllerin and Winterreise, and the collection Schwanengesang, all of which helped to establish the genre and its potential for musical, poetic, and dramatic narrative. In turn, Schubert's work in Lieder fostered interest in shorter and more lyrical instrumental works.


          Schubert's compositional style progressed rapidly throughout his short life. The loss of potential masterpieces caused by his early death at 31 was perhaps best expressed in the epitaph on his tombstone written by the poet Franz Grillparzer, "Here music has buried a treasure, but even fairer hopes."


          


          Posthumous history of Schubert's music


          Some of his smaller pieces were printed shortly after his death, but the more valuable seem to have been regarded by the publishers as so much waste paper. In 1838 Robert Schumann, on a visit to Vienna, found the dusty manuscript of the C major symphony (the "Great", D.944) and took it back to Leipzig, where it was performed by Felix Mendelssohn and celebrated in the Neue Zeitschrift. There continues to be some controversy over the numbering of this symphony, with German-speaking scholars numbering it as symphony No. 7, the revised Deutsch catalogue (the standard catalogue of Schubert's works, compiled by Otto Erich Deutsch) listing it as No. 8, and English-speaking scholars listing it as No. 9.


          Fifty of his songs were transcribed for piano by Franz Liszt, who declared Schubert to be "the most poetic musician who has ever lived".


          The most important step towards the recovery of the neglected works was the journey to Vienna which Sir George Grove (of " Grove's Dictionary of Music and Musicians" fame) and Arthur Sullivan made in the autumn of 1867. The travellers rescued from oblivion seven symphonies, the Rosamunde incidental music, some of the Masses and operas, some of the chamber works, and a vast quantity of miscellaneous pieces and songs. This led to more widespread public interest in Schubert's work.


          Another controversy, which originated with Grove and Sullivan and continued for many years, surrounded the "lost" symphony. Immediately before Schubert's death, his friend Eduard von Bauernfeld recorded the existence of an additional symphony, dated 1828 (although this does not necessarily indicate the year of composition) named the "Letzte" or "Last" symphony. It has been more or less accepted by musicologists that the "Last" symphony refers to a sketch in D major (D.936A), identified by Ernst Hilmar in 1977, and which was realised by Brian Newbould as the Tenth Symphony.


          


          Catalogue


          
            	Lists of works by Franz Schubert

          


          
            	By Deutsch number: D 1 to 504 - D 505 to 998


            	List of compositions by Franz Schubert  by musical genre


            	Alphabetical list of Schubert's compositions (insofar as described in separate articles)
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          Frdric Chopin ( Polish: Fryderyk Franciszek Chopin, sometimes Szopen; French: Frdric Franois Chopin; English surname pronunciation: IPA: /ʃoʊpn/ or /ʃoʊp̃/; March 1, 1810, Żelazowa Wola October 17, 1849, Paris) was a Polish piano composer of the Romantic period. He is widely regarded as one of the most famous, influential and prolific composers for piano.


          Chopin was born in the village of Żelazowa Wola, Poland, to a Polish mother and French- expatriate father. Hailed in his homeland as a child prodigy, at age twenty Chopin left for Paris. There he made a career as performer, teacher and composer, and adopted the French version of his given names, "Frdric-Franois." From 1837 to 1847 he had a turbulent relationship with the French writer George Sand (Aurore Dudevant). Always in frail health, at 39 he succumbed to pulmonary tuberculosis.


          All of Chopin's extant work includes the piano in some role (predominantly as a solo instrument), and his compositions are widely considered to be among the pinnacles of the piano's repertoire. Although his music is among the most technically demanding for the instrument, Chopin's style emphasizes nuance and expressive depth rather than mere technical display. He invented some musical forms, such as the ballade, but his most significant innovations were within existing structures such as the piano sonata, waltz, nocturne, tude, and prelude. His works are often cited as being among the mainstays of Romanticism in 19th-century classical music. Additionally, Chopin was the first western classical composer to imbue Slavic elements into his music; to this day his mazurkas and polonaises are the cornerstone of Polish nationalistic classical music.


          


          Life
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          Chopin was born in Żelazowa Wola, near Sochaczew in the Masovia region, which was part of the Duchy of Warsaw. He was born to Mikołaj (Nicolas) Chopin, a Frenchman of distant Polish ancestry from Lorraine who had adopted Poland as his homeland when he moved there in 1787. Nicolas had married a woman from an upper-class but impoverished Polish family, Tekla Justyna Krzyżanowska.


          According to the composer's family, Chopin was born March 1, 1810. There is no known birth certificate. His baptismal certificate lists his birthdate as February 22, 1810, but this was most likely an error on the part of the priest.


          


          Formative years


          In October 1810, when Frdric was seven months old, the family moved to Warsaw, where the father took a position as teacher of French language at a high school housed in the Saxon Palace. The family lived on the palace grounds.


          
            [image: Chopin, by Ary Scheffer.]

            
              Chopin, by Ary Scheffer.
            

          


          Young Chopin, like his sisters, received his first piano lessons from his mother. His musical talent was early apparent, and he gained a reputation in Warsaw as a "second Mozart." At age seven he was already the author of two polonaises ( G minor and B flat major), the first being published in the engraving workshop of Father Cybulski, director of a School of Organists and one of the few music publishers in Poland. The prodigy was featured in the Warsaw newspapers, and "little Chopin" became an attraction at receptions given in the capital's aristocratic salons. He also began giving public charity concerts. He is said to once have been asked what he thought the audience liked best; seven-year-old Chopin replied, "My shirt collar." He first appeared publicly as a pianist when he was eight.


          Chopin received his first professional piano lessons, in 1816-22, from Wojciech Żywny. Chopin later spoke highly of Żywny, although the youngster's skills soon surpassed those of his teacher. The further development of Chopin's talent was supervised by Wilhelm Wrfel. This renowned pianist, a professor at the Warsaw Conservatory, gave Chopin valuable though irregular lessons in playing the organ, and possibly also the piano. From 1823 to 1826 Chopin attended the Warsaw Lyceum, a high school where his father taught.


          In the autumn of 1826, Chopin began studying music theory, figured bass and composition with the composer Jzef Elsner at the Warsaw Conservatory. Chopin's contact with Elsner may date to as early as 1822, and it is certain that Elsner was giving Chopin informal guidance by 1823. Chopin completed a normal three-year course at the conservatory in 1829.
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          That same year in Warsaw, Chopin heard Niccol Paganini play, and he also met the German pianist and composer Johann Nepomuk Hummel. It was also in 1829 that Chopin met his first love, a singing student named Konstancja Gładkowska. This inspired Chopin to put the melody of the human voice into his works.


          In August 1829, three weeks after leaving the Warsaw Conservatory, Chopin made a brilliant debut in Vienna. He gave two piano performances and received many very favorable reviews, along with others that criticized the small tone that he produced from the piano.


          In Warsaw in December 1829 he performed the premiere of his Piano Concerto in F minor at the Merchants' Club. He gave the first performance of his other piano concerto, in E minor, at the National Theatre on March 17, 1830.


          On November 2, 1830, Chopin left Warsaw to give concerts in western Europe, never to return to Poland. At month's end the November 1830 Uprising broke out, and his traveling companion Titus Woyciechowski went home to take part. Chopin stayed in Vienna, tortured by anxiety for his loved ones, then visited Munich and Stuttgart (where he learned of Poland's occupation by the Russian army; see Congress Poland) and arrived in Paris by October 1831. He had already composed a body of important compositions, including his two piano concertos and some of his tudes Op. 10.


          


          Paris
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          In Paris, Chopin was welcomed by eminent Polish exiles and by leading artists such as Heinrich Heine, Alfred de Vigny and Eugne Delacroix. He was introduced to some of the foremost pianists of the day, including Friedrich Kalkbrenner, Ferdinand Hiller and Franz Liszt, and he formed personal friendships with composers Hector Berlioz, Felix Mendelssohn, Charles-Valentin Alkan and Vincenzo Bellini (beside whom he is buried in the Pre Lachaise Cemetery). Chopin's music was already admired by many of his composer contemporaries, among them Robert Schumann who, in his review of the Variations on "La ci darem la mano" (from Mozart's opera Don Giovanni), Op. 2, wrote: "Hats off, gentlemen! A genius."


          During his years in Paris, Chopin participated in a number of concerts. The programs provide some idea of the richness of Parisian artistic life during this period, such as the concert on March 23, 1833, in which Chopin, Liszt and Hiller played the solo parts in a performance of Johann Sebastian Bach's concerto for three harpsichords, and the concert on March 3, 1838, when Chopin, Alkan, Alkan's teacher Pierre Joseph Zimmerman and Chopin's pupil Adolphe Gutman played Alkan's 8-hand arrangement of Beethoven's 7th symphony.


          A distinguished English amateur described seeing Chopin at a salon:


          
            [image: Chopin ca. 1833, by A. Weger.]

            
              Chopin ca. 1833, by A. Weger.
            

          


          
            
              	

              	Imagine a delicate man of extreme refinement of mien and manner, sitting at the piano and playing with no sway of the body and scarcely any movement of the arms, depending entirely upon his narrow feminine hand and slender fingers. The wide arpeggios in the left hand, maintained in a continuous stream of tone by the strict legato and fine and constant use of the damper pedal, formed a harmonious substructure for a wonderfully poetic cantabile. His delicate pianissimo, the ever-changing modifications of tone and time ( tempo rubato) were of indescribable effect. Even in energetic passages he scarcely ever exceeded an ordinary mezzoforte.

              	
            

          


          From Paris, Chopin made various visits and tours. In 1834, with Hiller, he visited a Rhenish Music Festival at Aachen organized by Ferdinand Ries. Here Chopin and Hiller met up with Mendelssohn, and the three went on to visit Dsseldorf, Koblenz and Cologne, enjoying each other's company and learning and playing music together.


          In 1835 Chopin visited his family in Karlsbad, whence he accompanied his parents to Děčn where they lived. He returned to Paris via Dresden, where he stayed for some weeks, and then Leipzig where he met up with Mendelssohn, Schumann and Clara Wieck. However, on the return journey he had a severe bronchial attack  so bad that he was reported dead in some Polish newspapers.


          In 1836 Chopin became engaged to a seventeen-year-old Polish girl, Maria Wodzińska, whose mother insisted that the engagement be kept secret. The following year the engagement was called off by her family.


          


          Chopin and Sand
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          In 1836, at a party hosted by Countess Marie d'Agoult, mistress of fellow-composer Franz Liszt, Chopin met Amandine-Aurore-Lucile Dupin, Baroness Dudevant, better known by her pseudonym, George Sand. She was a French Romantic writer noted for her numerous love affairs with Prosper Mrime, Alfred de Musset (183334), her secretary Alexandre Manceau (184965) and others.


          Chopin initially did not find her attractive. "Something about her repels me," he told his family. Sand, however, in an extraordinary June 1837 letter to her friend Count Wojciech Grzymała, debated whether to let Chopin go with his fiance Maria Wodzińska or to abandon another affair in order to begin a relationship with Chopin. Sand had strong feelings for Chopin and pursued him until a relationship developed.


          A notable episode in their time together was a turbulent and miserable winter on Mallorca (18381839), where they had problems finding habitable accommodation and ended up lodging in the scenic but stark and cold Valldemossa monastery. Chopin also had problems having his Pleyel piano sent to him. It arrived from Paris after a great delay, to be stuck at Spanish customs, which demanded a large import duty. He could use it for little more than three weeks; the rest of the time he had to compose on a rickety rented piano to complete his Preludes (Op. 28).
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          During the winter, the bad weather had such a serious effect on Chopin's health and his chronic lung disease that  to save his life  he, George Sand and her two children were compelled to return first to the Spanish mainland where they reached Barcelona, and then to Marseille where they stayed for a few months to recover. Although his health improved, he never completely recovered from this bout. He complained, with his habitual wit, about the incompetence of the doctors in Mallorca: "The first said I was going to die; the second said I had breathed my last; and the third said I was already dead."


          Chopin spent the summers of 1839 until 1843 at Sand's estate in Nohant. These were quiet but productive days during which Chopin composed many works. They included his great Polonaise in A-flat major, Op.53 "Heroic," still one of his most famous pieces. On Chopin's return to Paris in 1839, he met the pianist and composer Ignaz Moscheles.


          In 1845 a serious problem emerged in Chopin's relationship with Sand at the same time as a further deterioration occurred in his health. Their relationship was further soured in 1846 by family problems; this was the year in which Sand published Lucrezia Floriani, which is quite unfavorable to Chopin. The story is about a rich actress and a prince with weak health, and it is possible to interpret the main characters as Sand and Chopin. In 1847 the family problems finally brought an end to their relationship.


          


          Death and funeral
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          In 1848 Chopin gave his last concert in Paris, and visited England and Scotland with his student and admirer Jane Stirling. They reached London in November, and although Chopin managed to give some concerts and salon performances, he was severely ill. He returned to Paris, where in 1849 he became unable to teach or perform. His sister Ludwika nursed him in his apartment at Place Vendme, 12, where he died in the small hours of October 17. Later that morning, a death mask and a cast of Chopin's hands were made by the young sculptor, Jean Baptiste Clesinger.


          Before his funeral, Chopin's heart was removed, to be taken by his sister in an urn to Warsaw, where it remains sealed within a pillar of the Holy Cross Church (Kościł Świętego Krzyża) on Krakowskie Przedmieście.


          Chopin had requested that Mozart's Requiem be sung at his funeral. The Requiem has major parts for female singers, but the chosen church, the Church of the Madeleine, had never permitted female singers in its choir. The funeral was delayed for almost two weeks, until the church finally relented and granted Chopin's final wish, provided the female singers remained behind a black velvet curtain. The funeral was held on 30 October and was attended by nearly three thousand people. The soloists in the Requiem included the bass Luigi Lablache, who had sung the same work at the funeral of Beethoven and also sang at the funeral of Bellini. Preludes No. 4 in E minor and No. 6 in B minor were also played. He was buried at the Pre Lachaise Cemetery, also at his own request. At the graveside, the Funeral March from the Sonata Op. 35 was played, in Napolon Henri Reber's instrumentation. Later, some of Chopin's Polish friends journeyed to Paris with a jar of earth from their native land and scattered it over his grave, so that Chopin would lie under Polish soil. His grave attracts numerous visitors and is invariably festooned with flowers, even in the dead of winter.


          


          Music


          Chopin's music for the piano combined a unique rhythmic sense (particularly his use of rubato), frequent use of chromaticism, and counterpoint. This mixture produces a particularly fragile sound in the melody and the harmony, which are nonetheless underpinned by solid and interesting harmonic techniques. He took the new salon genre of the nocturne, invented by Irish composer John Field, to a deeper level of sophistication. Three of his twenty-one nocturnes were only published after his death in 1849, contrary to his wishes. He also endowed popular dance forms, such as the Polish mazurka and the Viennese waltz, with a greater range of melody and expression. Chopin was the first to write ballades and scherzi as individual pieces. Chopin also took the example of Bach's preludes and fugues, transforming the genre in his own preludes.


          Several of Chopin's pieces have become very well known  for instance the Revolutionary tude (Op.10,No.12), the Minute Waltz (Op.64,No.1), and the third movement of his Funeral March sonata (Op.35), which is often used as an iconic representation of grief. The Revolutionary tude was not written with the failed Polish uprising against Russia in mind; it merely appeared at that time. The Funeral March was written before the rest of the sonata within which it is contained, but the exact occasion is not known; it appears not to have been inspired by any specific personal bereavement. Other melodies have been used as the basis of popular songs, such as the slow section of the Fantaisie-Impromptu (Op.66) and the first section of the tude Op.10No.3. These pieces often rely on an intense and personalised chromaticism, as well as a melodic curve that resembles the operas of Chopin's day  the operas of Gioachino Rossini, Gaetano Donizetti, and especially Bellini. Chopin used the piano to re-create the gracefulness of the singing voice, and talked and wrote constantly about singers.
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          Chopin's style and gifts became increasingly influential. Robert Schumann was a huge admirer of Chopin's music  although the feeling was not reciprocated  and he took melodies from Chopin and even named a piece from his suite Carnaval after Chopin.


          Franz Liszt, another great admirer and personal friend of the composer, transcribed for piano six of Chopin's Polish songs. However, one myth about Liszt's admiration for Chopin should be dispelled. In 1853, Liszt published a piano suite called Harmonies Potiques et Religieuses. The seventh movement, Funrailles, is subtitled "October 1849". That this was the month of Chopin's death, and that the middle section seems to be modelled upon the famous octave trio section of Chopin's Polonaise in A-flat major, Op. 53, have led many to presume that Liszt wrote the piece in memory of Chopin. However, Liszt denied this, saying the piece had been inspired by the deaths of three of his Hungarian compatriots in the same month.


          Chopin performed his own works in concert halls but most often in his salon for friends. Only later in life, as his disease progressed, did Chopin give up public performance altogether.


          Chopin's technical innovations also became influential. His Prludes (Op. 28) and tudes (Opp. 10 and 25) rapidly became standard works, and inspired both Liszt's Transcendental tudes and Schumann's Symphonic tudes. Alexander Scriabin was also strongly influenced by Chopin; for example, his 24 Preludes, Op. 11 are inspired by Chopin's Op. 28.


          Jeremy Siepmann, in his biography of the composer, named a list of pianists he believed to have made recordings of works by Chopin generally acknowledged to be among the greatest Chopin performances ever preserved: Vladimir de Pachmann, Raoul Pugno, Ignacy Jan Paderewski, Moriz Rosenthal, Sergei Rachmaninoff, Alfred Cortot, Ignaz Friedman, Raoul Koczalski, Arthur Rubinstein, Mieczysław Horszowski, Claudio Arrau, Vlado Perlemuter, Vladimir Horowitz, Dinu Lipatti, Vladimir Ashkenazy, Martha Argerich, Maurizio Pollini, Murray Perahia, Krystian Zimerman, Evgeny Kissin.


          Rubinstein said the following about Chopin's music and its universality:


          
            
              	

              	Chopin was a genius of universal appeal. His music conquers the most diverse audiences. When the first notes of Chopin sound through the concert hall there is a happy sigh of recognition. All over the world men and women know his music. They love it. They are moved by it. Yet it is not "Romantic music" in the Byronic sense. It does not tell stories or paint pictures. It is expressive and personal, but still a pure art. Even in this abstract atomic age, where emotion is not fashionable, Chopin endures. His music is the universal language of human communication. When I play Chopin I know I speak directly to the hearts of people!

              	
            

          


          


          Style


          Although Chopin lived in the 1800s, he was educated in the tradition of Beethoven, Haydn, Mozart and Clementi; he even used Clementi's piano method with his own students. He was also influenced by Hummel's development of virtuoso, yet Mozartian, piano technique. One of his students, Friederike Muller, wrote the following in her diary about Chopin's playing style:


          
            [image: Chopin, drawn by Rudolph Lehmann, 1847.]

            
              Chopin, drawn by Rudolph Lehmann, 1847.
            

          


          
            
              	

              	His playing was always noble and beautiful; his tones sang, whether in full forte or softest piano. He took infinite pains to teach his pupils this legato, cantabile style of playing. His most severe criticism was "Heor shedoes not know how to join two notes together." He also demanded the strictest adherence to rhythm. He hated all lingering and dragging, misplaced rubatos, as well as exaggerated ritardandos ... and it is precisely in this respect that people make such terrible errors in playing his works.

              	
            

          


          Chopin's polonaises brought the musical form to a higher level than anyone had envisioned the musical style to be capable of. The series of seven polonaises published in his lifetime (another nine were published posthumously), beginning with the Op. 26 pair, set a whole new standard for composing and playing the music and were rooted in a passion by Chopin to write something to celebrate Polish culture  after the country had fallen back into the Russian grip. The A major polonaise Op. 40 No. 1, "Military," and the polonaise in A flat major Op. 53, "Heroic," are among Chopin's most beloved and played works.


          


          Romanticism


          Chopin regarded most of his contemporaries with some indifference, although he had many acquaintances with those associated with romanticism in music, literature and the arts, (many of them via his liaison with George Sand). Chopin's music is however considered by many to be a peak of the Romantic style. The relative classical purity and discretion in his music, with little extravagant exhibitionism, partly reflects his reverence of Bach and Mozart. (Chopin based the sequence of his Preludes on the Well-Tempered Clavier of Bach). Chopin also never indulged in explicit 'scene painting' in his music, or used programmatic titles, castigating publishers who renamed his pieces in this way.


          


          Works
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          All Chopin's works involve the piano, solo or accompanied. They are predominantly for solo piano, but include a small number of piano ensembles with instruments, including a second piano, violin, cello, voice or orchestra.


          Over 230 of Chopin's works survive. Various manuscripts and pieces from early childhood have been lost.


          Chopin in popular culture
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            	A statue of Chopin was erected before World War II in Warsaw's Łazienki Park. At its base, in summer, free piano recitals of Chopin's compositions are performed on Sundays. The stylized tree over Chopin's figure echoes a pianist's hand and fingers.


            	In commemoration of the genius of Frdric Chopin, the International Frederick Chopin Piano Competition is held every five years in Warsaw.


            	The Grand prix du disque de F.Chopin is awarded periodically for notable Chopin recordings, both remastered and newly-recorded work.

          


          


          Eponyms


          The following have been named after the composer:


          
            	Asteroid 3784 Chopin


            	Warsaw Frederic Chopin Airport (also known as Frederic Chopin International Airport)

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fr%C3%A9d%C3%A9ric_Chopin"
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                  Frederick Douglass, c.1879.
                

              
            


            
              	Born

              	February 14, 1818(1818-02-14)

              Talbot County, Maryland, United States
            


            
              	Died

              	February 20, 1895 (aged77)

              Washington, D.C.,

              United States
            


            
              	Occupation

              	Abolitionist
            


            
              	Spouse(s)

              	Anna Murray (c.1839)

              Helen Pitts (1884)
            


            
              	Children

              	Charles Remond Douglass

              Rosetta Douglass

              Lewis Henry Douglass

              Frederick Douglass Jr.

              Annie Douglass (died at 10)
            


            
              	Parents

              	Harriet Bailey and perhaps Aaron Anthony
            

          


          Frederick Douglass (born Frederick Augustus Washington Bailey, February 14, 1818  February 20, 1895) was an American abolitionist, editor, orator, author, statesman and reformer. Called "The Sage of Anacostia" and "The Lion of Anacostia", Douglass is one of the most prominent figures in African-American history and United States history. In 1872, Douglass was nominated as the vice presidential candidate on the Equal Rights Party ticket with Victoria Woodhull, the first woman to run for President of the United States.


          He was a firm believer in the equality of all people, whether black, woman, Native American, or recent immigrant. He was fond of saying, "I would unite with anybody to do right and with nobody to do wrong."


          


          Life as a slave


          Frederick Augustus Washington Bailey, who later became known as Frederick Douglass, was born a slave in Talbot County, Maryland, near Hillsboro. He was separated from his mother, Harriet Bailey, when he was still an infant. She died when Douglass was about seven and Douglass lived with his maternal grandmother Betty Bailey. The identity of his father is obscure. Douglass originally stated that he was told his father was a white man, perhaps his owner Aaron Anthony; but he later said he knew nothing of his father's identity. At age six, Douglass was separated from his grandmother and moved to the Wye House plantation, where Anthony worked as overseer. When Anthony died, Douglass was given to Lucretia Auld, wife of Thomas Auld. She sent Douglass to serve Thomas' brother Hugh Auld in Baltimore.


          When Douglass was about twelve, Hugh Auld's wife, Sophia, started teaching him the alphabet, thereby breaking the law against teaching slaves to read. When Sophia's husband discovered this, he strongly disapproved, saying that if a slave learned to read, he would become dissatisfied with his condition and desire freedom. Douglass later referred to this statement as the first anti-abolitionist speech he had ever heard. As detailed in his autobiography Narrative of the Life of Frederick Douglass, an American Slave (1845), Douglass succeeded in learning to read from white children in the neighbourhood and by observing the writings of men with whom he worked.


          As he learned and began to read newspapers, political materials, and books of every description, the young Douglass was exposed to a new realm of thought that led him to question and then condemn the institution of slavery. In later years, Douglass would credit The Columbian Orator, which he discovered at about age twelve, with clarifying and defining his views of freedom and human rights.


          When he was hired out to a Mr. Freeman, Douglass taught slaves how to read the New Testament at a Sabbath school on the plantation. As word spread, the interest among slaves in learning to read was so great that on any week over 40 slaves would attend lessons. For about six months, their study went relatively unnoticed. While Freeman himself remained complacent about their activities, other plantation owners became incensed that their slaves were being educated. One Sunday they burst in on the gathering, armed with clubs and stones to disperse the congregation permanently.


          In 1833, Thomas Auld took Douglass back from his brother after a dispute ("as a means of punishing Hugh," Douglass wrote). Dissatisfied with Douglass, Thomas Auld then sent him to work for Edward Covey, a poor farmer who had a reputation as a "slave-breaker." There Douglass was whipped regularly. The sixteen-year-old Douglass was indeed nearly broken psychologically by his ordeal under Covey, but he finally rebelled against the beatings and fought back. After losing a confrontation with Douglass, Covey never tried to beat him again.


          In 1837, Douglass met Anna Murray, a free African American, in Baltimore. They married soon after he obtained his freedom.


          


          From slavery to freedom


          Douglass first unsuccessfully tried to escape from Mr. Freeman, who hired him out from his owner, Colonel Lloyd. In 1836, he tried to escape from his new owner, Covey, but failed again.


          On September 3, 1838, Douglass successfully escaped by boarding a train to Havre de Grace, Maryland, dressed in a sailor's uniform and carrying identification papers provided by a free black seaman. He crossed the Susquehanna River by ferry at Havre de Grace, then continued by train to Wilmington, Delaware. From there he went by steamboat to "Quaker City"  Philadelphia, Pennsylvania  and eventually reached New York; the whole journey took less than 24 hours.
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          Abolitionist activities


          Douglass continued traveling up to Massachusetts. There he joined various organizations in New Bedford, including a black church, and regularly attended abolitionist meetings. He subscribed to William Lloyd Garrison's weekly journal The Liberator, and in 1841 heard Garrison speak at a meeting of the Bristol Anti-Slavery Society. At one of these meetings, Douglass was unexpectedly asked to speak. After he told his story, he was encouraged to become an anti-slavery lecturer. Douglass was inspired by Garrison and later stated that "no face and form ever impressed me with such sentiments [of the hatred of slavery] as did those of William Lloyd Garrison." Garrison was likewise impressed with Douglass and wrote of him in The Liberator. Several days later, Douglass delivered his first speech at the Massachusetts Anti-Slavery Society's annual convention in Nantucket. Then 23 years old, Douglass said later that his legs were shaking but he conquered his nervousness and gave an eloquent speech about his rough life as a slave.


          In 1843, Douglass participated in the American Anti-Slavery Society's Hundred Conventions project, a six-month tour of meeting halls throughout the Eastern and Midwestern United States. He participated in the Seneca Falls Convention, the birthplace of the American feminist movement, and signed its Declaration of Sentiments.


          


          Autobiography


          Douglass' best-known work is his first autobiography Narrative of the Life of Frederick Douglass, an American Slave, published in 1845. At the time, some skeptics attacked the book and questioned whether a black man could have produced such an eloquent piece of literature. Nevertheless, the book received generally positive reviews and it became an immediate bestseller. Within three years of its publication, the autobiography had been reprinted nine times with 11,000 copies circulating in the United States; it was also translated into French and Dutch and published in Europe.


          The book's success had an unfortunate side effect: Douglass' friends and mentors feared that the publicity would draw the attention of his ex-owner, Hugh Auld, who might try to get his "property" back. They encouraged Douglass to tour Ireland, as many other former slaves had done. Douglass set sail on the Cambria for Liverpool on August 16, 1845, and arrived in Ireland as the Irish Potato Famine was beginning.


          Douglass published three versions of his autobiography during his lifetime (and revised the third of these), each time expanding on the previous one. The 1845 Narrative, which was his biggest seller, was followed by My Bondage and My Freedom in 1855. In 1881, after the Civil War, Douglass brought out Life and Times of Frederick Douglass, which he revised in 1892.


          


          Travels to Great Britain
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          Starting in August 1845, Douglass spent two years in Great Britain and Ireland and gave many lectures, mainly in Protestant churches or chapels. His draw was such that some were "crowded to suffocation"; an example was his hugely popular London Reception Speech, which Douglass delivered at Alexander Fletcher's Finsbury Chapel in May 1846. Douglass remarked that in England he was treated not "as a colour, but as a man." He met and befriended the Irish nationalist Daniel O'Connell.


          It was during this trip that Douglass became officially free. His speeches about slavery and his experiences roused tumultuous crowds and he met with acclaim. In 1846 he got to meet with Thomas Clarkson, one of the last survivors of those who had persuaded Great Britain to abolish slavery. British sympathizers led by Ellen Richardson of Newcastle quickly collected 700 to pay off Douglass' former owner Hugh Auld and secure his freedom. They happily gave the signed manumission to Douglass to guarantee his security.


          


          Return to the United States


          After his return to the United States, Douglass became the publisher of a series of newspapers: The North Star, Frederick Douglass Weekly, Frederick Douglass' Paper, Douglass' Monthly and New National Era. The motto of The North Star was "Right is of no Sex  Truth is of no Colour  God is the Father of us all, and we are all brethren."


          Douglass believed that education was key for African Americans to improve their lives. For this reason, he was an early advocate for desegregation of schools. In the 1850s, he was especially outspoken in New York. While the ratio of African American to white students there was 1 to 40, African Americans received education funding at a ratio of only 1 to 1,600. This meant that the facilities and instruction for African-American children were vastly inferior. Douglass criticized the situation and called for court action to open all schools to all children. He stated that inclusion within the educational system was a more pressing need for African Americans than political issues such as suffrage.


          Douglass' work spanned the years prior to and during the Civil War. He was acquainted with the radical abolitionist John Brown but disapproved of Brown's plan to start an armed slave rebellion in the South. Brown visited Douglass' home two months before he led the raid on the federal armory in Harpers Ferry. After the raid, Douglass fled for a time to Canada, fearing guilt by association and arrest as a co-conspirator. Douglass believed that the attack on federal property would enrage the American public. Douglass later shared a stage at a speaking engagement in Harpers Ferry with Andrew Hunter, the prosecutor who successfully convicted Brown.


          Douglass conferred with President Abraham Lincoln in 1863 on the treatment of black soldiers, and with President Andrew Johnson on the subject of black suffrage. His early collaborators were the white abolitionists William Lloyd Garrison and Wendell Phillips. In the early 1850s, however, Douglass split with those who supported Garrison over the issue of interpretation of the United States Constitution. He believed it provided all that was necessary to gain the freedom of African Americans and guarantee their rights.


          


          Civil War years


          


          Before the Civil War


          In 1851, Douglass merged the North Star with Gerrit Smith's Liberty Party Paper to form Frederick Douglass' Paper, which was published until 1860. Douglass came to agree with Smith and Lysander Spooner that the United States Constitution was an anti-slavery document. This reversed his earlier belief that it was pro-slavery.


          At one time he had shared this view of William Lloyd Garrison, who was concerned that support for slavery was part of the fabric of the Constitution. Garrison had publicly expressed his opinion by burning copies of the document. Further contributing to their growing separation, Garrison was worried that the North Star competed with his own National Anti-Slavery Standard and Marius Robinson's Anti-Slavery Bugle.


          Douglass' change of position on the Constitution was one of the most notable incidents of the division in the abolitionist movement after the publication of Spooner's book The Unconstitutionality of Slavery in 1846. This shift in opinion, and other political differences, created a rift between Douglass and Garrison. Douglass further angered Garrison by saying that the Constitution could and should be used as an instrument in the fight against slavery. With this, Douglass began to assert his independence from Garrison and his supporters.


          In March 1860, Douglass' youngest daughter Annie died in Rochester, New York, while he was still in England. Douglass returned from England the following month. He took a route through Canada to avoid detection.


          By the time of the Civil War, Douglass was one of the most famous black men in the country, known for his orations on the condition of the black race and on other issues such as women's rights. His eloquence gathered crowds at every location. His reception by leaders in England and Ireland added to his stature.


          


          Fight for emancipation
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          Douglass and the abolitionists argued that because the aim of the war was to end slavery, African Americans should be allowed to engage in the fight for their freedom. Douglass publicized this view in his newspapers and several speeches.


          On the night of December 31, 1862, President Lincoln issued the Emancipation Proclamation, which freed the slaves of the Confederacy while continuing slavery in Union-held areas. Douglass described the spirit of those awaiting the announcement: "We were waiting and listening as for a bolt from the sky...we were watching...by the dim light of the stars for the dawn of a new day...we were longing for the answer to the agonizing prayers of centuries."


          As the North was no longer obliged to return escaped slaves to the South, Douglass fought for equality for his people. He made plans with Lincoln to move the liberated slaves out of the South. Lincoln had expressed doubts that the war would ever end, but it did officially when the Confederate forces were defeated by the Union.


          Emancipation and the ending of slavery was ratified by passage of the 13th Amendment, which also granted citizenship to freedmen. The Fourteenth Amendment provided for civil rights for all people and equal protection under the law. The Fifteenth Amendment protected all citizens from being discriminated against in voting because of race.


          


          Lincoln's death


          At Abraham Lincoln's memorial, Douglass was in the audience while a tribute to Lincoln was being given by a prominent lawyer. Some of the audience felt it did not do him justice and asked Douglass to speak. Reluctantly, Douglass stood up and spoke. With no preparation, he gave an eloquent tribute to the assassinated President, a speech for which he received much respect.


          In the speech, Douglass spoke frankly about Lincoln, balancing the good and the bad in his account. He called Lincoln "the white man's president" and cited his tardiness in joining the cause of emancipation. He noted that Lincoln initially opposed the expansion of slavery but did not support its elimination. But Douglass also stated, "Can any colored man, or any white man friendly to the freedom of all men, ever forget the night which followed the first day of January 1863, when the world was to see if Abraham Lincoln would prove to be as good as his word?"


          The crowd, roused by his speech, gave him a standing ovation. A witness later said, "I have heard Clay speak and many fantastic men, but never have I heard a speech as impressive as that." A long told anecdote claims that the widow Mary Lincoln gave Douglass Lincoln's favorite walking stick in appreciation. It still rests in Douglass' house known as Cedar Hill. This is a testimony both to the success of Douglass' tribute and to the effect of his powerful oratory.


          


          Reconstruction era
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          After the Civil War, Douglass was appointed to several important political positions. He served as President of the Reconstruction-era Freedman's Savings Bank; as marshal of the District of Columbia; as minister-resident and consul-general to the Republic of Haiti (18891891); and as charg d'affaires for the Dominican Republic. After two years, he resigned from his ambassadorship because of disagreements with U.S. government policy. In 1872, he moved to Washington, D.C., after his house on South Avenue in Rochester, New York burned down; arson was suspected. Also lost was a complete issue of The North Star.


          In 1868, Douglass supported the presidential campaign of Ulysses S. Grant. President Grant signed into law the Klan Act and the second and third Enforcement Acts. Grant used their provisions vigorously, suspending habeas corpus in South Carolina and sending troops there and into other states; under his leadership, over 5,000 arrests were made and the Ku Klux Klan received a serious blow. Grant's vigor in disrupting the Klan made him unpopular among many whites, but Frederick Douglass praised him. An associate of Douglass wrote of Grant that African Americans "will ever cherish a grateful remembrance of his name, fame and great services."


          In 1872, Douglass became the first African American nominated for Vice President of the United States, as Victoria Woodhull's running mate on the Equal Rights Party ticket. He was nominated without his knowledge. During the campaign, he neither campaigned for the ticket nor acknowledged that he had been nominated.


          Douglass continued his speaking engagements. On the lecture circuit, he spoke at many colleges around the country during the Reconstruction era, including Bates College in Lewiston, Maine in 1873. He continued to emphasize the importance of voting rights and exercise of suffrage.


          White insurgents quickly arose in the South after the war, organizing first as vigilante groups like the Ku Klux Klan. They took different forms through the years, the last as powerful paramilitary groups such as the White League and the Red Shirts during the 1870s in the Deep South. Their power grew in the South after Reconstruction, leading more than 10 years after the end of the war to white Democrats' regaining political power in every state of the former Confederacy and their reasserting white supremacy. They enforced this by a combination of violence, late 19th c. laws imposing segregation and a concerted effort to disfranchise African Americans. They passed new constitutions and statutes in the South from 1890-1908 that created requirements for voter registration and voting that effectively disfranchised most blacks and many poor whites. This disfranchisement and segregation were enforced for more than six decades into the 20th century.


          


          Family life


          Douglass and Anna had five children: Charles Remond Douglass, Rosetta Douglass, Lewis Henry Douglass, Frederick Douglass Jr., and Annie Douglass (died at 10). The two oldest, Charles and Rossetta, helped produce his newspapers.


          Douglass was an ordained minister of the African Methodist Episcopal Church.


          In 1877, Douglass bought his final home in Washington D.C., on a hill above the Anacostia River. He named it Cedar Hill (also spelled CedarHill). He expanded the house from 14 to 21 rooms, and included a china closet. One year later, he expanded his property to 15 acres (61,000 m) by buying adjoining lots. The home has been designated the Frederick Douglass National Historic Site.


          
            [image: Frederick Douglass with his second wife Helen Pitts Douglass (sitting). The woman standing is her sister Eva Pitts.]

            
              Frederick Douglass with his second wife Helen Pitts Douglass (sitting). The woman standing is her sister Eva Pitts.
            

          


          After the disappointments of whites' regaining power in the South after Reconstruction, many African Americans, called Exodusters, moved to Kansas to form all-black towns where they could be free. Douglass spoke out against the movement, urging blacks to stick it out. He was condemned and booed by black audiences.


          In 1877, Douglass was appointed a United States Marshal. In 1881, he was appointed Recorder of Deeds for the District of Columbia. His wife, Anna Murray Douglas, died in 1882, leaving him depressed. His association with the activist Ida B. Wells brought meaning back into his life.


          In 1884, Douglass married Helen Pitts, a white feminist from Honeoye, New York. Pitts was the daughter of Gideon Pitts, Jr., an abolitionist colleague and friend of Douglass. Pitts was a graduate of Mount Holyoke College (then called Mount Holyoke Female Seminary). She had worked on a radical feminist publication named Alpha while living in Washington, D.C. The couple faced a storm of controversy with their marriage, since she was both white and nearly 20 years younger than he. Her family stopped speaking to her; his was bruised, as his children felt his marriage was a repudiation of their mother. But feminist Elizabeth Cady Stanton congratulated the couple. The new couple traveled to England, France, Italy, Egypt and Greece from 1886 to 1887.


          At the 1888 Republican National Convention, Douglass became the first African-American to be nominated for President of the United States in a major party's roll call vote.


          In later life, Douglass was determined to ascertain his birthday. He adopted February 14 as his birthday because his mother Harriet Bailey used to call him her "little valentine". By his calculations, he was born in February 1817. As described below, later historians have found a record indicating his birth in February 1818.


          In 1892 the Haitian government appointed Douglass as its commissioner to the Chicago World's Columbian Exposition. He spoke for Irish Home Rule and the efforts of leader Charles Stewart Parnell in Ireland. He briefly revisited Ireland in 1886.


          


          Death


          On February 20, 1895, Douglass attended a meeting of the National Council of Women in Washington, D.C. During that meeting, he was brought to the platform and given a standing ovation by the audience.


          Shortly after he returned home, Frederick Douglass died of a massive heart attack or stroke in his adopted hometown of Washington, D.C. He is buried in Mount Hope Cemetery in Rochester, New York.


          In 1921, members of the Alpha Phi Alpha Fraternity designated Frederick Douglass as an honorary member. Theirs was the first African-American intercollegiate fraternity. Douglass was the only man to receive an honorary membership posthumously.


          


          Establishing date of birth
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          In successive autobiographies, Douglass gave more precise estimates of when he was born, his final estimate being February 1817. Douglass was born on the Eastern Shore of Maryland, where slaves were punished for learning to read or write and so could not keep records. Historian Dickson Preston examined the records of Douglass' former owner Aaron Anthony and determined that February 1818 was when Douglass was born. This data was published in William McFeely's Frederick Douglass.


          


          Works


          


          Writings


          
            	A Narrative of the Life of Frederick Douglass, an American Slave (1845)


            	"The Heroic Slave." Autographs for Freedom. Ed. Julia Griffiths, Boston: Jewett and Company, 1853. pp. 174-239.


            	My Bondage and My Freedom (1855)


            	Life and Times of Frederick Douglass (1881, revised 1892)


            	Douglass also was editor of the abolitionist newspaper The North Star from 1847 to 1851. He merged The North Star with another paper to create the Frederick Douglass' Paper.

          


          


          Speeches


          
            	"The Church and Prejudice" - delivered at the Plymouth County Anti-Slavery Society on November 4, 1841


            	"What To The Slave Is The 4th Of July?" - delivered in Rochester, New York, on July 5, 1852


            	"Fighting Rebels With Only One Hand" - in Douglass' Monthly in September 1861


            	"What the Black Man Wants" - delivered at the Annual Meeting of the Massachusetts Anti-Slavery Society in Boston, April 1865
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          Frederick Temple Hamilton-Temple-Blackwood, 1st Marquess of Dufferin and Ava, KP, GCB, GCSI, GCMG, GCIE, PC ( 21 June 1826 12 February 1902) was a British public servant and prominent member of Victorian society. In his youth, he was a popular figure in the court of Queen Victoria, and became well known to the public after publishing a best-selling account of his travels in the North Atlantic.


          


          Overview


          He is now best known as one of the most successful diplomats of his time. His long career in public service began as a commissioner to Syria in 1860, where his skillful diplomacy maintained British interests while preventing France from instituting a client state in Lebanon. After his success in Syria, Lord Dufferin served in the Government of the United Kingdom as the Chancellor of the Duchy of Lancaster and Under- Secretary of State for War. In 1872 he became the third Governor General of Canada, bolstering imperial ties in the early years of the Dominion, and in 1884 he reached the pinnacle of his diplomatic career as eighth Viceroy of India.


          Following his retirement from the diplomatic service in 1896, his final years were marred by personal tragedy and a misguided attempt to secure his family's financial position. His eldest son was killed in the Second Boer War, shortly before a mining company of which he had become chairman collapsed under scandalous circumstances. Although no personal blame attached to Dufferin, it was a blow to his failing health; he withdrew from public life and died in early 1902.


          


          Early life


          On his father's side, Lord Dufferin was descended from Scottish settlers who had moved to County Down in the early 17th century. The Blackwood family had become prominent landowners over the following two hundred years, and were created baronets in 1763, entering the Peerage of Ireland in 1800 as Baron Dufferin. The family had influence in parliament because they controlled the return for the borough of Killyleagh. Marriages in the Blackwood family were often advantageous to their landowning and high society ambitions, but Lord Dufferin's father, Captain Price Blackwood, did not marry into a landowning family. His wife, Helen Selina Sheridan, was the granddaughter of the playwright Richard Sheridan, and through her, the family became connected to English literary and political circles.


          Lord Dufferin was thus born into considerable advantage as Frederick Temple Blackwood in Florence, Italy in 1826. He studied at Eton and the College of Christ Church at the University of Oxford, where he became president of the Oxford Union Society for debate, although he left the college after only two years without obtaining a degree. He succeeded his father in 1841 as 5th Baron Dufferin and Claneboye in the Peerage of Ireland, and was appointed a Lord-in-Waiting to Queen Victoria in 1849. In 1850 he was created Baron Claneboye, of Clandeboye in the County of Down, in the Peerage of the United Kingdom.


          In 1856, Lord Dufferin commissioned the schooner Foam, and set off on a journey around the North Atlantic. He first visited Iceland, where he visited the then-minuscule Reykjavk, the plains of ingvellir, and Geysir. Returning to Reykjavk, the Foam was towed north by Prince Napoleon, who was on an expedition to the region in the steamer La Reine Hortense. Dufferin sailed close to Jan Mayen Island, but was unable to land due to heavy ice, and caught only a very brief glimpse of the island through the fog. From Jan Mayen, the Foam sailed to northern Norway, stopping at Hammerfest, before sailing for Spitsbergen.


          On his return, Lord Dufferin published a book about his travels, Letters From High Latitudes. With its irreverent style and lively pace, it was extremely successful, and can be regarded as the prototype of the comic travelogue. It remained in print for many years, and was translated into French and German. The letters were nominally written to his mother, with whom he had developed a very close relationship after the death of his father when he was 15.


          


          A natural diplomat


          Despite the great success of Letters From High Latitudes, Dufferin did not pursue a career as an author, although he was known for his skillful writing throughout his career. Instead he became a public servant, with his first major public appointment in 1860 as British representative on a commission to Syria to investigate the causes of a civil war earlier that year in which the Maronite Christian population had been subject to massacres by the Muslim and Druze populations. Working with French, Russian, Prussian and Turkish representatives on the commission, Lord Dufferin proved remarkably successful in achieving the objectives of British policy in the area. He upheld Turkish rule in the area, and prevented the French from establishing a client state in Lebanon, later securing the removal of a French occupying force in Syria. He also defended the interests of the Druze community, with whom Britain had a long association. The other parties on the commission were inclined to repress the Druze population, but Dufferin argued that had the Christians won the war they would have been just as bloodthirsty. The long-term plan agreed by the commission for the governance of the region was largely that proposed by Dufferin  that Lebanon should be governed separately from the rest of Syria, by a Christian Ottoman who was not a native of Syria.


          Dufferin's achievements in Syria launched his long and successful career in public service. In 1864 he became Under- Secretary of State for India, moving to Under-Secretary of War in 1866, and from 1868 he held the position of Chancellor of the Duchy of Lancaster in Prime Minister Gladstone's government. In 1871 he was raised in the Peerage as Earl of Dufferin, in the County of Down, and Viscount Clandeboye, of Clandeboye in the County of Down.


          Lord Dufferin took the name Hamilton by royal licence 9 September 1862, shortly before his marriage to Hariot Georgina Rowan-Hamilton on October 23, 1862. He was distantly related to the Hamilton family by previous marriages, and the union was partly designed to eliminate some long-standing hostilities between the families. Dufferin also took the name of Temple, on 13 November 1872. They had seven children; the two youngest, a son and a daughter, were born in Canada:


          
            	Archibald James Leofric Temple Hamilton-Temple-Blackwood, Earl of Ava ( July 28, 1863 January 11, 1900) was a lieutenant in the 17th Lancers and a fellow of the Royal Colonial Institute. He was serving as a war correspondent in South Africa during the Second Boer War when he was wounded at Waggon Hill during the Siege of Ladysmith and died a week later. He was unmarried.

          


          
            	Lady Helen Hermione Hamilton-Temple-Blackwood (1865 April 9, 1941) GBE (1918), LLD, JP for Fife was married on August 31, 1889 to Ronald Munro-Ferguson (later 1st and last Viscount Novar), who later became the Governor General of Australia. They had no issue.

          


          
            	Terence Hamilton-Temple-Blackwood, 2nd Marquess of Dufferin and Ava ( March 16, 1866 February 7, 1918)

          


          
            	Lady Hermione Catherine Helen Hamilton-Temple-Blackwood (1869 October 19, 1960) trained as a nurse and qualified in 1901, serving in France during the First World War. She was awarded the Medaille de Reconnaissance Franaise for her services. She died unmarried.

          


          
            	Lord (Ian) Basil Gawaine Temple Hamilton-Temple-Blackwood ( November 4, 1870 July 3, 1917) was a barrister-at-law by profession and was at Balliol College, Oxford in 1891 and became part of the 'kindergarten' of Lord Milner. He was appointed Deputy Judge Advocate in South Africa in 1900, secretary to the High Commissioner to South Africa in 1902, Assistant Colonial Secretary in the Orange River Colony in 1903, Colonial Secretary in Barbados from 1907 to 1909 and Assistant Secretary to the Land Development Commission of England from 1910 to 1914. He was attached to the 9th Lancers and Intelligence Corps from 1914 to 1916 and then appointed Private Secretary to Ivor Churchill Guest, 1st Viscount Wimborne, the Lord Lieutenant of Ireland, in 1916. He returned to active service as a lieutenant in the Grenadier Guards and was killed in action in 1917. His most prominent legacy is the corpus of drawings he did for Hilaire Belloc's books (over the signature `BTB'). He was unmarried.

          


          
            	Lady Victoria Alexandrina Hamilton-Temple-Blackwood (18731938), whose chief sponsor at her christening was Queen Victoria, was married firstly in 1894 to William Lee Plunket, 5th Baron Plunket and had eight children by him, and secondly to Colonel Francis Powell Braithwaite CBE DSO. Her son Terence Conyngham Plunket, 6th Baron Plunket was married to Doroth Mabel Lewis, the illegitimate daughter of Charles Stewart Henry Vane-Tempest-Stewart, 7th Marquess of Londonderry, and both were killed in an aircraft accident in 1938, while her younger son Flight Lieutenant the Honourable Brinsley Sheridan Bushe Plunket was married in 1927 to Aileen Guinness, the sister of Maureen Guinness, who was later to marry Basil Hamilton-Temple-Blackwood, 4th Marquess of Dufferin and Ava. Terence and Doroth's eldest son Patrick Terence William Span Plunket, 7th Baron Plunket was an equerry to The Queen and Deputy Master of the Household, and their second son is Robin Rathmore Plunket, 8th Baron Plunket, the present baron.

          


          
            	Frederick Hamilton-Temple-Blackwood, 3rd Marquess of Dufferin and Ava ( February 26, 1875 July 21, 1930)

          


          Shortly after his own marriage, he was deeply upset when his mother married his friend George Hay, styled Earl of Gifford, a man some 17 years her junior. The marriage scandalised society, but Lord Gifford died only weeks afterward. Despite his disapproval of his mother's second marriage, Lord Dufferin was devastated by her death in 1867, and built Helen's Tower, a memorial to her, on the estate at Clandeboye. A nearby bay was also named Helen's Bay, and a station of that name was built there by him, seeding the growth of the modern Belfast commuter town of Helen's Bay.


          


          Governor General of Canada
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          After his mother's death Dufferin's diplomatic career advanced rapidly. He became Governor General of Canada in 1872, and his six-year tenure was a period of rapid change in Canadian history. During his term, Prince Edward Island was admitted to Confederation, and several well-known Canadian institutions, such as the Supreme Court of Canada, the Royal Military College of Canada, and the Intercolonial Railway, were established.


          In Dufferin's opinion, his two predecessors in the post had not given the position the prominence it deserved. He consciously set out to assume a more active role, and to get to know ordinary Canadians as much as possible. He was at ease speaking with a wide variety of people, both in English and French, and became known for his charm and hospitality. At a time when a weak or uncharismatic Governor General might have loosened the ties to Empire, Dufferin felt that involving himself with the people of the Dominion would strengthen constitutional links to Britain. He visited every Canadian province, and was the first Governor General to visit Manitoba.


          Lord Dufferin involved himself as much as was permissible in Canadian politics, even going so far as to advise ministers to abandon policies which he thought mistaken. He followed proceedings in the Parliament with interest, although as the Queen's representative he was barred from entering the House of Commons. He established an Office of the Governor General in a wing of the Parliament buildings, and Lady Dufferin attended many debates and reported back to him. In 1873, the Pacific scandal arose when the Conservative government of John A. Macdonald was accused by the Liberal opposition of financial impropriety in relation to the construction of the Canadian Pacific Railway. Dufferin prorogued parliament, and established an enquiry which found against the Government, and MacDonald fell from power.


          In 1873 Dufferin established the Governor General's Academic Medals for superior academic achievement by Canadian students. Today, these medals are the most prestigious that school students can be awarded, and more than 50,000 have been awarded in total. He also instituted several sporting prizes, including the Governor General's Match for shooting, and the Governor General's Curling Trophy.


          Dufferin made several extensions and improvements to Rideau Hall, the official Governor General's residence. He added a ballroom in 1873, and in 1876 built the Tent Room to accommodate the increasing number of functions being held at the Hall. He also attracted ordinary Canadians to the Hall grounds by constructing an ice skating rink, to which he contributed $1,624.95 of his own money, which was later reimbursed by the government. Public use of the rink was on condition of being "properly dressed". These additions enhanced Rideau Hall's role as an important centre of social affairs.
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          The Dufferins also used the Citadel of Quebec in Quebec City as a second vice-regal residence. When Quebec city officials began to demolish the old city walls, Dufferin was appalled, persuading them to stop the demolition, and to repair and restore what had already been damaged. Old Quebec was recognized by UNESCO as a World Heritage Site in the 1980s. Dufferin's final public appearance as Governor General was in Quebec City, to lay the foundation stone for Dufferin Terrace, a walkway overlooking the St. Lawrence River built to his own design.


          Lady Dufferin also maintained a high profile during her husband's term as Governor General, accompanying him on tours and frequently appearing in public. Visiting Manitoba in September 1877, Lord and Lady Dufferin each drove a spike in the line of the new Canadian Pacific Railway, and the first engine on the railway was christened Lady Dufferin. Throughout her time in Canada, Lady Dufferin wrote letters to her mother in Ireland, which were later collected and published as My Canadian Journal. She later said that of all her experiences, her happiest times had been spent in Canada.


          The popularity and influence of the Dufferins in Canada is reflected by the large number of Canadian schools, streets and public buildings named after them. Lord Dufferin is particularly well remembered in Manitoba, being the first Governor-General to visit the province; a statue of him is situated outside the provincial legislature.


          


          Russia and Turkey


          After leaving Ottawa in 1878 at the end of his term, Lord Dufferin returned to Great Britain to continue his diplomatic career. He served as ambassador to Imperial Russia from 1879 to 1881 and to the Ottoman Empire from 1881 to 1884. Although he had previously served in Liberal governments, Dufferin had become increasingly alienated from William Gladstone over issues of home and Irish policy, particularly the Irish Land Acts of 1870 and 1881, both of which tried to resolve issues surrounding the property rights of tenants and landlords. He accepted the appointment as ambassador to Russia from the Conservative Benjamin Disraeli, further alienating the Liberal leader.


          Dufferin's time in Russia was quiet from a political and diplomatic point of view, and his papers from this time are concerned mainly with his social life. While in Russia, he began to set his sights on the ultimate diplomatic prize, the Viceroyalty of India. However, Lord Ripon succeeded Lord Lytton in 1880, largely because as a convert to Roman Catholicism, Lord Ripon could not be accommodated in the Cabinet. Instead, Dufferin's next diplomatic posting was to Constantinople.


          His posting there saw Britain invade and occupy Egypt, then technically part of the Ottoman Empire, under the pretext of "restoring law and order" following anti-foreign riots in Alexandria which had left nearly 50 foreigners dead, and Dufferin was heavily involved in the events surrounding the occupation. Dufferin managed to ensure that the Ottoman Empire did not attain a military foothold in Egypt, and placated the population of Egypt by preventing the execution of Urabi Pasha, who had seized control of the Egyptian army. Urabi had led the resistance to foreign influence in Egypt, and after the occupation many in the Cabinet were keen to see him hanged. Dufferin, believing this would only inspire further resistance, instead ensured that Urabi was exiled to Ceylon.


          In 1882 Dufferin travelled to Egypt as British commissioner, to investigate the reorganization of the country. He wrote a report detailing how the occupation was to benefit Egypt, with plans for development which were to progressively re-involve Egyptians in running the country. Subsequent reforms proceeded largely along the lines he had proposed.


          


          Viceroy of India
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          His experiences in Russia and Turkey had further increased Dufferin's awareness of the British Empire's place in international affairs, and his time in Russia had provided great insight into the Russian threat to British rule in India. In 1884, he finally achieved his last great diplomatic ambition with his appointment as Viceroy of India.


          Just as in Canada, he presided over some great changes in India. His predecessor as Viceroy, Lord Ripon, while popular with the Indians, was very unpopular with the Anglo-Indians, who objected to the rapid pace of his extensive reforms. To rule with any measure of success, Dufferin would need to gain the support of both communities. By all accounts he was highly successful in this regard, and gained substantial support from all communities in India. He advanced the cause of the Indian Nationalists greatly during his term, without antagonising the conservative whites. Among other things, the Indian National Congress was founded during his term in 1885, and he laid the foundations for the modern Indian Army by establishing the Imperial Service Corps, officered by Indians.


          He was frequently occupied with external affairs during his tenure. He successfully dealt with the Panjdeh Incident of 1885 in Afghanistan, in which Russian forces encroached into Afghan territory around the Panjdeh oasis. Britain and Russia had for decades been engaged in a virtual cold war in Central and South Asia known as the Great Game, and the Panjdeh incident threatened to precipitate a full-blown conflict. Lord Dufferin negotiated a settlement in which Russia kept Panjdeh but relinquished the furthest territories it had taken in its advance. His tenure also saw the annexation of Upper Burma in 1886, after many years of simmering warfare and British interventions in Burmese politics.


          In 1888, he published the Report on the Conditions of the Lower Classes of Population in Bengal (known as the Dufferin Report). The report highlighted the plight of the poor in Bengal, and was used by nationalists to counter the Anglo-Indian claim that British rule had been beneficial to the poorest members of Indian society. Following publication of the report, Dufferin recommended the establishment of provincial and central councils with Indian membership, a key demand of Congress at that time. The Indian Councils Act of 1892, which inaugurated electoral politics in the country, was the outcome of his recommendations.


          


          Later life
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          Following his return from India, Dufferin resumed his ambassadorial career, serving as ambassador to Italy from 1888 to 1891. On November 17, 1888, he was advanced in the peerage as Marquess of Dufferin and Ava, in the County of Down and the Province of Burma, and Earl of Ava, in the Province of Burma. As ambassador to France from 1891 to 1896, he presided over some difficult times in Anglo-French relations, and was accused by some sections of the French press of trying to undermine Franco-Russian relations. During this time he helped establish the Anglo-French Guild which has since evolved into the University of London Institute in Paris (ULIP). After returning from France, Dufferin became President of the Royal Geographical Society, and Rector of the University of Edinburgh and the University of St Andrews.


          Throughout his life, Dufferin was known for living beyond his means, and had heavily mortgaged his estates to fund his lifestyle and improvements to the estates. In 1875, with his debts approaching 300,000, he was facing insolvency and was forced to sell substantial amounts of land to pay off his creditors. After he retired from the diplomatic service in 1896, he received several offers from financial speculators hoping to use his high reputation to attract investors to their companies. In 1897, worried about the family financial situation, he was persuaded to become chairman of the London and Globe Finance Corporation, a mining promotion and holding company controlled by Whitaker Wright, but in November 1900, shares in the company crashed and led to its insolvency. It subsequently transpired that Wright was a consummate fraudster. Dufferin himself lost substantial money on his holdings in the company, but was not guilty of any deception and his moral standing remained unaffected.


          Soon after this misfortune, Dufferin's eldest son was killed in the Boer War. He returned to his stately home at Clandeboye in poor health, and died on February 12, 1902. Lady Dufferin died on October 25, 1936.


          


          Dufferin and the Ghost


          Legend has it that Dufferin once saw a ghost which saved his life. Late one night, while staying in a house in Ireland, he saw a man walking across the lawn carrying a huge coffin on his back. Dufferin hurried out to confront the man but he vanished when they came face-to-face.


          Some ten years later Dufferin, as British ambassador to France, was about to enter the lift at the Grand Hotel in Paris when he recognised the lift operator as the same man he had seen in the garden in Ireland. He refused to use the lift and a moment later it crashed, killing the occupants.


          
            Retrieved from " http://en.wikipedia.org/wiki/Frederick_Hamilton-Temple-Blackwood,_1st_Marquess_of_Dufferin_and_Ava"
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              	Frederick II
            


            
              	King of Sicily, King of Cyprus and Jerusalem,

              King of the Romans, King of Germany

              and Emperor of the Romans
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              	Reign

              	December 9, 1212  December 13, 1250
            


            
              	Coronation

              	September 3, 1198
            


            
              	Born

              	December 26, 1194(1194-12-26)
            


            
              	Birthplace

              	Jesi, Marche, Italy
            


            
              	Died

              	December 13, 1250 (aged55)
            


            
              	Place of death

              	Castel Fiorentino, Puglia, Italy
            


            
              	Buried

              	Cathedral of Palermo
            


            
              	Consort

              	various
            


            
              	Offspring

              	Conrad IV of Germany
            


            
              	Royal House

              	Hohenstaufen
            


            
              	Father

              	Henry VI
            


            
              	Mother

              	Constance of Sicily
            

          


          Frederick II ( December 26, 1194  December 13, 1250), of the Hohenstaufen dynasty, was a pretender to the title of King of the Romans from 1212 and unopposed holder of that monarchy from 1215. As such, he was King of Germany, of Italy, and of Burgundy. He was also King of Sicily from his mother's inheritance. He was Holy Roman Emperor ( Emperor of the Romans) from his papal coronation in 1220 until his death. His original title was King of Sicily, which he held as Frederick I from 1198 to his death. His other royal titles, accrued for a brief period of his life, were King of Cyprus and Jerusalem by virtue of marriage and his connection with the Sixth Crusade.


          He was raised and lived most of his life in Sicily, his mother, Constance, being the daughter of Roger II of Sicily. His empire was frequently at war with the Papal States, so it is unsurprising that he was excommunicated twice and often vilified in chronicles of the time. Pope Gregory IX went so far as to call him the Antichrist. After his death the idea of his second coming where he would rule a 1,000-year reich took hold, possibly in part because of this.


          He was known in his own time as Stupor mundi ("wonder of the world") and was said to speak six languages: Latin, Sicilian, German, French, Greek and Arabic. By contemporary standards, Frederick was a ruler very much ahead of his time, being an avid patron of science and the arts.


          He was patron of the Sicilian School of poetry. His royal court in Palermo, from around 1220 to his death, saw the first use of a literary form of an Italo-Romance language, Sicilian. The poetry that emanated from the school predates the use of the Tuscan idiom as the preferred language of the Italian peninsula by at least a century. The school and its poetry were well known to Dante and his peers and had a significant influence on the literary form of what was eventually to become the modern Italian language.


          He founded the University of Naples in 1224.


          


          Life


          


          Early years


          Born in Jesi, near Ancona, Frederick was the son of the emperor Henry VI. Some chronicles say that his mother, the forty-year-old Constance, gave birth to him in a public square in order to forestall any doubt about his origin. Frederick was baptised in Assisi.
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          In 1196 at Frankfurt am Main the child Frederick was elected King of the Germans. His rights in Germany were disputed by Henry's brother Philip of Swabia and Otto of Brunswick. At the death of his father in 1197, the two-year-old Frederick was in Italy travelling towards Germany when the bad news reached his guardian, Conrad of Spoleto. Frederick was hastily brought back to Constance in Palermo, Sicily.


          His mother, Constance of Sicily, had been in her own right queen of Sicily; she had Frederick crowned King of Sicily and established herself as Regent. In Frederick's name she dissolved Sicily's ties to the Empire, sending home his German counsellors (notably Markward of Anweiler and Gualtiero da Pagliara), and renouncing his claims to the German kingship and empire.


          Upon Constance's death in 1198, Pope Innocent III succeeded as Frederick's guardian until he was of age. Frederick was crowned King of Sicily on May 17, 1198.


          


          Emperor


          Otto of Brunswick was crowned Holy Emperor by Pope Innocent III in 1209. In September 1211 at the Diet of Nuremberg Frederick was elected in absentia as German King by a rebellious faction backed by Innocent, who had fallen out with Otto and excommunicated him; he was again elected in 1212 and crowned December 9, 1212 in Mainz; yet another coronation ceremony took place in 1215. Frederick's authority in Germany remained tenuous, and he was recognized only in southern Germany; in northern Germany, the centre of Guelph power, Otto continued to hold the reins of royal and imperial power despite excommunication. But Otto's decisive military defeat at Bouvines forced him to withdraw to the Guelph hereditary lands where, virtually without supporters, he was murdered in 1218. The German princes, supported by Innocent III, again elected Frederick king of Germany in 1215, and the pope crowned him king in Aachen on July 23, 1215. It was not, however, until another five years had passed, and only after further negotiations between Frederick, Innocent III, and Honorius IIIwho succeeded to the papacy after Innocent's death in 1216that Frederick was crowned Holy Roman Emperor in Rome by Honorius III on November 22, 1220. At the same time his oldest son Henry took the title of King of the Romans.


          Unlike most Holy Roman emperors, Frederick spent little of his life in Germany. After his coronation in 1220, he remained either in the Kingdom of Sicily or on Crusade until 1236, when he made his last journey to Germany. (At this time, the Kingdom of Sicily, with its capital at Palermo, extended onto the Italian mainland to include most of southern Italy.) He returned to Italy in 1237 and stayed there for the remaining thirteen years of his life, represented in Germany by his son Conrad.


          In the Kingdom of Sicily, he built on the reform of the laws begun at the Assizes of Ariano in 1140 by his grandfather Roger II. His initiative in this direction was visible as early as the Assizes of Capua (1220) but came to fruition in his promulgation of the Constitutions of Melfi (1231, also known as Liber Augustalis), a collection of laws for his realm that was remarkable for its time and was a source of inspiration for a long time after. It made the Kingdom of Sicily an absolutist monarchy, the first centralized state in Europe to emerge from feudalism; it also set a precedent for the primacy of written law. With relatively small modifications, the Liber Augustalis remained the basis of Sicilian law until 1819.


          During this period, he also built the Castel del Monte and in 1224 created the University of Naples: now called Universit Federico II, it remained the sole atheneum of Southern Italy for centuries.
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              	Holy Roman Empire
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              Armorial of the Holy Roman Empire
            

          


          



          


          The Sixth Crusade


          At the time he was crowned Emperor, Frederick promised to go on crusade; however, problems of stability within the empire delayed his departure and it was not until 1225, when, by proxy, Frederick married Yolande of Jerusalem, heiress to the Kingdom of Jerusalem, that his departure was assured. Frederick immediately saw to it that his new father-in-law John of Brienne, the current king of Jerusalem, was dispossessed and his rights transferred to the emperor. Despite his new capacity as King of Jerusalem, Frederick continued to take his time in setting off, and in 1227, Frederick was excommunicated by Pope Gregory IX for failing to honour his crusading pledge. In fact, Frederick had left for the Holy Land but was forced to return when he was struck down by an epidemic that broke out in his camp before departing. Even the master of the Teutonic Knights, Hermann of Salza, recommended that he return to the mainland to recuperate. Many contemporary chroniclers doubted the sincerity of Frederick's illness, stating that he had deliberately delayed for selfish reasons, and this attitude can in part be explained by their pro-papal stance. Roger of Wendover, a chronicler of the time, wrote he went to the Mediterranean sea, and embarked with a small retinue; but after pretending to make for the holy land for three days, he said that he was seized with a sudden illnessthis conduct of the emperor redounded much to his disgrace, and to the injury of the whole business of the crusade,(Roger of Wendover, Christian Society and the Crusades, ed Peters (Philadelphia 1971)).


          He eventually embarked on the crusade the following year (1228), which was looked on by the Pope as a provocation, since the church could not take any part in the honour of the crusade, resulting in a second excommunication. By this time the crusading army had dwindled to a meagre force. Knowing that he could not take Jerusalem by force of arms, Frederick negotiated along the lines of a previous agreement he had intended to broker with the Egyptian sultan, Al-Kamil. The treaty resulted in the restitution of Jerusalem, Nazareth, and Bethlehem to the Kingdom, though there are disagreements as to the extent of the territory returned. The Ayyubid ruler of the region, who was nervous about possible war with his relatives who ruled Syria and Mesopotamia, wished to avoid further trouble from the Christians, at least until his domestic rivals were subdued.
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          The crusade ended in a truce and in Frederick's coronation as King of Jerusalem on March 18, 1229 although this was technically improper, as Frederick's wife Yolande, the heiress, had died in the meantime, leaving their infant son Conrad as rightful heir to the kingdom. There is also disagreement as to whether the 'coronation' was a coronation at all, as a letter written by Frederick to Henry III of England suggests that the crown he placed on his own head was in fact the imperial crown of the Romans. In any case, Gerald of Lausanne, the Latin Patriarch of Jerusalem, did not attend the ceremony, indeed, the next day the Bishop of Caesarea arrived to place the city under interdict on his orders. Frederick's further attempts to rule over the Kingdom of Jerusalem were met by resistance on the part of the barons, led by John of Ibelin, Lord of Beirut. In the mid-1230s, Frederick's viceroy was forced to leave Acre, the capital, and in 1244, Jerusalem itself was lost again to a new Muslim offensive.


          Whilst Frederick's seeming bloodless victory in recovering Jerusalem for the cross brought him great prestige in some European circles, his decision to complete the crusade while excommunicated provoked Church hostility. Although in 1231 the Pope lifted Frederick's excommunication at the Peace of San Germano, this decision was taken for a variety of reasons related to the political situation in Europe. Of Frederick's crusade, Philip of Novara, a chronicler of the period, said "The emperor left Acre [after the conclusion of the truce]; hated, cursed, and vilified." (The History of Philip of Novara, Christian Society and the Crusades, ed Peters. Philadelphia, 1971). Overall the success of this crusade, arguably the first successful one since the First Crusade, was adversely affected by the manner in which Frederick carried out negotiations without the support of the church.


          The itinerant Joachimite preachers and many radical Franciscans, the Spirituals supported Frederick. They saw him as the Antichrist, cleaning the Church from riches and the clergy. (Joachimite eschatology was different from most Christian eschatology, seeing the AntiChrist as good rather than evil).


          Against the excommunication on his lands, the preachers condemned the Pope, ministered sacraments and absolutions. Brother Arnold in Swabia proclaimed the Second Coming for 1260. Frederick would then confiscate the riches of Rome and distribute them among the poor, the "only true Christians".


          


          The war against the Pope and the Italian Guelphs


          While he may have temporarily made his peace with the pope, Frederick found the German princes another matter. In 1231, Frederick's son Henry (who was born 1211 in Sicily, son of Frederick's first wife Constance of Aragon) claimed the crown for himself and allied with the Lombard League. The rebellion failed, though not utterly; Henry was imprisoned in 1235, and replaced in his royal title by his brother Conrad, already the King of Jerusalem; Frederick won a decisive battle in Cortenuova over the Lombard League in 1237.


          Frederick celebrated it with a triumph in Cremona in the manner of an ancient Roman emperor, with the captured carroccio (later sent to the commune of Rome) and an elephant. He rejected any suit for peace, even from Milan which had sent a great sum of money. This demand of total surrender spurred further resistance from Milan, Brescia, Bologna and Piacenza, and in October 1238 he was forced to raise the siege of Brescia, in the course of which his enemies had tried unsuccessfully to capture him.


          Frederick received the news of his excommunication by Gregory IX in the first months of 1239 while his court was in Padova. The emperor responded by expelling the Minorites and the preachers from Lombardy, and electing his son Enzio as Imperial vicar for Northern Italy. Enzio soon annexed the Romagna, Marche and the Duchy of Spoleto, nominally part of the Papal States. The father announced he was to destroy the Republic of Venice, which had sent some ships against Sicily. In December of that year Frederick marched over Toscana, entered triumphantly into Foligno and then in Viterbo, whence he aimed to finally conquer Rome, in order to restore the ancient splendours of the Empire. The siege, however, was ineffective, and Frederick returned to Southern Italy, sacking Benevento (a papal possession). Peace negotiations came to nothing.


          In the meantime the Ghibelline city of Ferrara had fallen, and Frederick swept his way northwards capturing Ravenna and, after another long siege, Faenza. The people of Forl (which kept its Ghibelline stance even after the collapse of Hohenstaufen power) offered their loyal support during the capture of the rival city: as a sign of gratitude, they were granted an augmentation of the communal coat-of-arms with the Hohenstaufen eagle, together with other privileges. This episode shows how the independent cities used the rivalry between Empire and Pope as a mean to obtain the maximum advantage for themselves.


          The Pope called a council, but Ghibelline Pisa thwarted it, capturing cardinals and prelates on a ship sailing from Genoa to Rome. Frederick thought that this time the way into Rome was opened, and he again directed his forces against the Pope, leaving behind him a ruined and burning Umbria. Frederick destroyed Grottaferrata preparing to invade Rome. Then, on August 22, 1241, Gregory died. Frederick, showing that his war was not directed against the Church of Rome but against the Pope, drew back his troops and freed two cardinals from the jail of Capua. Nothing changed, however, in the relationship between Papacy and Empire, as Roman troops assaulted the Imperial garrison in Tivoli and the Emperor soon reached Rome. This back-and-forth situation was repeated again in 1242 and 1243.


          


          His last and fiercest opponent, Innocent IV


          A new pope, Innocent IV, was elected on June 25, 1243. He was a member of a noble Imperial family and had some relatives in Frederick's camp, so the Emperor was initially happy with his election. Innocent, however, was to become his fiercest enemy. Negotiations began in the summer of 1243, but the situation changed as Viterbo rebelled, instigated by the intriguing Cardinal Ranieri of Viterbo. Frederick could not afford to lose his main stronghold near Rome, and besieged the city. Many authorities state that the Emperor's star began its descent with this move. Innocent convinced him to withdraw his troops, but Ranieri nonetheless had the Imperial garrison slaughtered on November 13. Frederick was enraged. The new Pope was a master diplomat, and Frederick signed a peace treaty, which was soon broken. Innocent showed his true Guelph face, and, together with most of the Cardinals, fled via Genoese galleys to the Ligurian republic, arriving on July 7. His aim was to reach Lyon, where a new council was held beginning June 24, 1245. One month later, Innocent IV declared Frederick to be deposed as emperor, characterising him as a "friend of Babylon's sultan", "of Saracen customs", "provided with a harem guarded by eunuchs" like the schismatic emperor of Byzantium and, in sum, a "heretic". The Pope backed Heinrich Raspe, landgrave of Thuringia as his rival for the imperial crown and set in motion a plot to kill Frederick and Enzio, with the support of his (the pope's) brother-in-law Orlando de Rossi, another friend of Frederick's.
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          The plotters, however, were unmasked by the count of Caserta. The vengeance was terrible: the city of Altavilla, where they had found shelter, was razed, and the guilty were blinded, mutilated and burnt alive or hanged. An attempt to invade the Kingdom of Sicily, under the command of Ranieri, was halted at Spello by Marino of Eboli, Imperial vicar of Spoleto.


          Innocent also sent a flow of money to Germany to cut off Frederick's power at its source. The archbishops of Kln and Mainz also declared Frederick deposed, and in May 1246 a new king was chosen in the person of Heinrich Raspe. On August 5, 1246 Heinrich, thanks to the Pope's money, managed to defeat an army of Conrad, son of Frederick, near Frankfurt. But Frederick strengthened his position in Southern Germany, acquiring the Duchy of Austria, whose duke had died without heirs, and one year later Heinrich died as well. The new anti-king was William II, Count of Holland.


          Between February and March 1247 Frederick settled the situation in Italy by means of the diet of Terni, naming his relatives or friends as vicars of the various lands. He married his son Manfred to the daughter of Amedeo di Savoia and secured the submission of the marquis of Monferrato. On his part, Innocent asked protection from the King of France, Louis IX; but the king was a friend of the Emperor and believed in his desire for peace. A papal army under the command of Ottaviano degli Ubaldini never reached Lombardy, and the Emperor, accompanied by a massive army, held the next diet in Turin.
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          The Battle of Parma and the end


          An unexpected event was to change the situation dramatically. In June 1247 the important Lombard city of Parma expelled the Imperial functionaries and sided with the Guelphs. Enzio was not in the city and could do nothing more than ask for help from his father, who came back to lay siege to the rebels, together with his friend Ezzelino III da Romano, tyrant of Verona. The besieged languished as the Emperor waited for them to surrender from starvation. He had a wooden city, which he called "Vittoria", built around the walls, where he kept his treasure and the harem and menagerie, and from where he could attend his favourite hunting expeditions. On February 18, 1248, during one of these absences, the camp was suddenly assaulted and taken, and in the ensuing Battle of Parma the Imperial side was routed. Frederick lost the Imperial treasure and with it any hope of maintaining the impetus of his struggle against the rebellious communes and against the pope, who began plans for a crusade against Sicily. Frederick soon recovered and rebuilt an army, but this defeat encouraged resistance in many cities that could no longer bear the fiscal burden of his regime: Romagna, Marche and Spoleto were lost.


          In February 1249 Frederick fired his advisor and prime minister, the famous jurist and poet Pier delle Vigne on charges of speculation and embezzlement. Some historians suggest that Pier was planning to betray the Emperor, who, according to Matthew of Paris, cried when he discovered the plot. Pier, blinded and in chains, died in Pisa, possibly by suicide. Even more shocking for Frederick was the capture of his son Enzio of Sardinia by the Bolognese at the Battle of Fossalta, in May of the same year. Only twenty-three at the time, he was held in a palace in Bologna, where he remained captive until his death in 1272. Frederick lost another son, Richard of Chieti. The struggle continued: the Empire lost Como and Modena, but regained Ravenna. An army sent to invade the Kingdom of Sicily under the command of Cardinal Pietro Capocci was crushed in the Marche at the Battle of Cingoli in 1250. In the first month of that year the indomitable Ranieri of Viterbo died and the Imperial condottieri again reconquered Romagna, Marche and Spoleto, and Conrad, King of the Romans scored several victories in Germany against William of Holland.
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          Frederick did not take part in of any of these campaigns. He had been ill and probably felt himself tired. Despite the betrayals and the setbacks he had faced in his last years, Frederick died peacefully, wearing the habit of a Cistercian monk, on December 13, 1250 in Castel Fiorentino near Lucera, in Puglia, after an attack of dysentery. At the time of his death, his preeminent position in Europe was challenged but not lost: his testament left his legitimate son Conrad IV the Imperial and Sicilian crowns. Manfred received the principate of Taranto and the government of the Kingdom, Henry the Kingdom of Arles or that of Jerusalem, while the son of Henry VII was entrusted with the Duchy of Austria and the Marquisate of Styria. Frederick's will stipulated that all the lands he had taken from the Church were to be returned to it, all the prisoners freed, and the taxes reduced, provided this did not damage the Empire's prestige.


          However, upon Conrad's death a mere four years later, the Hohenstaufen dynasty fell from power and an interregnum began, lasting until 1273, one year after the last Hohenstaufen, Enzio, had died in his prison. During this time, a legend developed that Frederick was not truly dead but merely sleeping in the Kyffhuser Mountains and would one day awaken to reestablish his empire. Over time, this legend largely transferred itself to his grandfather, Frederick I, also known as Barbarossa ("Redbeard").


          His sarcophagus (made of red porphyry) lies in the cathedral of Palermo beside those of his parents (Henry VI and Constance) as well as his grandfather, the Norman king Roger II of Sicily. A bust of Frederick sits in the Walhalla temple built by Ludwig I of Bavaria.


          


          Personality


          His contemporaries called Frederick stupor mundi, the "wonder"  or, more precisely, the "astonishment"  "of the world"; the majority of his contemporaries, subscribing to medieval religious orthodoxy, under which the doctrines promulgated by the Church were supposed to be uniform and universal, were, indeed astonished  and sometimes repelled  by the pronounced individuality of the Hohenstaufen emperor, his temperamental stubbornness, and his unorthodox, nearly unquenchable thirst for knowledge.


          Frederick II was a religious sceptic. He is said to have denounced Moses, Jesus, and Muhammad as all being frauds and deceivers of mankind. He delighted in uttering blasphemies and making mocking remarks directed toward Christian sacraments and beliefs. Frederick's religious scepticism was unusual for the era in which he lived, and to his contemporaries, highly shocking and scandalous.


          In Palermo, where the three-year-old boy was brought after his mother's death, he was said to have grown up like a street youth. The only benefit from Innocent III's guardianship was that at fourteen years of age he married a twenty-five-year-old widow named Constance, the daughter of the king of Aragon. Both seem to have been happy with the arrangement, and Constance soon bore a son, Henry.


          At his coronation, he may have worn the red silk mantle that had been crafted during the reign of Roger II. It bore an Arabic inscription indicating that the robe dated from the year 528 in the Muslim calendar, and incorporated a generic benediction, wishing its wearer "vast prosperity, great generosity and high splendor, fame and magnificent endowments, and the fulfillment of his wishes and hopes. May his days and nights go in pleasure without end or change". This coronation robe can be found today in the Schatzkammer of the Kunsthistorisches Museum in Vienna.


          Rather than exterminate the Saracens of Sicily, he allowed them to settle on the mainland and build mosques. Not least, he enlisted them in his  Christian  army and even into his personal bodyguards. As Muslim soldiers, they had the advantage of immunity from papal excommunication. For these reasons, among others, Frederick II is listed as a representative member of the sixth region of Dante's Inferno, The Heretics who are burned in tombs.


          A further example of how much Frederick differed from his contemporaries was the conduct of his Crusade in the Holy Land. Outside Jerusalem, with the power to take it, he parlayed five months with the Ayyubid Sultan of Egypt al-Kamil about the surrender of the city. The Sultan summoned him into Jerusalem and entertained him in the most lavish fashion. When the muezzin, out of consideration for Frederick, failed to make the morning call to prayer, the emperor declared: "I stayed overnight in Jerusalem, in order to overhear the prayer call of the Muslims and their worthy God". The Saracens had a good opinion of him, so it was no surprise that after five months Jerusalem was handed over to him, taking advantage of the war difficulties of al-Kamil. The fact that this was regarded in the Arab as in the Christian world as high treason did not matter to him. When certain members of the Knights Templar wrote al-Kamil a letter and offered to destroy Frederick if he lent them aid, al-Kamil handed the letter over to Frederick. As the Patriarch of Jerusalem refused to crown him king, he set the crown on his own head.


          Besides his great tolerance (which, however, did not apply to Christian heretics), Frederick had an unlimited thirst for knowledge and learning. To the horror of his contemporaries, he simply did not believe things that could not be explained by reason. He forbade trials by ordeal in the firm conviction that in a duel the stronger would always win, whether or not he was guilty. Many of his laws continue to influence modern attitudes, such as his prohibition on physicians acting as their own pharmacists. This was a blow to the charlatanism under which physicians diagnosed dubious maladies in order to sell useless, even dangerous "cures".
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          Frederick inherited a love of falconry from his Norman ancestors. According to one source, Frederick replied to a letter in which the Mongol Khan Batu invited him to "surrender" that he would do so provided only that he be permitted to become the Khan's hawker. He maintained up to fifty hawkers at a time in his court, and in his letters he requested Arctic gyrfalcons from Lbeck and even from Greenland. He commissioned his Syrian astrologer Theodor to translate the treatise De arte venandi cum avibus, by the Arab Moamyn, and he corrected or rewrote it himself during the interminable siege of Faenza. One of the two existing versions was modified by his son Manfred, also a keen falconer.


          Frederick loved exotic animals in general: his mobile zoo, with which he impressed the cold cities of Northern Italy and Europe, included hounds, elephants, giraffes, cheetahs, lynxes, leopards and exotic birds.


          He was also alleged to have carried out a Language deprivation experiment, having young infants raised without human interaction in an attempt to determine if there was a natural language that they might demonstrate once their voices matured. It is claimed he was seeking to discover what language would have been imparted unto Adam and Eve by God. The experiments were recorded by the monk Salimbene di Adam (who despised Frederick) in his Chronicles, who wrote that Frederick bade "foster-mothers and nurses to suckle and bathe and wash the children, but in no ways to prattle or speak with them; for he would have learnt whether they would speak the Hebrew language (which had been the first), or Greek, or Latin, or Arabic, or perchance the tongue of their parents of whom they had been born. But he laboured in vain, for the children could not live without clappings of the hands, and gestures, and gladness of countenance, and blandishments."


          Frederick was also interested in the stars, and his court was host to many astrologers and astronomers. He often sent letters to the leading scholars of the time (not only in Europe) asking for solutions to questions of science, mathematics and physics.


          A Damascene chronicler, Sibt ibn al-Jawzi, left a physical description of Frederick based on the testimony of those who had seen the emperor in person in Jerusalem: "The Emperor was covered with red hair, was bald and myopic. Had he been a slave, he would not have fetched 200 dirhams at market." Frederick's eyes were described variously as blue, or "green like those of a serpent".


          


          Law reforms


          His 1241 Edict of Salerno (sometimes called Constitution of Salerno) made the first legally fixed separation of the occupations of physician and apothecary. Physicians were forbidden to double as pharmacists and the prices of various medicinal remedies were fixed. This became a model for regulation of the practice of pharmacy throughout Europe.


          He was not able to extend his legal reforms beyond Sicily to the Empire. In 1232, he was forced by the German princes to promulgate the Statutum in favorem principum ("statute in favour of princes"). It was a charter of aristocratic liberties for German princes at the expense of the lesser nobility and commoners. The princes gained whole power of jurisdiction, and the power to strike their own coins. The emperor lost his right to establish new cities, castles and mints over their territories. The Statutum severely weakened central authority in Germany. From 1232 the vassals of the emperor had a veto over imperial legislative decisions. Every new law established by the emperor had to be approved by the princes.


          


          Summary/Legacy


          Frederick II was considered one of the foremost European Christian monarchs of the Middle Ages. This reputation was present even in Frederick's era, even though many of his contemporaries, because of his lifelong interest in Islam, saw in him "the Hammer of Christianity", or at the very least a dissenter from Christendom. Many modern medievalists view this notion of Frederick as an anti-Christian as false, holding that Frederick understood himself as a Christian monarch in the sense of a Byzantine emperor, thus as God's Viceroy on earth. Other scholars view him as holding all religion in contempt, citing his rationalism and penchant for blasphemy. Whatever his personal feelings toward religion, certainly submission to the pope did not enter into the matter. This was in line with the Hohenstaufen Kaiseridee, the ideology claiming the Holy Roman Emperor to be the legitimate successor to the Roman emperors.


          Modern treatments (that is, 20th and 21st century literature) of Frederick vary from sober evaluation ( Wolfgang Strner) to hero worship ( Ernst Kantorowicz). However, all agree on Frederick II's significance as Holy Roman Emperor, even if some of his actions (such as his politics with respect to Germany) remain quite dubious. In the judgment of British historian Geoffrey Barraclough, for instance, Frederick's extensive concessions to German princes -- which he made in the hopes of securing his base for his Italian projects -- undid the political achievements of his predecessors and set German unity back for centuries.


          


          Parentage and Issue


          


          Ancestors


          
            
              Frederick's ancestors in three generations
            

            
              	Frederick II, Holy Roman Emperor

              	Father:

              Henry VI, Holy Roman Emperor

              	Paternal Grandfather:

              Frederick I, Holy Roman Emperor

              	Paternal Great-grandfather:

              Frederick II, Duke of Swabia
            


            
              	Paternal Great-grandmother:

              Judith of Bavaria
            


            
              	Paternal Grandmother:

              Beatrice I, Countess of Burgundy

              	Paternal Great-grandfather:

              Renaud III, Count of Burgundy
            


            
              	Paternal Great-grandmother:

              Agatha of Lorraine
            


            
              	Mother:

              Constance of Sicily

              	Maternal Grandfather:

              Roger II of Sicily

              	Maternal Great-grandfather:

              Roger I of Sicily
            


            
              	Maternal Great-grandmother:

              Adelaide del Vasto
            


            
              	Maternal Grandmother:

              Beatrix of Rethel

              	Maternal Great-grandfather:

              Ithier, Count of Rethel
            


            
              	Maternal Great-grandmother:

              Beatrix of Namur
            

          


          


          Issue


          Frederick, a notorious womanizer, left several children, legitimate and illegitimate:


          


          Legitimate Issue


          First wife: Constance of Aragon (b. 1179 - d. 23 June 1222). Marriage: 15 August 1209, Place: Messina, Sicily.


          Issue:


          
            	Henry (VII) (b. 1211 - d. 12 February 1242).

          


          Second wife: Yolande of Jerusalem (b. 1212 - d. 25 April 1228). Marriage: 9 November 1225, Place: Brindisi, Apulia.


          Issue:


          
            	Margareta (b. November 1226 - d. August 1227).


            	Conrad IV (b. 25 April 1228 - d. 21 May 1254).

          


          Third wife: Isabella of England (b. 1214 - d. 1 December 1241). Marriage: 15 July 1235, Place: Worms, Germany.


          Issue:


          
            	Jordan (b. Spring 1236 and d. 1236).; this child was given the baptismal name Jordanus as he was baptized with water brought for that purpose from the Jordan river;


            	Agnes (b and d. 1237).


            	Henry (b. 18 January 1238 - d. May 1254).


            	Margaret (b. 1 December 1241 - d. 8 August 1270), married Albert, Landgrave of Thuringia, later Margrave of Meissen.

          


          Frederick had a relationship with Bianca Lancia (ca.1200/10-1230/46), possibly starting around 1225 (see her page for discussion of dating problems). One source states that it lasted 20 years. She bore him three children:


          
            	Constance (Anna) (b. 1230 - d. April 1307), married John III Ducas Vatatzes.


            	Manfred (b. 1232 - killed in battle, Benevento, 26 February 1266), first Regent, later King of Sicily.


            	Violante (b. 1233 - d. 1264), married Count Riccardo di Caserta.

          


          Matthew of Paris relates the story of a marriage in articulo mortis (on her deathbed) between them when Bianca was dying, but this marriage was never canonized by the Church. Nevertheless, Bianca's children were apparently regarded by Frederick as legitimate, evidenced by his daughter Constance's marriage to the Nicaen Emperor, and his own will, were he appointed Manfred as Prince of Taranto and Regent of Sicily.


          


          Mistresses and Illegitimate Issue


          N, Sicilian Countess. According to Medlands, she was the first known mistress of Frederick II, by this time King of Sicily. Her exact parentage is unknown, but the Thomas Tusci Gesta Imperatorum et Pontificum stated she was a nobili comitissa quo in regno Sicilie erat heres.


          Issue:


          
            	Frederick of Pettorana, who fled to Spain with his wife and children in 1238/1240.

          


          Adelheid (Adelaide) of Urslingen (b. ca. 1184 - d. ca. 1222?). Her relationship with Frederick II took place during the time he stayed in Germany (between 12151220). According to some sources, she was related to the Hohenburg family under the name Alayta of Vohburg (it: Alayta di Marano); but the most accepted theory stated she was the daughter of Conrad of Urslingen, Count of Assis and Duke of Spoleto.


          Issue:


          
            	Enzio of Sardinia (b. 1215 - d. 1272).

          


          N, from the family of the Dukes of Spoleto. This relatioship is only exposed in Medlands (see above for the entry). Other sources (included Medlands!) also stated Catarina was a full sister of Enzio and, in consequence, also daughter of Adelaide of Urslingen.


          Issue:


          
            	Catarina of Marano (b. 1216/18 - d. 1272), who married firstly with NN and secondly with Giacomo del Carreto, marchess of Noli and Finale.

          


          Matilda or Maria, from Antioch. According to the website www.sardimpex.it, this woman was a daughter (maybe illegitimate) of Prince Bohemond III of Antioch.


          Issue:


          
            	Frederick of Antioch (b. 1221 - killed in battle, Foggia, 1256).

          


          Manna, sister of the Archbishop of Messina.


          Issue:


          
            	Richard of Chieti (b. 1225 - killed in battle, Fossalta, 26 May 1249).

          


          Richina (Ruthina) of Beilstein-Wolfsden (b. ca. 1205 - d. 1236). According to Medlands (who take the information from Europische Stammtafeln), she was the wife of Count Gottfried of Lwenstein and daughter of some Count Berthold of Beilstein by his wife Adelaide of Bonfeld. Sardimpex.it stated she was the mother of Margaret, but, by the other hand, Medlands not state if she was mother of any children of Frederick II.


          Issue:


          
            	Margaret of Swabia (b. 1230 - d. 1298), married Thomas of Aquino, count of Acerra.

          


          Unknown mistress or mistresses:


          Issue:


          
            	Selvaggia (b. 1223 - d. 1244), married Ezzelino III da Romano, Podest of Verona.


            	Blanchefleur (b. 1226 - d. 1279), Dominican nun in Motargis, France.


            	Gerhard (d. after 1255).

          


          



          


          
            Retrieved from " http://en.wikipedia.org/wiki/Frederick_II,_Holy_Roman_Emperor"
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        Frederick II of Prussia


        
          

          
            
              	Frederick II
            


            
              	Frederick the Great, King of Prussia, Elector of Brandenburg
            


            
              	[image: ]

              Frederick II, aged 68, by Anton Graff
            


            
              	Reign

              	1740 - 1786
            


            
              	Titles

              	Frederick II of Prussia

              Frederick IV of Brandenburg
            


            
              	Born

              	January 24, 1712(1712-01-24)
            


            
              	Birthplace

              	Berlin, Prussia
            


            
              	Died

              	August 17, 1786 (aged74)
            


            
              	Place of death

              	Potsdam, Prussia
            


            
              	Buried

              	Sanssouci, Potsdam
            


            
              	Predecessor

              	Frederick William I
            


            
              	Successor

              	Frederick William II
            


            
              	Consort

              	Elisabeth Christine of Brunswick-Bevern
            


            
              	Royal House

              	House of Hohenzollern
            


            
              	Father

              	Frederick William I
            


            
              	Mother

              	Sophia Dorothea of Hanover
            

          


          Frederick II (German: Friedrich II.; January 24, 1712  August 17, 1786) was a King of Prussia (17401786) from the Hohenzollern dynasty. In his role as a prince-elector of the Holy Roman Empire, he was Frederick IV (Friedrich IV) of Brandenburg. He became known as Frederick the Great (Friedrich der Groe) and was nicknamed der alte Fritz ("Old Fritz").


          Interested primarily in the arts during his youth, Frederick unsuccessfully attempted to flee from his authoritarian father, the "Sargeant-King" Frederick William I, after which he was forced to watch the execution of a childhood friend. Upon ascending to the Prussian throne, he attacked Austria and claimed Silesia during the Silesian Wars, winning military acclaim for himself and Prussia. Near the end of his life, Frederick united most of his disconnected realm through the First Partition of Poland.


          Frederick was a proponent of enlightened absolutism. For years he was a correspondent of Voltaire, with whom the king had an intimate, if turbulent, friendship. He modernized the Prussian bureaucracy and civil service and promoted religious tolerance throughout his realm. Frederick patronized the arts and philosophers. Frederick is buried at his favorite residence, Sanssouci in Potsdam. Because he died childless, Frederick was succeeded by his nephew, Frederick William II of Prussia, son of his brother, Prince Augustus William of Prussia.


          


          Youth


          Frederick was born in Berlin, the son of King Frederick William I of Prussia and Sophia Dorothea of Hanover. The so-called "Soldier-King", Frederick William had developed a formidable army and encouraged centralization, but was also known for his authoritarianism and temper. He would strike men in the face with his cane and kick women in the street, justifying his outbursts as religious righteousness. In contrast, Sophia was well-mannered and well-educated. Her father, George, Elector of Hanover, was the heir of Queen Anne of Great Britain. George succeeded as King George I of Great Britain in 1714.


          The birth of Frederick was welcomed by his grandfather with more than usual pleasure, as two of his grandsons had already died at an early age. Frederick William wished his sons and daughters to be educated not as royalty, but as simple folk. He had been educated by a Frenchwoman, Madame de Montbail, who later became Madame de Rocoulle, and he wished that she should educate his children. Frederick was brought up by Huguenot governesses and tutors and learned French and German simultaneously.


          Although Frederick William was raised a devout Calvinist, he feared he was not of the elect. To avoid the possibility of Frederick having the same motives, the king ordered that his heir not be taught about predestination. Although he was largely irreligious, Frederick adopted this tenet of Calvinism, despite the king's efforts. It is unknown if the crown prince did this to spite his father, or out of genuine religious belief.


          


          Crown Prince
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              Frederick as King of Prussia
            

          


          In early 1730, Queen Sophia Dorothea attempted to orchestrate a dual marriage of Frederick and his sister Wilhelmina with Amelia and Frederick, the children of King George II of Great Britain. Fearing an alliance between Prussia and Great Britain, Field Marshal von Seckendorff, the Austrian ambassador in Berlin, bribed Field Marshal von Grumbkow and Benjamin Reichenbach, the Prussian Minister of War and Prussian ambassador in London, respectively. The pair discreetly slandered the British and Prussian courts in the eyes of the two kings. Angered by the idea of the effete Frederick being so honored by Britain, Frederick William presented impossible demands to the British, such as Prussia acquiring Jlich and Berg, leading to the collapse of the marriage proposal.


          Frederick found an ally in his sister, Wilhelmina, with whom he remained close for life. At age 16, Frederick had formed an attachment to the king's 13-year-old page, Peter Karl Christoph Keith. Wilhelmina recorded that the two "soon became inseparable. Keith was intelligent, but without education. He served my brother from feelings of real devotion, and kept him informed of all the king's actions."


          When he was 18, Frederick plotted to flee to England with Hans Hermann von Katte and other junior army officers. While the royal retinue was near Mannheim in the Electoral Palatinate, Robert Keith, Peter's brother, had an attack of conscience when the conspirators were preparing to escape and begged Frederick William for forgiveness on August 5, 1730; Frederick and Katte were subsequently arrested and imprisoned in Kstrin. Because they were army officers who had tried to flee Prussia for Great Britain, Frederick William leveled an accusation of treason against the pair. The king threatened the crown prince with the death penalty, then considered forcing Frederick to renounce the succession in favour of his brother, Augustus William, although either option would have been difficult to justify to the Reichstag of the Holy Roman Empire. The king forced Frederick to watch the decapitation of his confidant Katte at Kstrin on November 6, leaving the crown prince to faint away and suffer hallucinations for the following two days.


          Frederick was granted a royal pardon and released from his cell on November 18, although he remained stripped of his military rank. Instead of returning to Berlin, however, he was forced to remain in Kstrin and began rigorous schooling in statecraft and administration for the War and Estates Departments on November 20. Tensions eased slightly when Frederick William visited Kstrin a year later, and Frederick was allowed to visit Berlin on the occasion of his sister Wilhelmina's marriage to Margrave Frederick of Bayreuth on November 20, 1731. The crown prince returned to Berlin after finally being released from his tutelage at Kstrin on 26 February 1732.


          Frederick William considered marrying Frederick to Elisabeth of Mecklenburg-Schwerin, the niece of Empress Anna of Russia, but this plan was ardently opposed by Prince Eugene of Savoy. Frederick himself proposed marrying Maria Theresa of Austria in return for renouncing the succession. Instead, Eugene persuaded Frederick William, through Seckendorff, that the crown prince should marry Elisabeth Christine of Brunswick-Bevern, a Protestant relative of the Austrian Habsburgs. Although Frederick wrote to his sister that, "There can be neither love nor friendship between us," and he considered suicide, he went along with the wedding on June 12, 1733. He had little in common with his bride and resented the political marriage as an example of the Austrian interference which had plagued Prussia since 1701. Once Frederick secured the throne in 1740, he prevented Elisabeth from visiting his court in Potsdam, granting her instead Schnhausen Palace and apartments at the Berliner Stadtschloss. Frederick bestowed the title of the heir to the throne, "Prince of Prussia", on his brother Augustus William; despite this, his wife remained devoted to him.


          Frederick was restored to the Prussian Army as Colonel of the Regiment von der Goltz, stationed near Nauen and Neuruppin. When Prussia provided a contingent of troops to aid Austria during the War of the Polish Succession, Frederick studied under Prince Eugene of Savoy during the campaign against France on the Rhine. Frederick William, weakened by gout brought about by the campaign, granted Frederick Schloss Rheinsberg in Rheinsberg, north of Neuruppin. In Rheinsberg, Frederick assembled a small number of musicians, actors and other artists. He spent his time reading, watching dramatic plays, making and listening to music, and regarded this time as one of the happiest of his life. Frederick formed the " Bayard Order" to discuss warfare with his friends; Heinrich August de la Motte Fouqu was made the grand master of the gathering.


          The works of Niccol Machiavelli, such as The Prince, were considered a guideline for the behaviour of a king in Frederick's age. In 1739, Frederick finished his Anti-Machiavel  an idealistic writing in which he opposes Machiavelli. It was published anonymously in 1740, but Voltaire distributed it in Amsterdam to great popularity. Frederick's years dedicated to the arts instead of politics ended upon the 1740 death of Frederick William and his inheritance of the Kingdom of Prussia.


          


          Kingship
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          Before his accession, Frederick was told by D'Alembert, "The philosophers and the men of letters in every land have long looked upon you, Sire, as their leader and model." Such devotion, however, had to be tempered by political realities. When Frederick ascended the throne as " King in Prussia" in 1740, Prussia consisted of scattered territories, including Cleves, Mark, and Ravensberg in the west of the Holy Roman Empire; Brandenburg, Hither Pomerania, and Farther Pomerania in the east of the Empire; and the former Duchy of Prussia, outside of the Empire bordering the Polish-Lithuanian Commonwealth. He was titled King in Prussia because this was only part of historic Prussia; he was to declare himself King of Prussia after acquiring most of the rest in 1772.


          


          Warfare
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          Frederick's goal was to modernize and unite his vulnerably disconnected lands; toward this end, he fought wars mainly against Austria, whose Habsburg dynasty reigned as Holy Roman Emperors almost continuously from the 15th century until 1806. Frederick established Prussia as the fifth and smallest European great power by using the resources his frugal father had cultivated.


          Desiring the prosperous Austrian province of Silesia, Frederick declined to endorse the Pragmatic Sanction of 1713, a legal mechanism to ensure the inheritance of the Habsburg domains by Maria Theresa of Austria. He was also worried that Augustus III, King of Poland and Elector of Saxony, would seek to connect his own disparate lands through Silesia. The Prussian king thus invaded Silesia the same year he took power, using as justification an obscure treaty from 1537 between the Hohenzollerns and the Piast dynasty of Brieg (Brzeg). The ensuing First Silesian War (17401742), part of the War of the Austrian Succession (17401748), resulted in Frederick conquering the province (with the exception of Austrian Silesia). Austria attempted to recover Silesia in the Second Silesian War (17441745), but Frederick was victorious again and forced Austria to adhere to the previous peace terms. Prussian possession of Silesia gave the kingdom control over the Oder River.
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          Habsburg Austria and Bourbon France, traditional enemies, allied together in the Diplomatic Revolution of 1756. As neighboring countries began conspiring against him, Frederick was determined to strike first. On August 29, 1756 his well-prepared army crossed the frontier and preemptively invaded Saxony, thus beginning the Seven Years' War (17561763). Facing a coalition which included Austria, France, Russia, Saxony, and Sweden, and having only Great Britain and Hanover as his allies, Frederick narrowly kept Prussia in the war despite having his territories frequently invaded. The sudden death of Empress Elizabeth of Russia, an event dubbed the miracle of the House of Brandenburg, led to the collapse of the anti-Prussian coalition. Although Frederick did not gain any territory in the ensuing Treaty of Hubertusburg, his ability to retain Silesia during the Silesian Wars made him and Prussia popular throughout many German-speaking territories.


          Late in his life Frederick also involved Prussia in the low-scale War of the Bavarian Succession in 1778, in which he stifled Austrian attempts to exchange the Austrian Netherlands for Bavaria. When Emperor Joseph II tried the scheme again in 1784, Frederick created the Frstenbund, allowing himself to be seen as a defender of German liberties, in contrast to his earlier role of attacking the imperial Habsburgs.


          Frederick frequently led his military forces personally and had six horses shot from under him during battle. Frederick is often admired as one of the greatest tactical geniuses of all time, especially for his usage of the oblique order of battle. Even more important were his operational successes, especially preventing the unification of numerically superior opposing armies and being at the right place at the right time to keep enemy armies out of Prussian core territory. In a letter to his mother Maria Theresa, the Austrian co-ruler Emperor Joseph II wrote,


          
            When the King of Prussia speaks on problems connected with the art of war, which he has studied intensively and on which he has read every conceivable book, then everything is taut, solid and uncommonly instructive. There are no circumlocutions, he gives factual and historical proof of the assertions he makes, for he is well versed in history A genius and a man who talks admirably. But everything he says betrays the knave."

          


          An example of the place that Frederick holds in history as a ruler is seen in Napoleon Bonaparte, who saw the Prussian king as the greatest tactical genius of all time; after Napoleon's defeat of the Fourth Coalition in 1807, he visited Frederick's tomb in Potsdam and remarked to his officers, "Gentlemen, if this man were still alive I would not be here".


          Frederick the Great's most notable and decisive military victories on the battlefield were the Battles of Hohenfriedberg, Rossbach, and Leuthen.


          


          First Partition of Poland
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          Empress Catherine II took the Imperial Russian throne in 1762 after the murder of her husband, Peter III. Catherine was staunchly opposed to Prussia, while Frederick disapproved of Russia, whose troops had been allowed to freely cross the Polish-Lithuanian Commonwealth during the Seven Years' War. Despite the two monarchs' dislike of each other, Frederick and Catherine signed a defensive alliance on April 11, 1764 which guaranteed Prussian control of Silesia in return for Prussian support for Russia against Austria or the Ottoman Empire. Catherine's candidate for the Polish throne, Stanisław August Poniatowski, was then elected King of Poland in September of that year.


          Frederick became concerned, however, after Russia gained significant influence over Poland in the Repnin Sejm of 1767, an act which also threatened Austria and the Ottoman Turks. In the ensuing Russo-Turkish War (17681774), Frederick reluctantly supported Catherine with a subsidy of 300,000 roubles, as he did not want Russia to become even stronger through the acquisitions of Ottoman territory. The Prussian king achieved a rapprochement with Emperor Joseph and the Austrian chancellor Kaunitz. As early as 1731 Frederick had suggested in a letter to Field Marshal Dubislav Gneomar von Natzmer that the country would be well-served by annexing Polish Prussia in order to unite the eastern territories of the Kingdom of Prussia.


          After Russia occupied the Danubian Principalities, Frederick's representative in Saint Petersburg, his brother Henry, convinced Frederick and Maria Theresa that the balance of power would be maintained by a tripartite division of the Polish-Lithuanian Commonwealth instead of Russia taking land from the Ottomans. In the First Partition of Poland in 1772, Frederick claimed most of the Polish province of Royal Prussia. Prussia annexed 20,000 mi and 600,000 inhabitants, the least of the partitioning powers. However, the new West Prussia united East Prussia with Brandenburg and Hinterpommern and granted Prussia control of the mouth of the Vistula River. Although Maria Theresa had reluctantly agreed to the partition, Frederick commented, "she cries, but she takes".


          Frederick quickly began improving the infrastructure of West Prussia, reforming its administrative and legal code, and improving the school system. Although Frederick despised the Polish nobility, or szlachta, he did befriend some Poles, such as Ignacy Krasicki, whom he asked to consecrate St. Hedwig's Cathedral in 1773. He also advised his successors to learn Polish, a policy followed by the Hohenzollern dynasty until Frederick III decided not to let William II learn the language.


          


          Modernization
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          Frederick managed to transform Prussia from a European backwater to an economically strong and politically reformed state. His acquisition of Silesia was orchestrated so as to provide Prussia's fledgling industries with raw materials, and he protected these industries with high tariffs and minimal restrictions on internal trade. Canals were built, including between the Vistula and the Oder, swamps were drained for agricultural cultivation, and new crops, such as the potato and the turnip, were introduced. Frederick regarded his reclamation of land in the Oderbruch as a province conquered in peace. With the help of French experts, he reorganized the system of indirect taxes, which provided the state with more revenue than direct taxes. Frederick the Great commissioned Johann Ernst Gotzkowsky to promote the trade and - to take on the competition with France - put a silk factory where soon 1,500 persons found employment. Frederick the Great followed his recommendations in the field of toll levies and import restrictions. In 1763 when Gotzkowsky went broke during a financial crisis, which started in Amsterdam, Frederick took over his porcelain factory, known as KPM, but refused to buy more of his paintings.


          During the reign of Frederick, the effects of the Seven Years' War and the gaining of Silesia greatly changed the economy. The circulation of depreciated money kept prices high. To revalue the Thaler, the Mint Edict of May 1763 was proposed. This stabilized the rates of depreciated coins that would be accepted and provided for the payments of taxes in currency of prewar value. This was replaced in northern Germany by the Reichsthaler, worth one-fourth of a Conventionsthaler. Prussia used a Thaler containing one-fourteenth of a Cologne mark of silver. Many other rulers soon followed the steps of Frederick in reforming their own currencies  this resulted in a shortage of ready money.


          Frederick gave his state a modern bureaucracy whose mainstay until 1760 was the able War and Finance Minister Adam Ludwig von Blumenthal, succeeded in 1764 by his nephew Joachim who ran the ministry to the end of the reign and beyond. Prussia's education system was seen as one of the best in Europe. Frederick also abolished torture and corporal punishment.


          Frederick began titling himself "King of Prussia" after the acquisition of Royal Prussia ( West Prussia) in 1772; the phrasing " King in Prussia" had been used since the coronation of Frederick I in Knigsberg in 1701.


          


          Religious tolerance


          Frederick generally supported religious toleration, including the retention of Jesuits as teachers in Silesia, Warmia, and the Netze District after their suppression by Pope Clement XIV. He was interested in attracting a diversity of skills to his country, whether from Jesuit teachers, Huguenot citizens, or Jewish merchants and bankers, particularly from Spain. He wanted development throughout the country, specifically in areas that he judged as needing a particular kind of development. As an example of this practical-minded but not fully unprejudiced tolerance, Frederick wrote in his Testament politique that:


          
            We have too many Jews in the towns. They are needed on the Polish border because in these areas Hebrews alone perform trade. As soon as you get away from the frontier, the Jews become a disadvantage, they form cliques, they deal in contraband and get up to all manner of rascally tricks which are detrimental to Christian burghers and merchants. I have never persecuted anyone from this or any other sect [sic]; I think, however, it would be prudent to pay attention, so that their numbers do not increase.

          


          Jews on the Polish border were therefore encouraged to perform all the trade they could and received all the protection and support from the king as any other Prussian citizen. The success in integrating the Jews into those areas of society that Frederick encouraged them in can be seen by the role played by Gerson von Bleichrder in financing Bismarck's efforts to reunite Germany.


          Frederick's religious tolerance seemed to be motivated by more than a simple ploy to achieve advancement for his country. At a time when much of Europe still keenly remembered the invasions of the Ottoman Empire in the 17th century, he said, "All religions are equal and good and as long as those practicing are an honest people and wish to populate our land, may they be Turks or Pagans, we will build them mosques and churches".


          


          Architecture


          Frederick had famous buildings constructed in his capital, Berlin, most of which still exist today, such as the Berlin State Opera, the Royal Library (today the State Library Berlin), St. Hedwig's Cathedral, and Prince Henry's Palace (now the site of Humboldt University). However, the king preferred spending his time in his summer residence Potsdam, where he built the palace of Sanssouci, the most important work of Northern German rococo. Sanssouci, which translates from French as "carefree" or "without worry", was a refuge for Frederick. " Frederician Rococo" developed under Georg Wenzeslaus von Knobelsdorff.
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          Music, arts, and learning
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          Frederick was a gifted musician who played the transverse flute. He composed 100 sonatas for the flute as well as four symphonies. The Hohenfriedberger Marsch, a military march, was supposedly written by Frederick to commemorate his victory in the Battle of Hohenfriedberg during the Second Silesian War. His court musicians included C. P. E. Bach, Johann Joachim Quantz, and Franz Benda. A meeting with Johann Sebastian Bach in 1747 in Potsdam led to Bach writing The Musical Offering.


          Frederick also aspired to be a philosopher-king like the Roman emperor Marcus Aurelius. The king joined the Freemasons in 1738 and stood close to the French Enlightenment, admiring above all its greatest thinker, Voltaire, with whom he corresponded frequently. The personal friendship of Frederick and Voltaire came to an unpleasant end after Voltaire's visit to Berlin and Potsdam in 17501753, although they reconciled from afar in later years.


          Frederick invited Joseph-Louis Lagrange to succeed Leonhard Euler at the Berlin Academy. Other writers attracted to the philosopher's kingdom were Francesco Algarotti, d'Argens, Julien Offray de La Mettrie, and Pierre Louis Maupertuis. Immanuel Kant published religious writings in Berlin which would have been censored elsewhere in Europe.


          In addition to his native language, German, Frederick spoke French, English, Spanish, Portuguese, and Italian; he also understood Latin, ancient and modern Greek, and Hebrew. Preferring instead French culture, Frederick disliked the German language, literature, and culture, explaining that German authors "pile parenthesis upon parenthesis, and often you find only at the end of an entire page the verb on which depends the meaning of the whole sentence". His criticism led many German writers to attempt to impress Frederick with their writings in the German language and thus prove its worthiness. Many statesmen, including Baron vom und zum Stein, were also inspired by Frederick's statesmanship. Johann Wolfgang von Goethe gave his opinion of Frederick during a visit to Strasbourg (Strassburg) by writing:


          
            Well we had not much to say in favour of the constitution of the Reich; we admitted that it consisted entirely of lawful misuses, but it rose therefore the higher over the present French constitution which is operating in a maze of lawful misuses, whose government displays its energies in the wrong places and therefore has to face the challenge that a thorough change in the state of affairs is widely prophesied. In contrast when we looked towards the north, from there shone Frederick, the Pole Star, around whom Germany, Europe, even the world seemed to turn

          


          Later years


          Near the end of his life Frederick grew increasingly solitary. His circle of friends at Sanssouci gradually died off without replacements, and Frederick became increasingly critical and arbitrary, to the frustration of the civil service and officer corps. The populace of Berlin always cheered the king when he returned to the city from provincial tours or military reviews, but Frederick took no pleasure from his popularity with the common folk, preferring instead the company of his pet greyhounds, whom he referred to as his 'marquises de Pompadour' as a jibe at Madame de Pompadour. Frederick died in an armchair in his study in the palace of Sanssouci on 17 August 1786.
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          Frederick had wished to be buried next to his greyhounds on the vineyard terrace on the side of the corps de logis of Sanssouci. His nephew and successor Frederick William II instead ordered the body to be buried next to the grave of his father in the church of the Potsdam garrison. During World War II, the catafalques of both Frederick and Frederick William I were transferred first to an underground bunker, later to a mineshaft close to the town of Bernrode to protect them from destruction. In 1945 the US Army transported both kings first to the Elisabeth Church of Marburg and then on to Burg Hohenzollern close to the town of Hechingen. After German reunification, the body of Frederick William was entombed in the Kaiser Friedrich Mausoleum in Sanssouci's Church of Peace.


          There was an emotional debate in Germany whether the funeral of a former king of Prussia, who was responsible for many wars during his time and who had been exploited as a symbol both by Nazi Germany and the German Democratic Republic, should be regarded as a public matter or not. Despite numerous protests, on the 205th anniversary of his death, on 17 August 1991, Frederick's casket lay in state in the court of honour of Sanssouci, covered by a Prussian flag and escorted by a Bundeswehr guard of honour. After nightfall, Frederick's body was finally laid to rest on the terrace of the vineyard of Sanssouci, according to his last will without pomp and at night ("... Im brigen will ich, was meine Person anbetrifft, in Sanssouci beigesetzt werden, ohne Prunk, ohne Pomp und bei Nacht..." (1757))..


          


          Legacy


          
            [image: Equestrian statue of Frederick at Unter den Linden, Berlin.]

            
              Equestrian statue of Frederick at Unter den Linden, Berlin.
            

          


          Frederick remains a controversial figure in Germany and Central Europe. With the rise of German romantic nationalism in the 19th century, Frederick was admired by German nationalists, even though he preferred French over German culture. In the 20th century, Frederick was often cited as a precursor for the Prussian and German militarism that would inspire Otto von Bismarck, William II and Adolf Hitler.


          Unlike many of his contemporaries, Frederick did not believe in the Divine Right of Kings and, disregarding the exaggerated French style of the time, often wore old military uniforms; he merely believed the crown was "a hat that let the rain in". He called himself the "first servant of the state", but the Austrian empress Maria Theresa called him "the evil man in Sanssouci." His wars against Austria further weakened the Holy Roman Empire, yet gave to Prussia land and prestige that would prove vital for the 19th century unification of Germany. He was both an enlightened ruler and a ruthless despot. Through reform, war, and the First Partition of Poland, he turned the Kingdom of Prussia into a European great power.


          Regarding Frederick, Lord Macaulay wrote:


          
            If he had not made conquests as vast as those of Alexander, of Caesar, and of Napoleon, if he had not, on fields of battle, enjoyed the constant success of Marlborough and Wellington, he had yet given an example unrivalled in history of what capacity and resolution can effect against the greatest superiority of power and the utmost spite of fortune.

          


          


          Frederick in popular culture


          The armored frigate SMS Friedrich der Grosse (1874) and the battleship SMS Friedrich der Grosse (1911) were named after Frederick. King of Prussia, Pennsylvania, is named after the King of Prussia Inn, itself named in honour of Frederick.


          In popular culture, Frederick has been included in the Civilization computer game series, the computer games Age of Empires III and Empire Earth II, and the board game Friedrich. In the 2004 German film Der Untergang, Adolf Hitler is shown sitting in a dark room forlornly gazing at a painting of Frederick shortly before taking his own life.
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              	Frederick Sanger
            


            
              	
                [image: ]


                

              
            


            
              	Born

              	August 13, 1918 (1918-08-13)

              Gloucestershire, England
            


            
              	Nationality

              	United Kingdom
            


            
              	Fields

              	Biochemist
            


            
              	Institutions

              	Laboratory of Molecular Biology
            


            
              	Alma mater

              	St John's College, Cambridge
            


            
              	Notable awards

              	Image:Nobel Prize.jpg Nobel Prize in Chemistry (1958)

              Image:Nobel Prize.jpg Nobel Prize in Chemistry (1980)
            

          


          Frederick Sanger, OM, CH, CBE, FRS (born August 13, 1918) is an English biochemist and a two time Nobel laureate in chemistry. He is the fourth and only living person in the world to have been awarded two Nobel Prizes.


          


          Early years


          Sanger was born on August 13, 1918, in Rendcomb, a small village in Gloucestershire. He was the second son of Frederick Sanger, a medical practitioner and his wife Cicely. He was educated at Bryanston School and then completed his Bachelor of Arts in natural sciences from St John's College, Cambridge in 1939. He originally intended to study medicine, but became interested in biochemistry as some of the leading biochemists in the world were at Cambridge at the time. He completed his PhD in 1943. He discovered the structure of proteins, most famously that of insulin. He also contributed to the determination of base sequences in DNA.


          


          Research


          Sanger determined the complete amino acid sequence of insulin in 1955. In doing so, he proved that proteins have definite structures. He began by degrading insulin into short fragments by mixing the trypsin enzyme (that hydrolyses the peptide/amide bonds between amino acids that make up the primary structure of proteins) with an insulin solution. He then undertook a form of chromatography on the mixture by applying a small sample of the mixture to one end of a sheet of filter paper. He passed a solvent through the filter paper in one direction, and passed an electric current through the paper in the opposite direction. Depending on their solubility and charge, the different fragments of insulin moved to different positions on the paper, creating a distinct pattern. Sanger called these patterns fingerprints. Like human fingerprints, these patterns were characteristic for each protein, and reproducible. He reassembled the short fragments into longer sequences to deduce the complete structure of insulin. Sanger concluded that the protein insulin had a precise amino acid sequence. It was this achievement that earned him his first Nobel prize in Chemistry in 1958.


          In 1975, he developed the chain termination method of DNA sequencing, also known as the Dideoxy termination method or the Sanger method. Two years later he used his technique to successfully sequence the genome of the Phage -X174; the first fully sequenced DNA-based genome. He did this entirely by hand. This has been of key importance in such projects as the Human Genome Project and earned him his second Nobel prize in Chemistry in 1980, together with Walter Gilbert. The only other laureates to have done so were Marie Curie, Linus Pauling and John Bardeen. He is the only person to receive both prizes in chemistry. In 1979, he was awarded the Louisa Gross Horwitz Prize from Columbia University together with Walter Gilbert and Paul Berg, co-winners of the 1980 Nobel Prize in Chemistry.


          


          Later in life


          Frederick Sanger retired in 1982. In 1992, the Wellcome Trust and the Medical Research Council founded the Sanger Centre (now the Sanger Institute), named after him. The Sanger Institute, located near Cambridge, England, is one of the world's most important centers for genome research and played a prominent role in sequencing the human genome.


          In 2007 the British Biochemical Society was given a grant by the Wellcome Trust to catalog and preserve the 35 laboratory notebooks in which Sanger recorded his remarkable research from 1989 to currently. In reporting this matter, Science magazine noted that Sanger, "the most self-effacing person you could hope to meet," now was spending his time gardening at his Cambridgeshire home.


          Even in retirement, Sanger used his extensive knowledge of DNA to aid modern scientists and professors in their work.


          


          Awards and honours


          
            	Frederick Sanger, Esq. (13 August 1918-1943)


            	Dr Frederick Sanger (1943-18 March 1954)


            	Dr Frederick Sanger [OBE] for for help in the manufacture of cheese


            	Dr Frederick Sanger, FRS (18 March 1954-1963)


            	Dr Frederick Sanger, CBE, FRS (1963-1981)


            	Dr Frederick Sanger, CH, CBE, FRS (1981-11 February 1986)


            	Dr Frederick Sanger, OM, CH, CBE, FRS (11 February 1986-present)


            	1958 Nobel Prize for "work on the structure of proteins, especially that of insulin"


            	1980 Nobel Prize for "contributions concerning the determination of base sequences in nucleic acids"
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              Frederick John Perry
            

            
              	Image:Fred Perry 1933.jpg
            


            
              	Country

              	[image: Flag of England] England
            


            
              	Residence

              	Stockport, England
            


            
              	Date of birth

              	18 May 1909
            


            
              	Place of birth

              	[image: Flag of England] Stockport, England
            


            
              	Height

              	
            


            
              	Weight

              	
            


            
              	Turned pro

              	1937
            


            
              	Retired

              	1939
            


            
              	Plays

              	Right-handed
            


            
              	Career prize money

              	
            


            
              	Singles
            


            
              	Career record:

              	106-12
            


            
              	Career titles:

              	
            


            
              	Highest ranking:

              	No. 1 (1934)
            


            
              	Grand Slam results
            


            
              	Australian Open

              	W (1934)
            


            
              	French Open

              	W (1935)
            


            
              	Wimbledon

              	W (1934, 1935, 1936)
            


            
              	US Open

              	W (1933, 1934, 1936)
            


            
              	Doubles
            


            
              	Career record:

              	18-4
            


            
              	Career titles:

              	
            


            
              	Highest ranking:

              	N/A
            


            
              	
                Infobox last updated on: January 7, 2007.

              
            

          


          Frederick John Perry ( May 18, 1909  February 2, 1995) born in Stockport, Cheshire. was an English tennis player and three-time Wimbledon champion. He was the World No. 1 player for five years, four of them consecutive, 1934 through 1938, the first three years as an amateur. He was the last Englishman to win Wimbledon.


          


          Early successes


          Born in Stockport, Cheshire, England, his father was elected to the British House of Commons as a Labour Party member. Perry was a Table Tennis World Champion in 1929 before taking up tennis at the relatively late age of 18. He had exceptional speed from his table tennis days and played with the Continental grip, attacking the ball low and on the rise. He was the first player to win all four Grand Slam singles titles, though not all in the same year. He is currently the youngest player to have achieved the Career Grand Slam, doing so at the age of 26. Perry is the last British player to win the Wimbledon men's singles title, winning it three times in a row and becoming an English icon.


          In 1933 Perry helped lead his team to victory over France in the Davis Cup, which earned Great Britain the Davis Cup for the first time in 21 years.


          


          As a professional


          
            Image:Fred Perry Time Cover.jpg

            
              Perry hitting a smash as an amateur in 1934
            

          


          After three years as the World No. 1 player while still an amateur, Perry turned professional in 1937. For the next two years he played lengthy tours against the powerful American player Ellsworth Vines. In 1937 they played 61 matches in the United States, with Vines winning 32 and Perry 29. They then sailed to England, where they played a brief tour. Perry won six matches out of nine, so they finished the year tied at 35 victories each. Most observers at the time considered Perry to be the World No. 1 for the fourth year in a row, sharing the title, however, with both Vines and the amateur Don Budge. The following year, 1938, the tour was even longer, and this time Vines beat Perry 49 matches to 35. Budge, winner of the amateur Grand Slam, was clearly the World No. 1 player. In 1939 Budge turned professional and played a series of matches against both Vines and Perry, beating Vines 21 times to 18 and dominating Perry by 18 victories to 11.


          


          Sporting legacy


          Perry is considered by some to have been one of the greatest male players to have ever played the game. In his 1979 autobiography Jack Kramer, the long-time tennis promoter and great player himself, called Perry one of the six greatest players of all time.


          Kings of the Court, a video-tape documentary made in 1997 in conjunction with the International Tennis Hall of Fame, named Perry one of the ten greatest players of all time. But this documentary only considered those players who played before the Open era of tennis that began in 1968, with the exception of Rod Laver, who spanned both eras, so that all of the more recent great players are missing.


          
            Image:Fred Perry Forehand.jpg

            
              Perry hitting his famous snapped forehand.
            

          


          Kramer, however, has several caveats about Perry. He says that Bill Tilden once called Perry "the world's worst good player". Kramer says that Perry was "extremely fast; he had a hard body with sharp reflexes, and he could hit a forehand with a snap, slamming it on the riseand even on the fastest grass. That shot was nearly as good as Segura's two-handed forehand." His only real weakness, says Kramer, "was his backhand. Perry hit underslice off that wing about 90 percent of the time, and eventually at the very top levelsagainst Vine and Budgethat was what did him in. Whenever an opponent would make an especially good shot, Perry would cry out 'Very clevah.' I never played Fred competitively, but I heard enough from other guys that that 'Very clevah' drove a lot of opponents crazy."


          Kramer also says that in spite of his many victories, both as an amateur and as a professional, Perry was an "opportunist, a selfish and egotistical person, and he never gave a damn about professional tennis. He was through as a player the instant he turned pro. He was a great champion, and he could have helped tennis, but it wasn't in his interest so he didn't bother." Kramer then recounts several instances in which it was clear to him that Perry was losing matches in which he had given up because he "wanted to make sure that the crowd understood that this was all beneath him."


          Perry, however, recalled his days on the professional tour differently. He maintained that "there was never any easing up in his tour matches with Ellsworth Vine and Bill Tilden since there was the title of World Pro Champion at stake." He said "I must have played Vines in something like 350 matches, yet there was never any fixing as most people thought. There were always people willing to believe that our pro matches weren't strictly on the level, that they were just exhibitions. But as far as we were concerned, we always gave everything we had."


          
            [image: A statue of Fred Perry at the All England Lawn Tennis Club in Wimbledon.]

            
              A statue of Fred Perry at the All England Lawn Tennis Club in Wimbledon.
            

          


          A final comment from Kramer is that Perry unwittingly "screwed up men's tennis in England, although this wasn't his fault. The way he could hit a forehandsnap it off like a ping-pong shotPerry was a physical freak. Nobody else could be taught to hit a shot that way. But the kids over there copied Perry's style, and it ruined them. Even after Perry faded out of the picture, the coaches there must have kept using him as a model."


          Inside the Church Road gate at the All England Lawn Tennis Club in Wimbledon, London, a statue of Fred Perry was erected in 1984 to mark the 50th anniversary of his first singles championship. In his birthplace, a special 14 mile (23 km) walking route, Fred Perry Way, was built by the borough of Stockport and officially opened in September 2002.


          Perry was inducted into the International Tennis Hall of Fame in Newport, Rhode Island in 1975. He died in Melbourne, Australia.


          


          Fred Perry clothing brand


          In the late 1940s Perry was approached by Tibby Wegner, an Austrian footballer who had invented an anti-perspirant device worn around the wrist. Perry made a few changes and invented the sweatband. Wegner's next idea was to produce a sports shirt which was to be made from white knitted cotton pique with short sleeves and buttons down the front. Launched at Wimbledon in 1952, the Fred Perry polo shirt was an immediate success. The brand is best known for its laurel logo, which appears on the left breast of the tennis shirts. The laurel logo (based on the old Wimbledon symbol) was stitched into the fabric of the shirt instead of merely ironed on (as was the case with the crocodile logo of the competing Lacoste brand).


          The polo shirt was only available in white until the late 50s when the mods picked up on it and demanded a more varied colour palette. It was the shirt of choice for diverse groups of teenagers throughout the 1960s and 70s, ranging from the skinheads to the Northern Soul scene and Manchester's very own "Perry Boys", a group of violent football supporters whose exploits were recently documented in the book of that name by author Ian Hough. The clothing brand has also become popular amongst young teens in Ireland. This subdivision group has become recognisable by the Fred Perry knitwear generally purple in colour with white strips. This attire can be a way of recognising the Irish working class citizens from the more "upper class".


          


          Fred Perry Way


          The Fred Perry Way, named after the famous tennis champion from Stockport, is a recently designated 14 mile walking route which spans the Borough of Stockport, from Woodford in the south to Reddish in the north. The route combines rural footpaths, quiet lanes and river valleys with urban landscapes and parklands. Interesting features of the route include Houldsworth Mill and Square, the start of the River Mersey at the confluence of the River Tame and River Goyt, Stockport Town Centre, Vernon and Woodbank Parks and the Happy Valley. The route passes through Woodbank Park where Fred Perry actually played some showcase games of tennis in the park's tennis courts.


          


          Grand Slam singles finals


          


          Wins (8)


          
            
              	Year

              	Championship

              	Opponent in Final

              	Score in Final
            


            
              	1933

              	U.S. Championships

              	[image: ] Jack Crawford

              	63, 1113, 46, 60, 61
            


            
              	1934

              	Australian Championships

              	[image: ] Jack Crawford

              	63, 75, 61
            


            
              	1934

              	Wimbledon

              	[image: ] Jack Crawford

              	63, 60, 75
            


            
              	1934

              	U.S. Championships (2)

              	[image: ] Wilmer Allison

              	64, 63, 16, 86
            


            
              	1935

              	French Championships

              	[image: Flag of Germany] Gottfried von Cramm

              	63, 36, 61, 63
            


            
              	1935

              	Wimbledon Championships (2)

              	[image: Flag of Germany] Gottfried von Cramm

              	62, 64, 64
            


            
              	1936

              	Wimbledon Championships (3)

              	[image: Flag of Germany] Gottfried von Cramm

              	61, 61, 60
            


            
              	1936

              	U.S. Championships (3)

              	[image: ] Don Budge

              	26, 62, 86, 16, 108
            

          


          


          Runner-ups (2)


          
            
              	Year

              	Championship

              	Opponent in Final

              	Score in Final
            


            
              	1935

              	Australian Championships

              	[image: ] Jack Crawford

              	62, 46, 46, 46
            


            
              	1936

              	French Championships

              	[image: Flag of Germany] Gottfried von Cramm

              	06, 62, 26, 62, 06
            

          


          


          Grand Slam Titles


          


          Singles


          
            	Australian Open (1934)


            	French Open (1935)


            	Wimbledon (1934, 1935, 1936)


            	US Open (1933, 1934, 1936)

          


          


          Doubles


          
            	Australian Open (1934)


            	French Open (1936)

          


          


          Mixed doubles


          
            	French Open (1932)


            	Wimbledon (1935, 1936)


            	US Open (1932)
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              	Freetown, Sierra Leone
            


            
              	
                
                  [image: Freetown and Freetown Harbour]
                
Freetown and Freetown Harbour
              
            


            
              	
                
                  Image:Sl-map.jpg
                
Map of Sierra Leone showing the capital Freetown
              
            


            
              	Coordinates:
            


            
              	Country

              	Sierra Leone
            


            
              	Region

              	Western Area
            


            
              	District

              	Western Area Urban District
            


            
              	Founded

              	1787
            


            
              	Government
            


            
              	-Type

              	City council
            


            
              	- Mayor

              	Herbert George-Williams ( APC)
            


            
              	Area
            


            
              	-Total

              	137.8 sqmi(357 km)
            


            
              	Elevation

              	84 ft (26 m)
            


            
              	Population (2006)
            


            
              	-Total

              	1,070,200
            


            
              	Time zone

              	Greenwich Mean Time ( UTC)
            

          


          
            [image: Freetown seen from Spot satellite]

            
              Freetown seen from Spot satellite
            

          


          Freetown, population 1,070,200 is the capital and largest city of Sierra Leone, and a major port on the Atlantic Ocean. Located in the Western Area of the country on the Sierra Leone peninsula, Freetown is the hub of the nation's administrative, financial, educational, communications, cultural and economic centre, as well as its main port.


          


          History


          
            Image:FreetownPeninsula.jpg

            
              Freetown is located on the northern edge of Freetown Peninsula.
            

          


          
            [image: The colony of Freetown in 1856.]

            
              The colony of Freetown in 1856.
            

          


          The area, said to have previously been a slave market, was first settled in 1787 by 400 freed slaves and Black Americans sent from England, under the auspices of British abolitionists. They established the 'Province of Freedom' on land purchased from local Koya Temne subchief King Tom and regent Naimbana, a purchase which was to cede the land to the new settlers "for ever." The established arrangement between Europeans and the Koya Temne did not include provisions for permanent settlement, and some historians question how well the Koya leaders understood the agreement. Disputes soon broke out, and King Tom's successor, King Jimmy burnt the settlement to the ground in 1789.


          The London based Sierra Leone Company made a second attempt in 1792 and resettled Freetown with 1,100 American slaves en route from Nova Scotia, many of whom were born in the United States, led by former slave Thomas Peters. These American slaves gave Granville Town the name "Freetown" . Around 500 free Jamaican Maroons joined them in 1800.


          
            [image: ]

            

          


          It survived being pillaged by the French in 1794, and the indigenous inhabitants revolted in 1800, but the British retook control, beginning the expansionism that led to the creation of Sierra Leone. From 1808 to 1874, the city served as the capital of British West Africa. It also served as the base for the Royal Navy's West Africa Squadron which was charged with halting the slave trade. Most of the slaves liberated by the squadron choose to settle in Sierra Leone, and Freetown in particular, rather than return home; thus the population includes descendants of many different peoples from all over the west coast of Africa. The city expanded rapidly as many freed slaves settled, accompanied by African soldiers who had fought for Britain in the Napoleonic Wars. During World War II, Britain maintained a naval base at Freetown. Descendants of the freed slaves, called Krios, play a leading role in the city, even though they are a minority of the population.


          The city was the scene of fierce fighting in the late 1990s. It was captured by ECOWAS troops seeking to restore President Ahmad Tejan Kabbah in 1998, and later it was unsuccessfully attacked by rebels of the Revolutionary United Front.


          


          Climate


          
            [image: British Expeditionary Force in Freetown, 1919]

            
              British Expeditionary Force in Freetown, 1919
            

          


          Like the rest of Sierra Leone, Freetown is of tropical climate with a rainy season - May through October, the balance of the year representing the dry season. The beginning and end of the rainy season is marked by strong thunder storms. This is a Tropical Savanna Climate.


          Freetown's high humidity is some what relieved November through February by the famous Harmattan, a gentle wind flowing down from the Sahara Desert affording Freetown its coolest period of the year. Average temperature ranges in Freetown are from 21 degrees Celsius (73 degrees Fahrenheit) to 31 degrees Celsius (88 degrees Fahrenheit) all year.


          


          Government


          Freetown is governed with by city council form of government, which is headed by a mayor, in whom executive authority is vested. The mayor is responsible for the general management of the city and for seeing that all laws are enforced. The mayor is elected directly by the residents of Freetown.


          The current mayor is Herbert George-Williams, a member of the ruling All Peoples Congress (APC) party. He replaced his fellow member of the Krio ethnic group, Winstanley Bankole Johnson on January 17, 2008. Johnson was appointed mayor in July 2004 and was a member of the APC. Johnson came to power as the APC swept 2004 Western Area municipal elections.


          


          Neighborhoods


          Freetown is officially divided into three geographical regions:


          
            	East End Freetown

          


          The East End of Freetown is located in the eastern part of the city. The East End is the most populous of the three geographical regions of Freetown and with by far the highest poverty rate in the city. The East End is also well known for having by far the highest crime rate in Freetown. Most of the violent crime commited in Freetown is concentrated in the East End. Several of Freetown top football clubs come from the East End.


          
            	Central Freetown

          


          Central Freetown is located in the central part of the city, and includes Downtown Freetown and the central business district. Most of the tallest and most important buildings in Sierra Leone are based in Central Freetown, as well as most of the foreign embassies in Sierra Leone. The country's national stadium is also located in Central Freetown.


          


          Demographics
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              Freetown Court, 1984
            

          


          



          


          Economy


          Many of the country's largest corporations locate their headquarter's home offices in Freetown as well as the majority of international companies. The city's economy revolves largely around its fine natural harbour, which is the third largest natural harbor in the world. The Freetown harbour is capable of receiving oceangoing vessels and handles Sierra Leone's main exports. Industries include food and beverage processing, fish packing, rice milling, petroleum refining, diamond cutting, and the manufacture of cigarettes, paint, shoes, and beer. Sierra Leonean-Lebanese play a major role in local trade in the city. The city is served by the Lungi International Airport, located in the city of Lungi, across the sea from Freetown.


          


          Education


          Like the rest of Sierra Leone, Freetown has an education system with six years of primary school (Class 1-6), and six years of secondary school (Form 1-6); secondary schools are further divided into Junior secondary school (Form 1-3) and Senior secondary school (Form 4-6). Primary schools usually start from ages 6 to 12, and secondary schools usually start from ages 13 to 18. Primary Education is free and compulsory in government-sponsored public schools.


          Freetown is home to one of the country's two main Universities, the Fourah Bay College, the oldest university in West Africa, founded in 1827.


          


          Notable secondary schools in Freetown


          
            
              	School

              	Founded
            


            
              	Albert Academy

              	1904
            


            
              	Annie Walsh Memorial Girls Secondary School

              	1845
            


            
              	St. Edward's Secondary School

              	1925
            


            
              	Prince of Wales Secondary School

              	1921
            


            
              	Methodist Boys High School

              	1874
            


            
              	Ahmadiyya Muslim Secondary School

              	1965
            


            
              	Congress Boys Secondary School

              	1975
            


            
              	Kankalay Islamic Secondary School

              	1978
            


            
              	Sierra Leone Grammar School

              	1845
            

          


          


          Transportation


          


          Air transportation


          
            [image: ]
          


          Lungi International Airport is the international airport that serves Freetown and the rest of the country. It is located in the city of Lungi, across the river from Freetown . It serves as the primary airport for domestic and international travel to or from Sierra Leone. The airport is operated by Sierra Leone Airports Authority. Freetown also has a heliport on Aberdeen Island, connecting the city with the airport. There is a frequent helicopter, hovercraft and ferry-service to Lungi.


          


          Transfers to Freetown


          Passengers have the choice of hovercraft, ferry or a helicopter to cross the river to Freetown. Ferry is the cheapest option. The Hovercraft is no longer operating (since Nov 13th 2007).


          


          Access by sea


          Sierra Leone has the third largest natural harbour in the world where shipping from all over the globe berth at Freetown's famous Queen Elizabeth II Quay. Passenger, cargo and private craft also utilize Government Wharf nearer to central Freetown.


          Recent important investment has seen the introduction of high tech cargo scanning facilities operated by Intertek/ Port Maritime Security International (PMSI). This facility is a clear indication of the Sierra Leone Government's commitment for significant improvement, security and expansion of port facilities. Through the services provided, Sierra Leone has not only addressed its international obligations in keeping with future changes but also allows the country to trade freely with the important US export market of minerals including rutile and bauxite.


          100% inspection of containers arriving and departing Freetown is today the norm, placing Sierra Leone ahead of all other countries throughout West Africa in security, so vastly improving the whole import/export experience for commercial enterprises and shipping lines worldwide.


          


          Features


          One of Freetowns most recognisable features is its famous cotton tree. The cotton tree has reportedly been in the same position since colonists settled in the area in 1787 when the tree was still a young sapling. It now stands outside the Freetown Museum.


          Notable buildings in the city include Freetown Law Courts; The city is the site of the permanent home of Fourah Bay College (built in 1827), the oldest university in West Africa, St John's Maroon Church (built around 1820), St George's Cathedral , St George's Cathedral, completed in 1828), Foulah Town Mosque (built in the 1830s). Also in Freetown are assorted beaches and markets, and the Sierra Leone Museum featuring the Ruiter Stone.


          


          Sports


          Like the rest of Sierra Leone, football is the most popular sport in Freetown. The Sierra Leone national football team, popularly known as the Leone Stars play all of their home games at Freetown's National Stadium, the largest stadium in Sierra Leone. Eight of the fifteen clubs in the Sierra Leone National Premier League are from Freetown, including two of Sierra Leone's biggest and most successful football clubs, East End Lions, and Mighty Blackpool. A match between these two teams is the biggest domestic football clash in Sierra Leone.


          


          Sierra Leone National Premier League clubs from Freetown


          
            
              	Club

              	City
            


            
              	East End Lions

              	Freetown
            


            
              	Mighty Blackpool

              	Freetown
            


            
              	Ports Authority

              	Freetown
            


            
              	F.C. Kallon

              	Freetown
            


            
              	Old Edwardians

              	Freetown
            


            
              	Central Parade

              	Freetown
            


            
              	Golf Leopards

              	Freetown
            


            
              	Mount Aureol

              	Freetown
            

          


          


          Crime


          
            [image: ]
          


          Since the end of civil war in 2002, Freetown has experienced an increase in robberies, murders, carjacking, home invasion and assault. This effect is most pronounced in the east end of Freetown, which has a higher crime rate than other parts of the city. Over the past year, criminal exploits have become more brash and aggressive. Increasingly operating in numbers and while heavily armed. Like in most West African countries, local criminals target expatriates due to their perceived wealth.


          Pickpocketing of cell phone and purses are the most common crimes in Freetown.


          Some of the high profile victims of crime in the city included one of the most successful Sierra Leonean [bussiness man]] Alhaji Lamrana Bah. On February 15, 2008, Alhaji Lamrana Bah was shot and killed in an apparent car-jacking along the Old Main Motor Road at Cola Tree, Allen Town in the East-End of Freetown. All shops and businesses owned by the Fula community in Freetown were closed for several days in protest of the Freetown Police failure to bring down crime in the city.


          FannyAnn Eddy, the founder of Sierra Leone Lesbian and Gay Association, who was murdered by a group of at least three men who broke into her office in Freetown, raped her, stabbed her, and eventually broke her neck. Her murder occurred on September 28, 2004, shortly after she gave a speech to the United Nations in New York, about the threats of violence faced by lesbians and gays in Sierra Leone. She stood up for the rights of lesbians and gays in a country where homosexuality is illegal.


          Another high profile victim of crime in the city was Kenneth Moore, a government building inspector, who was despatched by the ministry of lands to demolish illegal structures erected on government property was attacked and murdered in a guest house in central Freetown by drug dealers. His case still remains unsolved.


          


          Nightlife in Freetown


          Freetown boasts a number of nightclubs featuring various styles of music and culture.


          
            Retrieved from " http://en.wikipedia.org/wiki/Freetown"
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              	Rgion Guyane
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              	Region flag

              	Region logo
            


            
              	Location
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              	Administration
            


            
              	Capital

              	Cayenne
            


            
              	Regional President

              	Antoine Karam

              ( PSG) (since 1992)
            


            
              	Departments

              	Guyane
            


            
              	Arrondissements

              	2
            


            
              	Cantons

              	19
            


            
              	Communes

              	22
            


            
              	Statistics
            


            
              	Land area1

              	83,534 km
            


            
              	Population

              	(Ranked 26th)
            


            
              	- January 1, 2007 est.

              	209,000
            


            
              	- March 8, 1999 census

              	157,213
            


            
              	- Density (2007)

              	2.5/km
            


            
              	1 French Land Register data, which exclude lakes, ponds, and glaciers larger than 1 km (0.386 sq. mi. or 247 acres) as well as the estuaries of rivers
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          French Guiana (French: Guyane franaise, officially Guyane) is an overseas department (French: dpartement d'outre-mer, or DOM) of France, located on the northern coast of South America. Like the other DOMs, French Guiana is also an overseas region of France, one of the 26 regions of France. It is an integral part of France, and its currency is the euro.


          


          History


          French Guiana was originally inhabited by a number of indigenous American peoples. Settled by the French during the 17th century, it was the site of penal settlements from 1852 until 1951, which were known in the English-speaking world as Devil's Island. A border dispute with Brazil arose in the late nineteenth century over a vast area of jungle, leading to the short-lived pro-French independent state of Counani in the disputed territory and some fighting between settlers, before the dispute was resolved largely in favour of Brazil by the arbitration of the Swiss government. In 1946, French Guiana became an overseas department of France. The 1970s saw the settlement of Hmong refugees from Laos. A movement for increased autonomy from France gained momentum in the 1970s and 1980s. Protests by those calling for more autonomy have become increasingly vocal; demonstrations in 1996, 1997 and 2000 all ended in violence.


          


          Politics


          French Guiana, as part of France, is part of the European Union, the largest part in an area outside Europe, with one of the longest EU external boundaries. Along with the Spanish enclaves in Africa of Ceuta and Melilla, it is one of only three European Union territories outside Europe that are not an island. Its head of state is the President of the French Republic, who appoints a Prefect (resident at the Prefecture building in Cayenne) as his representative. There are two legislative bodies: the 19-member General Council and the 34-member Regional Council, both elected.


          French Guiana sends two deputies to the French National Assembly, one representing the commune (municipality) of Cayenne and the commune of Macouria, and the other representing the rest of French Guiana. This latter constituency is the largest in the French Republic by land area. French Guiana also sends one senator to the French Senate.


          French Guiana has traditionally been conservative, though the socialist party has been increasingly successful in recent years. Though many would like to see more autonomy for the region, support for complete independence is very low.


          A chronic issue affecting French Guiana is the influx of illegal immigrants and clandestine gold prospectors from Brazil and Suriname. The border between the department and Suriname is formed by the Maroni River, which flows through rain forest and is difficult for the Gendarmerie and the French Foreign Legion to patrol. The border line with Suriname is disputed.


          


          Administrative divisions


          French Guiana is divided into 2 departmental arrondissements, 19 cantons (not shown here), and 22 communes:


          
            [image: ]
          


          
            
              	Arrondissement of

              Saint-Laurent-du-Maroni

              	Arrondissement of

              Cayenne
            


            
              	
                
                  	Awala-Yalimapo


                  	Mana


                  	Saint-Laurent-du-Maroni


                  	Apatou


                  	Grand-Santi


                  	Papachton


                  	Sal


                  	Maripasoula

                

              

              	
                
                  	Camopi


                  	Saint-Georges


                  	Ouanary


                  	Rgina


                  	Roura


                  	Saint-lie


                  	Iracoubo


                  	Sinnamary


                  	Kourou


                  	Macouria


                  	Montsinry-Tonnegrande


                  	Matoury


                  	Cayenne


                  	Remire-Montjoly

                

              
            

          


          See also:


          
            	Arrondissements of Guyane (French Guiana)


            	Cantons of Guyane (French Guiana)


            	Communes of Guyane (Cities of French Guiana)

          


          


          Geography
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          Though sharing cultural affinities with the French-speaking territories of the Caribbean, French Guiana cannot be considered to be part of that geographic region, with the Caribbean Sea actually being located several hundred kilometres to the west, beyond the arc of the Lesser Antilles.


          French Guiana consists of two main geographical regions: a coastal strip where the majority of the people live, and dense, near-inaccessible rainforest which gradually rises to the modest peaks of the Tumac-Humac mountains along the Brazilian frontier. French Guiana's highest peak is Bellevue de l'Inini (851 m). Other mountains include Mont Machalou (782 m), Pic Coudreau (711 m) and Mont St Marcel (635 m), Mont Favard (200 m) and Montagne du Mahury (156 m). Several small islands are found off the coast, the three Iles du Salut Salvation Islands which includes Devil's Island and the isolated Iles du Conntable bird sanctuary further along the coast towards Brazil.


          The Barrage de Petit-Saut hydroelectric dam in the north of French Guiana forms an artificial lake and provides hydroelectricity. There are many rivers in French Guiana.


          


          Economy


          French Guiana is heavily dependent on France for subsidies, trade, and goods. The main industries are fishing (accounting for three-quarters of foreign exports), gold mining and timber. In addition, the Guiana Space Centre at Kourou accounts for 25% of the GDP and employs about 1700 people. There is very little manufacturing, and agriculture is largely undeveloped. Tourism, especially eco-tourism, is growing. Unemployment is a major problem, running at about 20% to 30%.


          In 2006 the GDP per capita of French Guiana at market exchange rates, not at PPP, was 13,800 euros (US$17,336), which was 48% of Metropolitan France's average GDP per capita that year.


          


          Transport
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              Cayenne
            

          


          French Guiana's main international airport is Cayenne-Rochambeau Airport, located in the commune of Matoury, a southern suburb of Cayenne. There is one flight a day to Paris ( Orly Airport), and one flight a day arriving from Paris. The flight time from Cayenne to Paris is 8 hours and 25 minutes, and from Paris to Cayenne it is 9 hours and 10 minutes. There are also flights to Fort-de-France, Pointe--Pitre, Port-au-Prince, Miami, Macap, Belm, and Fortaleza.


          French Guiana's main seaport is the port of Dgrad des Cannes, located on the estuary of the Mahury River, in the commune of Remire-Montjoly, a south-eastern suburb of Cayenne. Almost all of French Guiana's imports and exports pass through the port of Dgrad des Cannes. Built in 1969, it replaced the old harbour of Cayenne which was congested and couldn't cope with modern traffic.


          An asphalted road from Rgina to Saint-Georges de l'Oyapock (a town by the Brazilian border) was opened in 2004, completing the road from Cayenne to the Brazilian border. It is now possible to drive on a fully paved road from Saint-Laurent-du-Maroni on the Surinamese border to Saint-Georges de l'Oyapock on the Brazilian border. Following an international treaty between France and Brazil signed in July 2005, a bridge over the Oyapock River (marking the border with Brazil) is currently being built and is due to open in 2010. This bridge will be the first land crossing ever opened between France and Brazil, and indeed between French Guiana and the rest of the world (there exists no other bridge crossing the Oyapock River, and no bridge crossing the Maroni River marking the border with Suriname - there is a ferry crossing to Albina, Suriname.). When the bridge is opened, it will be possible to drive uninterrupted from Cayenne to Macap, the capital of the state of Amap in Brazil.


          


          Demographics


          French Guiana's population of 209,000 (January 2007 est.), most of whom live along the coast, is very ethnically diverse. At the 1999 census, 54.4% of the inhabitants of French Guiana were born in French Guiana, 11.8% were born in Metropolitan France, 5.2% were born in the French Caribbean dpartements (Guadeloupe and Martinique), and 28.6% were born in foreign countries (primarily Brazil, Suriname, and Haiti).


          Estimates of the percentages of French Guiana ethnic composition vary, a situation compounded by the large numbers of immigrants (about 20,000).


          Guianese Creoles (people of primarily African heritage mixed with some French ancestry) are the largest ethnic group, though estimates vary as to the exact percentage, depending upon whether the large Haitian community is included as well. Generally the Creole population is judged at about 60% to 70% of the total population with Haitians (comprising roughly one-third of Creoles) and 30% to 50% without. Roughly 14% are Europeans, the vast majority of whom are French.


          The main Asian communities are the Hmong from Laos (1.5%) and Chinese (3.2%, primarily from Hong Kong and Zhejiang province). There are also smaller groups from various Caribbean islands, mainly Saint Lucia. The main groups living in the interior are the Maroons (also called Bush Negroes) and Amerindians.


          The Maroons, descendants of escaped African slaves, live primarily along the Maroni River. The main Maroon groups are the Paramacca, Aucan (both of whom also live in Suriname) and the Boni (Aluku).


          The main Amerindian groups (forming about 3%-4% of the population) are the Arawak, Carib, Emerillon, Galibi (now called the Kalia), Palikour, Wayampi and Wayana.


          The most practised religion in this region is Roman Catholicism; the Maroons and some Amerindian peoples maintain their own religions. The Hmong people are also mainly Catholic owing to the influence of Catholic missionaries who helped bring them to French Guiana. The Bah' Religion is also present.


          
            
              Historical population
            

            
              	1790

              estimate

              	1839

              estimate

              	1857

              estimate

              	1891

              estimate

              	1946

              census

              	1954

              census

              	1961

              census

              	1967

              census

              	1974

              census

              	1982

              census

              	1990

              census

              	1999

              census

              	2007

              estimate
            


            
              	14,520

              	20,940

              	25,561

              	33,500

              	25,499

              	27,863

              	33,505

              	44,392

              	55,125

              	73,022

              	114,678

              	157,213

              	209,000
            


            
              	Official figures from past censuses and INSEE estimates.
            

          


          


          Notable natives and residents


          
            	Florent Malouda, French international football player who plays for Chelsea Football Club


            	Henri Charrire, an escaped French convict, imprisoned in and around French Guiana from 1933 to 1945.


            	Christiane Taubira, Politician of Parti Radical de Gauche (France)


            	Malia Metella, French swimmer, SC European Championships 2004: 1st 100m free.


            	Bernard Lama, former French international football player.


            	Cyrille Regis, former West Bromwich Albion and England player.


            	Lon Damas, Francophone poet widely notated for his influence on the literary movement known as la ngritude


            	Henri Salvador, famous singer, one of the inspiration sources for the Bossa nova movement.


            	Jean-Claude Darcheville, football striker who joined Rangers from FC Girondins de Bordeaux in the summer of 2007.


            	Marc-Antoine Fortun, football striker who joined AS Nancy in the winter of 2006

          


          
            Retrieved from " http://en.wikipedia.org/wiki/French_Guiana"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        French language


        
          

          
            
              	French

              Franais
            


            
              	Pronunciation:

              	/fʁɑ̃sɛ/
            


            
              	Spokenin:

              	Listed in the article
            


            
              	Region:

              	Africa, Europe, Americas, Pacific, regions in Asia
            


            
              	Totalspeakers:

              	
                Native: 65 to 130 million

                Total: estimates from 160 million to 500 million

                

              
            


            
              	Ranking:

              	9 (Native), total: 3 to 7
            


            
              	Language family:

              	Indo-European

               Italic

               Romance

               Italo-Western

               Western

               Gallo-Iberian

               Gallo-Romance

               Gallo-Rhaetian

               Ol

              French
            


            
              	Official status
            


            
              	Official language in:

              	30 countries

              Numerous international organizations
            


            
              	Regulated by:

              	Acadmie franaise (France) Office qubcois de la langue franaise (Quebec, Canada) Conseil pour le dveloppement du franais en Louisiane (Louisiana)
            


            
              	Language codes
            


            
              	ISO 639-1:

              	fr
            


            
              	ISO 639-2:

              	fre(B)

              	fra(T)
            


            
              	ISO 639-3:

              	fra
            


            
              	
                
                  [image: ]
                



                
                  Map of the Francophone world

                  Dark blue: French-speaking; blue: official language/widely used; Light blue: language of culture; green: minority
                

              
            


            
              	Note: This page may contain IPA phonetic symbols in Unicode.
            

          


          French (franais, pronounced [fʁɑ̃sɛ]) is today spoken around the world by 72 to 130 million people as a native language, and by about 190 to 600 million people as a second or third language, with significant speakers in 54 countries. Most native speakers of the language live in France, where the language originated, Canada, Belgium and Switzerland.


          French is a descendant of the Latin language of the Roman Empire, as are languages such as Portuguese, Spanish, Italian, Catalan and Romanian. Its development was also influenced by the native Celtic languages of Roman Gaul and by the Germanic language of the post-Roman Frankish invaders.


          It is an official language in 29 countries, most of which form what is called in French La Francophonie, the community of French-speaking nations. It is an official language of all United Nations agencies and a large number of international organizations. According to the European Union, 129 million (26% of the 497,198,740) people in 27 member states speak French, of which 59 million (12%) speak it natively and 69 million (14%) claim to speak it as a second language, which makes it the fourth most spoken second language on the continent, after English, Russian and German respectively.


          


          Geographic distribution


          


          Europe


          


          Legal status in France


          Per the Constitution of France, French has been the official language since 1992 (although previous legal texts have made it official since 1539, see ordinance of Villers-Cotterts). France mandates the use of French in official government publications, public education outside of specific cases (though these dispositions are often ignored) and legal contracts; advertisements must bear a translation of foreign words.


          In addition to French, there are also a variety of regional languages. France has signed the European Charter for Regional Languages but has not ratified it since that would go against the 1958 Constitution.


          


          Switzerland


          French is one of the four official languages of Switzerland (along with German, Italian, and Romansh) and is spoken in the part of Switzerland called Romandie. French is the native language of about 20% of the Swiss population.


          


          Belgium


          
            [image: Bilingual signs in Brussels.]

            
              Bilingual signs in Brussels.
            

          


          In Belgium, French is the official language of Wallonia (excluding the East Cantons, which are German-speaking) and one of the two official languagesalong with Dutchof the Brussels-Capital Region where it is spoken by the majority of the population, though often not as their primary language. French and German are not official languages nor recognised minority languages in the Flemish Region, although along borders with the Walloon and Brussels-Capital regions, there are a dozen of municipalities with language facilities for French-speakers; a mirroring situation exists for the Walloon Region with respect to the Dutch and German languages. In total, native French-speakers make up about 40% of the country's population, the remaining 60% speak Dutch, the latter of which 59% claim to speak French as a second language. French is thus known by an estimated 75% of all Belgians, either as a mother tongue, as second, or as third language.


          


          Monaco and Andorra


          Although Mongasque is the national language of the Principality of Monaco, French is the only official language, and French nationals make up some 47% of the population.


          Catalan is the only official language of Andorra; however, French is commonly used due to the proximity to France. French nationals make up 7% of the population.


          


          Italy


          French is also an official language, along with Italian, in the province of Aosta Valley, Italy. In addition, a number of Franco-Provenal dialects are spoken in the province, although they do not have official recognition.


          


          Luxembourg


          French is one of three official languages of the Grand Duchy of Luxembourg ;

          the other official languages of Luxembourg are



          
            	German


            	Luxemburgish.

          


          Luxemburgish is the natively-spoken language of Luxembourg;

          Luxembourg's education system is trilingual: the first years of primary school are in Luxembourgish, before changing to German, while secondary school, the language of instruction changes to French.


          


          The Channel Islands


          Although Jersey and Guernsey, the two bailiwicks collectively referred to as the Channel Islands, are separate entities, both use French to some degree, mostly in an administrative capacity. Jersey Legal French is the standardized variety used in Jersey.


          


          The Americas


          


          Legal status in Canada


          
            [image: Bilingual (English/French) stop sign on Parliament Hill in Ottawa. An example of bilingualism at the federal government level in Canada.]

            
              Bilingual (English/French) stop sign on Parliament Hill in Ottawa. An example of bilingualism at the federal government level in Canada.
            

          


          About 7 million Canadians are native French-speakers, of whom 6 million live in Quebec, and French is one of Canada's two official languages (the other being English). Various provisions of the Canadian Charter of Rights and Freedoms deal with Canadians' right to access services in both languages, including the right to a publicly funded education in the minority language of each province, where numbers warrant in a given locality. By law, the federal government must operate and provide services in both English and French, proceedings of the Parliament of Canada must be translated into both these languages, and most products sold in Canada must have labeling in both languages.


          Overall, about 13% of Canadians have knowledge of French only, while 18% have knowledge of both English and French. In contrast, over 82% of the population of Quebec speaks French natively, and almost 96% speak it as either their first or second language. It has been the sole official language of Quebec since 1974. The legal status of French was further strengthened with the 1977 adoption of the Charter of the French Language (popularly known as Bill 101), which guarantees that every person has a right to have the civil administration, the health and social services, corporations, and enterprises in Quebec communicate with him in French. While the Charter mandates that certain provincial government services, such as those relating to health and education, be offered to the English minority in its language, where numbers warrant, its primary purpose is to cement the role of French as the primary language used in the public sphere.
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              Knowledge of French in the European Union and candidate countries
            

          


          The provision of the Charter that has arguably had the most significant impact mandates French-language education unless a child's parents or siblings have received the majority of their own primary education in English within Canada, with minor exceptions. This measure has reversed a historical trend whereby a large number of immigrant children would attend English schools. In so doing, the Charter has greatly contributed to the "visage franais" (French face) of Montreal in spite of its growing immigrant population. Other provisions of the Charter have been ruled unconstitutional over the years, including those mandating French-only commercial signs, court proceedings, and debates in the legislature. Though none of these provisions are still in effect today, some continued to be on the books for a time even after courts had ruled them unconstitutional as a result of the government's decision to invoke the so-called notwithstanding clause of the Canadian constitution to override constitutional requirements. In 1993, the Charter was rewritten to allow signage in other languages so long as French was markedly "predominant." Another section of the Charter guarantees every person the right to work in French, meaning the right to have all communications with one's superiors and coworkers in French, as well as the right not to be required to know another language as a condition of hiring, unless this is warranted by the nature of one's duties, such as by reason of extensive interaction with people located outside the province or similar reasons. This section has not been as effective as had originally been hoped, and has faded somewhat from public consciousness. As of 2006, approximately 65% of the workforce on the island of Montreal predominantly used French in the workplace.


          The only other province that recognizes French as an official language is New Brunswick, which is officially bilingual, like the nation as a whole. Outside of Quebec, the highest number of Francophones in Canada, 485,000, excluding those who claim multiple mother tongues, reside in Ontario, whereas New Brunswick, home to the vast majority of Acadians, has the highest percentage of Francophones after Quebec, 33%, or 237,000. In Ontario, Nova Scotia, Prince Edward Island, and Manitoba, French does not have full official status, although the provincial governments do provide some French-language services in all communities where significant numbers of Francophones live. Canada's three northern territories ( Yukon, Northwest Territories, and Nunavut) all recognize French as an official language as well.


          All provinces make some effort to accommodate the needs of their Francophone citizens, although the level and quality of French-language service vary significantly from province to province. The Ontario French Language Services Act, adopted in 1986, guarantees French language services in that province in regions where the Francophone population exceeds 10% of the total population, as well as communities with Francophone populations exceeding 5,000, and certain other designated areas; this has the most effect in the north and east of the province, as well as in other larger centres such as Ottawa, Toronto, Hamilton, Mississauga, London, Kitchener, St. Catharines, Greater Sudbury and Windsor. However, the French Language Services Act does not confer the status of "official bilingualism" on these cities, as that designation carries with it implications which go beyond the provision of services in both languages. The City of Ottawa's language policy (by-law 2001-170) allows employees to work in their official language of choice and be supervised in the language of choice.


          Canada has the status of member state in the Francophonie, while the provinces of Quebec and New Brunswick are recognized as participating governments. Ontario is currently seeking to become a full member on its own.


          


          Haiti


          French is an official language of Haiti, although it is mostly spoken by the upper class, while Haitian Creole (a French-based creole language) is more widely spoken as a mother tongue.


          


          French overseas territories


          French is also the official language in France's overseas territories of French Guiana, Guadeloupe, Martinique, Saint Barthlemy, St. Martin and Saint-Pierre and Miquelon.


          


          The United States


          
            [image: French language spread in the United States. Counties marked in yellow are those where 6–12% of the population speak French at home; brown, 12–18%; red, over 18%. French-based creole languages are not included.]

            
              French language spread in the United States. Counties marked in yellow are those where 612% of the population speak French at home; brown, 1218%; red, over 18%. French-based creole languages are not included.
            

          


          Although it has no official recognition on a federal level, French is the third most-spoken language in the United States, after English and Spanish, and the second most-spoken in the states of Louisiana, Maine, Vermont and New Hampshire. Louisiana is home to two distinct dialects, Cajun French and Creole French


          


          Africa


          
            [image: Supermarket sign in French in Dakar, Senegal.]

            
              Supermarket sign in French in Dakar, Senegal.
            

          


          
            [image: Countries usually considered as Francophone Africa. These countries had a population of 321 million in 2007. Their population is projected to reach 733 million in 2050. Countries sometimes considered as Francophone Africa]

            
              Countries usually considered as Francophone Africa. These countries had a population of 321 million in 2007. Their population is projected to reach 733 million in 2050. Countries sometimes considered as Francophone Africa
            

          


          A majority of the world's French-speaking population lives in Africa. According to the 2007 report by the Organisation internationale de la Francophonie, an estimated 115 million African people spread across 31 francophone African countries can speak French either as a first or second language.


          French is mostly a second language in Africa, but in some areas it has become a first language, such as in the region of Abidjan, Cte d'Ivoire and in Libreville, Gabon. It is impossible to speak of a single form of African French, but rather of diverse forms of African French which have developed due to the contact with many indigenous African languages.


          In the territories of the Indian Ocean, the French language is often spoken alongside French-derived creole languages, the major exception being Madagascar. There, a Malayo-Polynesian language ( Malagasy) is spoken alongside French. The French language has also met competition with English since English has been the official language in Mauritius and the Seychelles for a long time and has recently become an official language of Madagascar.


          Sub-Saharan Africa is the region where the French language is most likely to expand due to the expansion of education and it is also there the language has evolved most in recent years. Some vernacular forms of French in Africa can be difficult to understand for French speakers from other countries but written forms of the language are very closely related to those of the rest of the French-speaking world.


          French is an official language of many African countries, most of them former French or Belgian colonies:


          
            
              	
                
                  	Benin


                  	Burkina Faso


                  	Burundi


                  	Cameroon


                  	Central African Republic


                  	Chad


                  	Comoros


                  	Congo (Brazzaville)


                  	Cte d'Ivoire


                  	Democratic Republic of the Congo


                  	Djibouti


                  	Equatorial Guinea (former colony of Spain)


                  	Gabon


                  	Guinea


                  	Madagascar


                  	Mali


                  	Niger


                  	Rwanda


                  	Senegal


                  	Seychelles


                  	Togo

                

              

            

          


          In addition, French is an administrative language and commonly used though not on an official basis in Mauritius and in the Maghreb states:


          
            	
              
                	Mauritania


                	Algeria


                	Morocco


                	Tunisia.

              

            

          


          Various reforms have been implemented in recent decades in Algeria to improve the status of Arabic relative to French, especially in education.


          While the predominant European language in Egypt is English, French is considered to be a more sophisticated language by some elements of the Egyptian upper and upper-middle classes; for this reason, a typical educated Egyptian will learn French in addition to English at some point in his or her education. The perception of sophistication may be related to the use of French as the royal court language of Egypt during the nineteenth century. Egypt participates in La Francophonie.


          French is also the official language of Mayotte and Runion, two overseas territories of France located in the Indian Ocean, as well as an administrative and educational language in Mauritius, along with English.


          


          Asia


          


          Lebanon


          French was the official language in Lebanon along with Arabic until 1941, the country's declaration of independence from France. French is still seen as an official language by the Lebanese people as it is widely used by the Lebanese, especially for administrative purposes, and is taught in schools as a primary language along with Arabic.


          


          Southeast Asia


          French is an administrative language in Laos and Cambodia. French was historically spoken by the elite in the leased territory Guangzhouwan in southern China. In colonial Vietnam, the elites spoke French and many who worked for the French spoke a French creole known as " Ty Bồi" (now extinct).


          


          India


          French has official status in the Indian Union Territory of Pondicherry, along with the regional language Tamil and some students of Tamil Nadu may opt French as their third or fourth language (usually behind English, Tamil, Hindi).


          French is also commonly taught as third language in secondary school in most cities of Maharashtra State including Mumbai as part of the Secondary (X-SSC) and Higher secondary School (XII-HSC) certificate examinations.


          


          Oceania


          French is also a second official language of the Pacific Island nation of Vanuatu, along with France's territories of French Polynesia, Wallis & Futuna and New Caledonia.


          


          Dialects


          
            
              	Acadian French


              	African French


              	Aostan French


              	Belgian French


              	Cajun French


              	Canadian French


              	Cambodian French


              	Guyana French (see French Guiana)


              	Indian French


              	Jersey Legal French


              	Lao French


              	Levantine French (most commonly referred to as Lebanese French, very similar to Maghreb French)


              	Louisiana Creole French


              	Maghreb French (see also North African French)


              	Meridional French


              	Metropolitan French


              	New Caledonian French


              	Newfoundland French


              	Oceanic French


              	Quebec French


              	South East Asian French


              	Swiss French


              	Vietnamese French


              	West Indian French

            

          


          


          History


          


          Sounds


          Although there are many French regional accents, only one version of the language is normally chosen as a model for foreign learners, which has no commonly used special name, but has been termed franais neutre (neutral French).


          
            	Voiced stops (i.e. /b d g/) are typically produced fully voiced throughout.


            	Voiceless stops (i.e. /p t k/) are described as unaspirated; when preceding high vowels, they are often followed by a short period of aspiration and/or frication. They are never glottalised. They can be unreleased utterance-finally.


            	Nasals: The velar nasal /ŋ/ occurs only in final position in borrowed (usually English) words: parking, camping, swing. The palatal nasal /ɲ/can occur in word initial position (e.g. gnon), but it is most frequently found in intervocalic, onset position or word-finally (e.g. montagne).


            	Fricatives: French has three pairs of homorganic fricatives distinguished by voicing, i.e. labiodental /f//v/, dental /s//z/, and palato-alveolar /ʃ//ʒ/. Notice that /s//z/ are dental, like the plosives /t//d/, and the nasal /n/.


            	French has one rhotic whose pronunciation varies considerably among speakers and phonetic contexts. In general it is described as a voiced uvular fricative as in [ʁu] roue "wheel" . Vowels are often lengthened before this segment. It can be reduced to an approximant, particularly in final position (e.g. "fort") or reduced to zero in some word-final positions. For other speakers, a uvular trill is also fairly common, and an apical trill [r] occurs in some dialects.


            	Lateral and central approximants: The lateral approximant /l/ is unvelarised in both onset (lire) and coda position (il). In the onset, the central approximants [w], [ɥ], and [j] each correspond to a high vowel, /u/, /y/, and /i/ respectively. There are a few minimal pairs where the approximant and corresponding vowel contrast, but there are also many cases where they are in free variation. Contrasts between /j/ and /i/ occur in final position as in /pɛj/ paye "pay" vs. /pɛi/ pays "country".

          


          French pronunciation follows strict rules based on spelling, but French spelling is often based more on history than phonology. The rules for pronunciation vary between dialects, but the standard rules are:


          
            	final consonants: Final single consonants, in particular s, x, z, t, d, n and m, are normally silent. (The final letters c, r, f and l, however, are normally pronounced.)

              
                	When the following word begins with a vowel, though, a silent consonant may once again be pronounced, to provide a liaison or "link" between the two words. Some liaisons are mandatory, for example the s in les amants or vous avez; some are optional, depending on dialect and register, for example the first s in deux cents euros or euros irlandais; and some are forbidden, for example the s in beaucoup d'hommes aiment. The t of et is never pronounced and the silent final consonant of a noun is only pronounced in the plural and in set phrases like pied--terre. Note that in the case of a word ending d as in pied--terre, the consonant t is pronounced instead.


                	Doubling a final n and adding a silent e at the end of a word (e.g. chien  chienne) makes it clearly pronounced. Doubling a final l and adding a silent e (e.g. gentil  gentille) adds a [j] sound.

              

            


            	elision or vowel dropping: Some monosyllabic function words ending in a or e, such as je and que, drop their final vowel when placed before a word that begins with a vowel sound (thus avoiding a hiatus). The missing vowel is replaced by an apostrophe. (e.g. je ai is instead pronounced and spelt  j'ai). This gives for example the same pronunciation for l'homme qu'il a vu ("the man whom he saw") and l'homme qui l'a vu ("the man who saw him").

          


          


          Orthography


          
            	Nasal: n and m. When n or m follows a vowel or diphthong, the n or m becomes silent and causes the preceding vowel to become nasalized (i.e. pronounced with the soft palate extended downward so as to allow part of the air to leave through the nostrils). Exceptions are when the n or m is doubled, or immediately followed by a vowel. The prefixes en- and em- are always nasalized. The rules get more complex than this but may vary between dialects.


            	Digraphs: French does not introduce extra letters or diacritics to specify its large range of vowel sounds and diphthongs, rather it uses specific combinations of vowels, sometimes with following consonants, to show which sound is intended.


            	Gemination: Within words, double consonants are generally not pronounced as geminates in modern French (but geminates can be heard in the cinema or TV news from as recently as the 1970s, and in very refined elocution they may still occur). For example, illusion is pronounced [ilyzjɔ̃] and not [illyzjɔ̃]. But gemination does occur between words. For example, une info ("a news") is pronounced [ynɛ̃fo], whereas une nympho ("a nympho") is pronounced [ynnɛ̃fo].


            	Accents are used sometimes for pronunciation, sometimes to distinguish similar words, and sometimes for etymology alone.

              
                	Accents that affect pronunciation

                  
                    	The acute accent (l'accent aigu),  (e.g. coleschool), means that the vowel is pronounced /e/ instead of the default /ə/.


                    	The grave accent (l'accent grave),  (e.g. lvepupil) means that the vowel is pronounced /ɛ/ instead of the default /ə/.


                    	The circumflex (l'accent circonflexe)  (e.g. fortforest) shows that an e is pronounced /ɛ/ and that an o is pronounced /o/. In standard French it also signifies a pronunciation of /ɑ/ for the letter a, but this differentiation is disappearing. In the late 19th century, the circumflex was used in place of s where that letter was not to be pronounced. Thus, forest became fort and hospital became hpital.


                    	The diaeresis (le trma) (e.g. naffoolish, NolChristmas) as in English, specifies that this vowel is pronounced separately from the preceding one, not combined and is not a schwa.


                    	The cedilla (la cdille)  (e.g. garonboy) means that the letter c is pronounced /s/ in front of the hard vowels a, o and u (c is otherwise /k/ before a hard vowel). C is always pronounced /s/ in front of the soft vowels e, i, and y, thus  is never found in front of soft vowels.

                  

                


                	Accents with no pronunciation effect

                  
                    	The circumflex does not affect the pronunciation of the letters i or u, and in most dialects, a as well. It usually indicates that an s came after it long ago, as in htel.


                    	All other accents are used only to distinguish similar words, as in the case of distinguishing the adverbs l and o ("there", "where") from the article la and the conjunction ou ("the" fem. sing., "or") respectively.

                  

                

              

            

          


          


          Grammar


          French grammar shares several notable features with most other Romance languages, including:


          
            	the loss of Latin's declensions


            	only two grammatical genders


            	the development of grammatical articles from Latin demonstratives


            	new tenses formed from auxiliaries

          


          French word order is Subject Verb Object, except when the object is a pronoun, in which case the word order is Subject Object Verb. Some rare archaisms allow for different word orders.


          


          Vocabulary


          The majority of French words derive from Vulgar Latin or were constructed from Latin or Greek roots. There are often pairs of words, one form being popular (noun) and the other one savant (adjective), both originating from Latin. Example:


          
            	brother: frre / fraternel < from Latin FRATER


            	finger: doigt / digital < from Latin DIGITVS


            	faith: foi / fidle < from Latin FIDES


            	cold: froid / frigide < from Latin FRIGIDVS


            	eye: il / oculaire < from Latin OCVLVS


            	inhabitants of the city Saint-tienne are called Stphanois

          


          The last example, Saint-tienne/Stphanois, illustrates common practice for gentilics throughout France.


          In some examples there is a common word from "vulgar" Latin and a more savant word from classical Latin or even Greek.


          
            	ChevalConcours questreHippodrome

          


          The French words which have developed from Latin are usually less recognisable than Italian words of Latin origin because as French developed into a separate language from Vulgar Latin, the unstressed final syllable of many words was dropped or elided into the following word.


          It is estimated that 12% (4,200) of common French words found in a typical dictionary such as the Petit Larousse or Micro-Robert Plus (35,000 words) are of foreign origin. About 25% (1,054) of these foreign words come from English and are fairly recent borrowings. The others are some 707 words from Italian, 550 from ancient Germanic languages, 481 from ancient Gallo-Romance languages, 215 from Arabic, 164 from German, 160 from Celtic languages, 159 from Spanish, 153 from Dutch, 112 from Persian and Sanskrit, 101 from Native American languages, 89 from other Asian languages, 56 from Afro-Asiatic languages, 55 from Slavic languages and Baltic languages, 10 for Basque and 144  about three percent  from other languages.


          


          Numerals


          The French counting system is partially vigesimal: twenty (vingt) is used as a base number in the names of numbers from 6099. The French word for eighty, for example, is quatre-vingts, which literally means "four twenties", and soixante-quinze (literally "sixty-fifteen") means 75. This reform arose after the French Revolution to unify the different counting system (mostly vigesimal near the coast, due to Celtic [via Basque] and Viking influence). This system is comparable to the archaic English use of score, as in "fourscore and seven" (87), or "threescore and ten" (70).


          Belgian French and Swiss French are different in this respect. In Belgium and Switzerland 70 and 90 are septante and nonante. In Switzerland, depending on the local dialect, 80 can be quatre-vingts (Geneva, Neuchtel, Jura) or huitante (Vaud, Valais, Fribourg). Octante had been used in Switzerland in the past, but is now considered archaic. In Belgium, however, quatre-vingts is universally used.


          


          Writing system


          French is written using the 26 letters of the Latin alphabet, plus five diacritics (the circumflex accent, acute accent, grave accent, diaeresis, and cedilla) and the two ligatures () and ().


          French spelling, like English spelling, tends to preserve obsolete pronunciation rules. This is mainly due to extreme phonetic changes since the Old French period, without a corresponding change in spelling. Moreover, some conscious changes were made to restore Latin orthography:


          
            	Old French doit > French doigt "finger" (Latin digitus)


            	Old French pie > French pied "foot" (Latin pes (stem: ped-)

          


          As a result, it is difficult to predict the spelling on the basis of the sound alone. Final consonants are generally silent, except when the following word begins with a vowel. For example, all of these words end in a vowel sound: pied, aller, les, finit, beaux. The same words followed by a vowel, however, may sound the consonants, as they do in these examples: beaux-arts, les amis, pied--terre.


          On the other hand, a given spelling will almost always lead to a predictable sound, and the Acadmie franaise works hard to enforce and update this correspondence. In particular, a given vowel combination or diacritic predictably leads to one phoneme.


          The diacritics have phonetic, semantic, and etymological significance.


          
            	acute accent (): Over an e, indicates the sound of a short ai in English, with no diphthong. An  in modern French is often used where a combination of e and a consonant, usually s, would have been used formerly: couter < escouter. This type of accent mark is called accent aigu in French.


            	grave accent (, , ): Over a or u, used only to distinguish homophones:  ("to") vs. a ("has"), ou ("or") vs. o ("where"). Over an e, indicates the sound /ɛ/.


            	circumflex (, , , , ): Over an a, e or o, indicates the sound /ɑ/, /ɛ/ or /o/, respectively (the distinction a /a/ vs.  /ɑ/ tends to disappear in many dialects). Most often indicates the historical deletion of an adjacent letter (usually an s or a vowel): chteau < castel, fte < feste, sr < seur, dner < disner. It has also come to be used to distinguish homophones: du ("of the") vs. d (past participle of devoir "to have to do something (pertaining to an act)"; note that d is in fact written thus because of a dropped e: deu). (See Use of the circumflex in French)


            	diaeresis or trma (, , , ): Indicates that a vowel is to be pronounced separately from the preceding one: nave, Nol. A diaeresis on y only occurs in some proper names and in modern editions of old French texts. Some proper names in which  appears include A (commune in canton de la Marne formerly A-Champagne), Rue des Clos (alley in the 18th arrondisement of Paris), Cro (family name and hotel on the Boulevard Raspail, Paris), Chteau du Fe (near Joigny), Ghs (name of Flemish origin spelt Ghĳs where ĳ in handwriting looked like  to French clerks), l'Ha-les-Roses (commune between Paris and Orly airport), Pierre Lous (author), Mo (place in commune de l'Aisne and family name), and Le Blanc de Nicola (an insurance company in eastern France). The diaresis on u appears only in the biblical proper names Archlas, Capharnam, Emmas, sa and Sal. Nevertheless, since the 1990 orthographic rectifications (which are not applied at all by most French people), the diaeresis in words containing gu (such as aigu or cigu) may be moved onto the u: aige, cige. Words coming from German retain the old Umlaut (,  and ) if applicable but use French pronunciation, such as krcher (trade mark of a pressure washer).


            	cedilla (): Indicates that an etymological c is pronounced /s/ when it would otherwise be pronounced /k/. Thus je lance "I throw" (with c = [s] before e), je lanais "I was throwing" (c would be pronounced [k] before a without the cedilla). The c cedilla () softens the hard /k/ sound to /s/ before the vowels a, o or u, for example a /sa/. C cedilla is never used before the vowels e or i since these two vowels always produce a soft /s/ sound (ce, ci).

          


          There are two ligatures, which have various origins.


          
            	The ligature  is a mandatory contraction of oe in certain words. Some of these are native French words, with the pronunciation // or //, e.g. sur "sister" /sʁ/, uvre "work (of art)" /vʁ/. Note that it usually appears in the combination u; il is an exception. Many of these words were originally written with the digraph eu; the o in the ligature represents a sometimes artificial attempt to imitate the Latin spelling: Latin bovem > Old French buef/beuf > Modern French buf.  is also used in words of Greek origin, as the Latin rendering of the Greek diphthong , e.g. clacanthe "coelacanth". These words used to be pronounced with the vowel /e/, but in recent years a spelling pronunciation with // has taken hold, e.g. sophage /ezɔfaʒ/ or /zɔfaʒ/. The pronunciation with /e/ is often seen to be more correct. The ligature  is not used in some occurrences of the letter combination oe, for example, when o is part of a prefix (coexister).


            	The ligature  is rare and appears in some words of Latin and Greek origin like gosome, gyrine, schne, ccum, nvus or urus. The vowel quality is identical to  /e/.

          


          French writing, as with any language, is affected by the spoken language. In Old French, the plural for animal was animals. Common speakers pronounced a u before a word ending in l as the plural. This resulted in animauls. As the French language evolved this vanished and the form animaux (aux pronounced /o/) was admitted. The same is true for cheval pluralized as chevaux and many others. Also castel pl. castels became chteau pl. chteaux.


          
            Retrieved from " http://en.wikipedia.org/wiki/French_language"
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          Tournoi de Roland-Garros, commonly known as the French Open, is a major tennis tournament held over two weeks between mid-May and early June in Paris, France, at the Stade de Roland Garros. It is the second of the Grand Slam tournaments on the annual tennis calendar and the premier clay court tennis tournament in the world. It is one of the most prestigious events in tennis and it benefits of the widest worldwide broadcasting and audience of all events in this sport,. Because of the slow playing surface and the five-set men's singles matches without a tiebreak in the final set, the event is considered to be the most physically demanding tennis tournament in the world.


          


          History


          Officially named the Les Internationaux de France de Roland Garros or Tournoi de Roland-Garros (the "Tennis French Internationals of Roland Garros" or "Roland Garros Tournament" in English), the tournament is often referred to as the "French Open," and sometimes simply as "Roland Garros." The event is named after its stadium, which is in turn named after the World War I pilot Roland Garros.


          The event began as a national tournament in 1891 as the Championat de France International de Tennis. The first women's tournament was held in 1897. In 1912, the French tournament was held with a different surface (at the time all tennis played was lawn tennis), a red clay (" terre battue") clay, made up from the crushed wastes of red brick. The tournament was open only to tennis players who were licensed in France up until 1924.


          In 1925, the French Championships opened itself to international competitors with the event held on a grass surface alternately between the Racing Club de France and the Stade Franais . After the famous Mousquetaires or Philadelphia Four ( Ren Lacoste, Jean Borotra, Henri Cochet, and Jacques Brugnon) shocked the US tennis establishment by winning the Davis Cup on American soil in 1927, the defense of the title on French soil was in rigueur.


          
            [image: Suzanne Lenglen Court at Roland Garros.]

            
              Suzanne Lenglen Court at Roland Garros.
            

          


          For the 1928 Davis Cup challenge, a new tennis stadium was built at Porte dAuteuil, after the Stade de France offered the tennis authorities 3 hectares with one condition. The new stadium had to be named after the World War I hero, Roland Garros. The new Stade de Roland Garros, and its brand new Centre Court, which was named Court Philippe Chatrier in 1988, hosted the Davis Cup challenge and ever since, the tournament has gained prestige.


          In 1968, the French Championships became the first Grand Slam tournament to go " open," allowing both amateurs and professionals to compete.


          Since 1981, new prizes have been presented Prix Orange (the most fair-play and the most press friendly player), Prix Citron (the player with the strongest character, personality) and Prix Bourgeon (the tennis player revelation of the year).


          Another novelty, since 2006 the tournament has begun on a Sunday, featuring 12 singles matches played on the three main courts.


          Additionally, on the eve of the tournament's opening, the traditional Benny Berthet exhibition day takes place, where the profits go to different charity associations.


          In March 2007, it was announced that the event will provide equal prize money for both men and women in all rounds for the first time ever.


          


          Surface characteristics


          
            [image: ]

            

          


          Clay courts slow down the ball and produce a high bounce when compared to grass courts or hard courts. Just as grass courts have players whose skills are suited to its surface, clay court specialists have evolved who often succeed here while many higher ranked players struggle. Pete Sampras, who won fourteen Grand Slam singles titles, Roger Federer, the current World No. 1, and Jimmy Connors have won every other Grand Slam singles tournament but never the French Open. On the other hand, clay court specialists like Rafael Nadal, Gustavo Kuerten, Juan Carlos Ferrero and others have never won Grand Slams other than the French Open.


          As of 2007, the last eight French Open men's singles championships were won by men who did not win any other Grand Slam tournament, as were the last 13 of 15. The French Open is the title that has also prevented female players like Lindsay Davenport, Maria Sharapova, and Martina Hingis from achieving a career Grand Slam.


          


          Trophies


          


          
            	Men's Singles, winner of the Coupe des Mousquetaires


            	Women's Singles, winner of the Coupe Suzanne Lenglen


            	Men's Doubles, winners of the Coupe Jacques Brugnon


            	Women's Doubles, winners of the Coupe Simone Mathieu


            	Mixed Doubles, winners of the Coupe Marcel Bernard

          


          The trophies are all made of pure silver with finely etched decorations on their side, each new singles winner gets his or her name written on the plate holding the trophy.


          Winners receive a replica of the won trophy. Pure silver replicas of the trophies are fabricated and engraved for each winner by the Maison Mellerio, located in the Rue de la Paix, Paris.


          


          Records


          
            
              	Record

              	Open Era

              	Player(s)

              	Nos.

              	Years
            


            
              	Male players since 1891
            


            
              	Winner of most Gentlemen's Singles titles

              	Before 1968:

              	[image: Flag of France] Max Decugis

              	8

              	1903, 1904, 1907, 1908, 1909, 1912, 1913, 1914
            


            
              	[image: Flag of France] Henri Cochet

              	4

              	1926, 1928, 1930, 1932
            


            
              	After 1968:

              	[image: Flag of Sweden] Bjrn Borg

              	6

              	1974-75, 1978-81
            


            
              	[image: Flag of Sweden] Mats Wilander
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              [image: Flag of Spain] Rafael Nadal

              	3

              	1982, 1985, 1988

              

              1984, 1986-87

              

              1997, 2000-01

              

              2005-07
            


            
              	Winner of most consecutive Gentlemen's Singles titles

              	Before 1968:

              	[image: Flag of France] Max Decugis

              	3

              	1912-14
            


            
              	[image: Flag of the United States] Frank Parker
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              [image: Flag of Italy] Nicola Pietrangeli
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              	1948-49

              

              1951-52

              

              1954-55

              

              1959-60
            


            
              	After 1968:

              	[image: Flag of Sweden] Bjrn Borg

              	4

              	1978-81
            


            
              	[image: Flag of Spain] Rafael Nadal

              	3

              	2005-07
            


            
              	Winner of most Gentlemen's Doubles titles

              	Before 1968:

              	[image: Flag of France] Max Decugis

              	14

              	1902, 1903, 1904, 1905, 1906, 1907, 1908, 1909, 1910, 1911, 1912, 1913, 1914, 1920.
            


            
              	[image: Flag of Australia] Roy Emerson

              	6

              	1960, 1962 with Neale Fraser, 1961 with Rod Laver, 1963 with Manuel Santana, 1964 with Ken Fletcher, 1965 with Fred Stolle
            


            
              	[image: Flag of France] Jean Borotra

              

              

              [image: Flag of France] Jacques Brugnon

              	5

              	1925, 1929 with Ren Lacoste, 1928, 1934 with Jacques Brugnon, 1936 with Marcel Bernard

              

              1927, 1930, 1932 with Henri Cochet, 1928, 1934 with Jean Borotra
            


            
              	After 1968:

              	[image: Flag of the Netherlands] Paul Haarhuis

              

              

              [image: Flag of Russia] Yevgeny Kafelnikov

              	3

              	1995, 1998 with Jacco Eltingh, 2002 with Yevgeny Kafelnikov

              

              1996-97 with Daniel Vacek, 2002 with Paul Haarhuis
            


            
              	Winner of most consecutive Gentlemen's Doubles titles

              	Before 1968:

              	[image: Flag of France] Max Decugis

              	13

              	1902-14
            


            
              	[image: Flag of Australia] Roy Emerson

              	6

              	1960-65
            


            
              	After 1968:

              	[image: Flag of the United States] Gene Mayer

              

              [image: Flag of the Czech Republic] Daniel Vacek

              

              [image: Flag of Belarus] Max Mirnyi

              	2

              	1978 with Hank Pfister, 1979 with Sandy Mayer

              

              

              1996-97

              

              

              2005-06
            


            
              	Winner of most Mixed Doubles titles - Gentlemen

              	Before 1968:

              	[image: Flag of France] Max Decugis

              	7

              	1904, 1905, 1906, 1908, 1909, 1914 and 1920 with Suzanne Lenglen
            


            
              	After 1968:

              	[image: Flag of France] Jean-Claude Barclay

              	4

              	1968, 1971, 1973 with Franoise Durr
            


            
              	Winner of most Championships (total: singles, doubles, mixed) - Gentlemen

              	Before 1968:

              	[image: Flag of France] Max Decugis

              	29

              	1902-1920 (8 singles, 14 doubles, 7 mixed)
            


            
              	After 1968:

              	[image: Flag of Sweden] Bjrn Borg

              	6

              	1974-81 (6 singles)
            


            
              	Female players since 1897
            


            
              	Winner of most Ladies' Singles titles

              	Before 1968:

              	[image: Flag of France] Suzanne Lenglen

              	6

              	1920, 1921, 1922, 1923, 1925, 1926
            


            
              	[image: Flag of Australia] Margaret Court

              	5

              	1962, 1964, 1969-70, 1972
            


            
              	After 1968:

              	[image: Flag of the United States] Chris Evert

              	7

              	1974-75, 1979-80, 1983, 1985-86
            


            
              	[image: Flag of Germany] Steffi Graf

              	6

              	1987-88, 1993, 1995-96, 1999
            


            
              	Winner of most consecutive Ladies' Singles titles

              	Before 1968:

              	[image: Flag of France] Suzanne Lenglen

              	4

              	1920-23
            


            
              	After 1968:

              	[image: Flag of the United States] Monica Seles

              

              [image: Flag of Belgium] Justine Henin

              	3

              	1990-92

              

              2005-07
            


            
              	Winner of most Ladies' Doubles titles

              	Before 1968:

              	[image: Flag of France] Simone Mathieu

              	6

              	1933-34 with Elizabeth Ryan, 1936-38 with Billie Yorke, 1939 with Jadwiga Jędrzejowska
            


            
              	After 1968:

              	[image: Flag of the United States] Martina Navrtilov

              

              

              [image: Flag of Belarus] Natasha Zvereva

              

              

              [image: Flag of Puerto Rico] Gigi Fernndez

              	6

              	1982 with Anne Smith, 1984-85, 1987-88 with Pam Shriver, 1986 with Pam Shriver

              

              1989 with Larisa Savchenko, 1992-95, 1997 with Gigi Fernndez

              

              1991 with Jana Novotn
            


            
              	Winner of most consecutive Ladies' Doubles titles

              	Before 1968:

              	[image: Flag of France] Franoise Durr

              	5

              	1967-71
            


            
              	After 1968:

              	[image: Flag of the United States] Martina Navrtilov & [image: Flag of Puerto Rico] Gigi Fernndez

              	5

              	1991-95
            


            
              	Winner of most Mixed Doubles titles - ladies

              	Before 1968:

              	[image: Flag of France] Suzanne Lenglen

              	7

              	1914, 1920 with Max Decugis

              

              1921, 1922, 1923, 1925, 1926 with Jacques Brugnon
            


            
              	After 1968:

              	[image: Flag of France] Franoise Durr

              	3

              	1968, 1971, 1973 with Jean-Claude Barclay
            


            
              	Winner of most Championships (total: singles, doubles, mixed) - ladies

              	Before 1968:

              	[image: Flag of France] Suzanne Lenglen

              	15

              	1919-1926 (6 singles, 2 doubles, 7 mixed)
            


            
              	After 1968:

              	[image: Flag of the United States] Martina Navrtilov

              	10

              	1974-88 (2 singles, 6 doubles, 2 mixed)
            


            
              	Miscellaneous
            


            
              	Youngest winner

              	Gentlemen:

              	[image: Flag of the United States] Michael Chang

              	17 years and 3 months
            


            
              	Ladies:

              	[image: Flag of the United States] Monica Seles

              	16 years and 6 months
            


            
              	Unseeded Winners

              	Gentlemen:

              	[image: Flag of France] Marcel Bernard

              

              [image: Flag of Sweden] Mats Wilander

              

              [image: Flag of Brazil] Gustavo Kuerten

              

              [image: Flag of Argentina] Gastn Gaudio

              	1946

              

              1982

              

              1997

              

              2004
            


            
              	Ladies:

              	[image: Flag of the United Kingdom] Margaret Scriven

              	1933
            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/French_Open"
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                Polynsie franaise

                
                  French Polynesia
                

              
            


            
              	
                
                  
                    	[image: Flag of French Polynesia]

                    	[image: Coat of arms of French Polynesia]
                  


                  
                    	Overseas collectivity flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:"Tahiti Nui Mare'are'a"

              " Libert, galit, Fraternit"
            


            
              	Anthem: La Marseillaise

            


            
              	Capital

              	Papeete

            


            
              	Largest city

              	Faaa
            


            
              	Official languages

              	French, Tahitian
            


            
              	Demonym

              	French Polynesian
            


            
              	Government

              	Dependent territory
            


            
              	-

              	President of France

              	Nicolas Sarkozy
            


            
              	-

              	President of FrenchPolynesia

              	

              Gaston Tong Sang
            


            
              	-

              	High Commissioner of the Republic

              	Anne Boquet
            


            
              	Overseas collectivity of France
            


            
              	-

              	protectorate

              	1842
            


            
              	-

              	Overseas territory

              	1946
            


            
              	-

              	overseas collectivity

              	2004
            


            
              	Area
            


            
              	-

              	Total

              	4,167km( 173rd)

              1,609 sqmi
            


            
              	-

              	Water(%)

              	12
            


            
              	Population
            


            
              	-

              	Aug.2007census

              	259,596( 176th)
            


            
              	-

              	Density

              	62/km( 130th)

              166/sqmi
            


            
              	GDP( PPP)

              	2003estimate
            


            
              	-

              	Total

              	$4.58 billion( notranked)
            


            
              	-

              	Per capita

              	$17,5001( notranked)
            


            
              	HDI(n/a)

              	n/a(n/a)( n/a)
            


            
              	Currency

              	CFP franc ( XPF)
            


            
              	Time zone

              	( UTC-10)
            


            
              	Internet TLD

              	.pf
            


            
              	Calling code

              	+689
            


            
              	1

              	2003 estimate.
            

          


          
            [image: The French frigate Flor�al, stationed in Bora Bora lagoon.]

            
              The French frigate Floral, stationed in Bora Bora lagoon.
            

          


          French Polynesia (French: Polynsie franaise, Tahitian: Pōrīnetia Farāni) is a French overseas collectivity in the southern Pacific Ocean. It is made up of several groups of Polynesian islands, the most famous island being Tahiti in the Society Islands group, which is also the most populous island and the seat of the capital of the territory ( Papeete). Although not an integral part of its territory, Clipperton Island was administered from French Polynesia until 2007.


          


          History


          The French Polynesian island groups do not share a common history before the establishment of the French protectorate in 1889. The first French Polynesian islands to be settled by Polynesians were the Marquesas Islands in AD 300 and the Society Islands in AD 800. The Polynesians were organized in petty chieftainships.


          European discovery began in 1521 when the Portuguese explorer Ferdinand Magellan sighted Pukapuka in the Tuamotu Archipelago. Dutchman Jacob Roggeveen discovered Bora Bora in the Society Islands in 1722, and the British explorer Samuel Wallis visited Tahiti in 1767. The French explorer Louis Antoine de Bougainville visited Tahiti in 1768, while the British explorer James Cook visited in 1769. Christian missions began with Spanish priests who stayed in Tahiti for a year from 1774; Protestants from the London Missionary Society settled permanently in Polynesia in 1797.


          King Pomare II of Tahiti was forced to flee to Moorea in 1803; he and his subjects were converted to Protestantism in 1812. French Catholic missionaries arrived on Tahiti in 1834; their expulsion in 1836 caused France to send a gunboat in 1838. In 1842, Tahiti and Tahuata were declared a French protectorate, to allow Catholic missionaries to work undisturbed. The capital of Papeete was founded in 1843. In 1880, France annexed Tahiti, changing the status from that of a protectorate to that of a colony.


          In the 1880s, France claimed the Tuamotu Archipelago, which formerly belonged to the Pomare dynasty, without formally annexing it. Having declared a protectorate over Tahuatu in 1842, the French regarded the entire Marquesas Islands as French. In 1885, France appointed a governor and established a general council, thus giving it the proper administration for a colony. The islands of Rimatara and Rurutu unsuccessfully lobbied for British protection in 1888, so in 1889 they were annexed by France. Postage stamps were first issued in the colony in 1892. The first official name for the colony was Etablissements De L'Oceanie (Settlements in Oceania); in 1903 the general council was changed to an advisory council and the colony's name was changed to Etablissements Francaises De L'Oceanie (French Settlements in Oceania).


          In 1940 the administration of French Polynesia recognised the Free French Forces and many Polynesians served in World War II. Unknown at the time to French and Polynesians, the Konoe Cabinet in Imperial Japan on September 16, 1940 included French Polynesia among the many territories which were to become Japanese possessions in the post-war world - though in the course of the war in the Pacific the Japanese were not able to launch an actual invasion of the French islands.


          In 1946, Polynesians were granted French citizenship and the islands' status was changed to an overseas territory; the islands' name was changed in 1957 to Polynsie Franaise (French Polynesia). In 1962, France's early nuclear testing ground of Algeria became independent and the Mururoa Atoll in the Tuamotu Archipelago was selected as the new testing site; tests were conducted underground after 1974.In 1977, French Polynesia was granted partial internal autonomy; in 1984, the autonomy was extended. French Polynesia became a full overseas collectivity of France in 2004.


          In September 1995, France stirred up widespread protests by resuming nuclear testing at Fangataufa atoll after a three-year moratorium. The last test was on January 27, 1996. On January 29, 1996, France announced it would accede to the Comprehensive Test Ban Treaty, and no longer test nuclear weapons.


          


          Politics


          Politics of French Polynesia takes place in a framework of a parliamentary representative democratic French overseas collectivity, whereby the President of French Polynesia is the head of government, and of a multi-party system. Executive power is exercised by the government. Legislative power is vested in both the government and the Assembly of French Polynesia (the territorial assembly).


          Political life in French Polynesia has been marked by great instability since the mid-2000s. On September 14, 2007, the pro-independence leader Oscar Temaru, 63, was elected president of French Polynesia for the 3rd time in 3 years (with 27 of 44 votes cast in the territorial assembly). He replaced former President Gaston Tong Sang, opposed to independence, who lost a no-confidence vote in the Assembly of French Polynesia on 31 August after the longtime former president of French Polynesia, Gaston Flosse, hitherto opposed to independence, sided with his long ennemy Oscar Temaru to topple the government of Gaston Tong Sang. Oscar Temaru, however, had no stable majority in the Assembly of French Polynesia, and new territorial elections were held in February 2008 to solve the political crisis.


          The party of Gaston Tong Sang won the territorial elections, but that didn't solve the political crisis: the two minority parties of Oscar Temaru and Gaston Flosse, who together have one more member in the territorial assembly than the political party of Gaston Tong Sang, allied to prevent Gaston Tong Sang from becoming president of French Polynesia. Gaston Flosse was then elected president of French Polynesia by the territorial assembly on February 23, 2008 with the support of the pro-independence party led by Oscar Temaru, while Oscar Temaru was elected speaker of the territorial assembly with the support of the anti-independence party led by Gaston Flosse. Both formed a coallition cabinet. Many observers doubted that the alliance between the anti-independence Gaston Flosse and the pro-independence Oscar Temaru, designed to prevent Gaston Tong Sang from becoming president of French Polynesia, could last very long.


          At the French municipal elections held in March 2008, several prominent mayors who are member of the Flosse-Temaru coallition lost their offices in key municipalities of French Polynesia, which was interpreted as a disapproval of the way Gaston Tong Sang, whose party French Polynesian voters had placed first in the territorial elections the month before, had been prevented from becoming president of French Polynesia by the last minute alliance between Flosse and Temaru's parties. Eventually, on April 15, 2008 the government of Gaston Flosse was toppled by a constructive vote of no confidence in the territorial assembly when two members of the Flosse-Temaru coallition left the coallition and sided with Tong Sang's party. Gaston Tong Sang was elected president of French Polynesia as a result of this constructive vote of no confidence, but his majority in the territorial assembly is very narrow. He offered posts in his cabinet to Flosse and Temaru's parties which they both refused. Gaston Tong Sang has called all parties to help end the instability in local politics, a prerequisite to attract foreign investors needed to develop the local economy.


          Despite a local assembly and government, French Polynesia is not in a free association with France, like the Cook Islands with New Zealand or Puerto Rico with the United States. As a French overseas collectivity, the local government has no competence in justice, education, security and defense, directly provided and administered by the French State, the Gendarmerie and the French Military. The highest representant of the State in the territory is the High Commissioner of the Republic (French: Haut commissaire de la Rpublique).


          French Polynesia also sends two deputies to the French National Assembly, one representing the Leeward Islands administrative subdivision, the Austral Islands administrative subdivision, the commune (municipality) of Moorea-Maiao, and the westernmost part of Tahiti (including the capital Papeete), and the other representing the central and eastern part of Tahiti, the Tuamotu-Gambier administrative division, and the Marquesas Islands administrative division. French Polynesia also sends one senator to the French Senate.


          French Polynesians vote in the French presidential elections and at the 2007 French presidential election, in which the pro-independence leader Oscar Temaru openly called to vote for the Socialist candidate Sgolne Royal while the parties opposed to independence generally supported the centre-right candidate Nicolas Sarkozy, the turnout in French Polynesia was 69.12% in the first round of the election and 74.67% in the second round. French Polynesians voters placed Nicolas Sarkozy ahead of Sgolne Royal in both rounds of the election (2nd round: Nicolas Sarkozy 51.9%; Sgolne Royal 48.1%).


          


          Administration


          Between 1946 and 2003, French Polynesia had the status of an overseas territory (French: territoire d'outre-mer, or TOM). In 2003 it became an overseas collectivity (French: collectivit d'outre-mer, or COM). Its statutory law of 27 February 2004 gives it the particular designation of overseas province (French: province d'outre-mer, or POM), but without legal modification of its status.


          


          Administrative divisions


          French Polynesia has five administrative subdivisions (French: subdivisions administratives):


          
            	Windward Islands (French: (les) les du Vent or officially la subdivision administrative des les du Vent) (the two subdivisions administratives Windward Islands and Leeward Islands are part of the Society Islands)


            	Leeward Islands (French: (les) les Sous-le-Vent or officially la subdivision administrative des les Sous-le-Vent) (the two subdivisions administratives Windward Islands and Leeward Islands are part of the Society Islands)


            	Marquesas Islands (French: (les) (les) Marquises or officially la subdivision administrative des (les) Marquises)


            	Austral Islands (French: (les) (les) Australes or officially la subdivision administrative des (les) Australes) (including the Bass Islands)


            	Tuamotu-Gambier (French: (les) (les) Tuamotu-Gambier or officially la subdivision administrative des (les) Tuamotu-Gambier) (the Tuamotus and the Gambier Islands)

          


          


          Geography


          
            [image: Map of French Polynesia]

            
              Map of French Polynesia
            

          


          The islands of French Polynesia have a total land area of 4,167 square kilometres (1,622 sq.mi) scattered over 2,500,000 square kilometres (965,255sq.mi) of ocean.


          It is made up of several groups of islands, the largest and most populated of which is Tahiti.


          The island groups are:


          
            	Austral Islands


            	Bass Islands often considered part of the Austral Islands


            	Gambier Islands often considered part of the Tuamotu Archipelago


            	Marquesas Islands


            	Society Islands (including Tahiti)


            	Tuamotu Archipelago

          


          Aside from Tahiti, some other important atolls, islands, and island groups in French Polynesia are: Ahe, Bora Bora, Hiva `Oa, Huahine, Maiao, Maupiti, Mehetia, Moorea, Nuku Hiva, Raiatea, Tahaa, Tetiaroa, Tubuai, and Tupai.


          


          Economy


          French Polynesia has a moderately developed economy, which is dependent on imported goods, tourism, and the financial assistance of mainland France. Tourist facilities are well developed and are available on the major islands. Also, as the noni fruit from these islands is discovered for its medicinal uses, people have been able to find jobs related to this agricultural industry.


          The legal tender of French Polynesia is the CFP Franc.


          Agriculture: coconuts, vanilla, vegetables, fruits.


          Natural resources: timber, fish, cobalt.


          The major export of French Polynesia is their famous black Tahitian pearls.


          


          Demographics


          Total population at the August 2007 census was 259,596 inhabitants. At the 2007 census, 68.6% of the population of French Polynesia lived on the island of Tahiti alone. The urban area of Papeete, the capital city, has 131,695 inhabitants (2007 census).


          At the November 2002 census, 87.2% of people were born in French Polynesia, 9.5% were born in metropolitan France, 1.4% were born in overseas France outside of French Polynesia, and 1.9% were born in foreign countries. At the 1988 census, the last census which asked questions regarding ethnicity, 66.5% of people were ethnically unmixed Polynesians, 7.1% were Polynesians with light European or East Asian mixing, 11.9% were Europeans, 9.3% were people of mixed European and Polynesian descent, the so-called Demis (literally meaning "Half"), and 4.7% were East Asians (mainly Chinese). The Europeans, the Demis and the East Asians are essentially concentrated on the island of Tahiti, particularly in the urban area of Papeete, where their share of the population is thus much more important than in French Polynesia overall. Race mixing has been going on for more than a century already in French Polynesia, resulting in a rather mixed society. For example Gaston Flosse, the long-time leader of French Polynesia, is a Demi (European father from Lorraine and Polynesian mother). His main opponent Gaston Tong Sang is a member of the East Asian (in his case Chinese) community. Oscar Temaru, the pro-independence leader, is ethnically Polynesian (father from Tahiti, mother from the Cook Islands), but he has admitted to also have Chinese ancestry.


          Despite a long tradition of race mixing, racial tensions have been growing in recent years, with politicians using a xenophobic discourse and fanning the flame of racial tensions. The pro-independence politicians have long pointed the finger at the European community (Oscar Temaru, pro-independence leader and former president of French Polynesia, was for example found guilty of "racial discrimination" by the criminal court of Papeete in 2007 for having referred to the Europeans living in French Polynesia as "trash", "waste"). More recently, the Chinese community which controls many businesses in French Polynesia has been targeted in verbal attacks by the newly allied Gaston Flosse and Oscar Temaru in their political fight against Gaston Tong Sang, whose Chinese origins they emphasize in contrast with their Polynesian origins, despite the fact that they both have mixed origins (European and Polynesian for Flosse; Polynesian and Chinese for Temaru). In April 2008, after the government of Gaston Flosse was toppled in the Assembly of French Polynesia and Gaston Tong Sang became the new president of French Polynesia, two French Polynesian labor union leaders made anti-Chinese remarks ("I'm not hiding from the fact that I wouldn't like our country to be ruled by someone who's not a Polynesian"; "a Chinese only thinks of the business leaders, because he is a businessman"). These anti-Chinese remarks caused a political furor and were widely condemned in French Polynesia.


          


          Historical population


          
            
              	1907

              	1911

              	1921

              	1926

              	1931

              	1936

              	1941

              	1946

              	1951
            


            
              	30,600

              	31,900

              	31,600

              	35,900

              	40,400

              	44,000

              	51,200

              	58,200

              	63,300
            


            
              	1956

              	1962

              	1971

              	1977

              	1983

              	1988

              	1996

              	2002

              	2007
            


            
              	76,323

              	84,551

              	119,168

              	137,382

              	166,753

              	188,814

              	219,521

              	245,516

              	259,596
            


            
              	Official figures from past censuses.
            

          


          


          Languages


          French is the official language of French Polynesia. An organic law of April 12, 1996 states that "French is the official language, Tahitian and other Polynesian languages can be used." At the 2002 census, among the population whose age was 14 and older, 65.0% of people reported that the language they speak the most at home is French, 33.4% reported that the language they speak the most at home is any of the Polynesian languages, 1.2% reported an East Asian language, and 0.4% another language. At the same census, 92.9% of people whose age was 14 or older reported that they could speak, read and write French, whereas only 4.8% reported that they had no knowledge of French.


          


          Religion


          Christianity is the main religion of the islands, a majority (54%) belonging to various Protestant churches and a large minority (30%) being Roman Catholic.


          


          Transportation


          While most major roads are paved and well-maintained, many secondary roads are not. Traffic is brisk and all types of vehicles and pedestrians jockey for space on narrow streets. Crosswalks are marked and the law requires that motor vehicles stop for pedestrians; however, this is not always done. Tourists should exercise caution when driving, particularly at night.


          There are 51 airports in French Polynesia, 39 are paved.


          


          Famous people of French Polynesia


          
            	Henri Hiro (1944-1991), Film director & script writer, poet, ecologist, activist


            	Marco Namouro, writer (1889-1968)


            	Clestine Hitiura Vaite, writer (born 1966)


            	Ella Koon, model (born 1979)


            	Pascal Vahirua, former French international footballer (born 1966)


            	Marama Vahirua, footballer, cousin of Pascal Vahirua (born 1980)
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          The French Revolution (17891799) was a period of political and social upheaval in the history of France, during which the French governmental structure, previously an absolute monarchy with feudal privileges for the aristocracy and Catholic clergy, underwent radical change to forms based on Enlightenment principles of nationalism, citizenship, and inalienable rights.


          These changes were accompanied by violent turmoil, including executions and repression during the Reign of Terror, and warfare involving every other major European power. Subsequent events that can be traced to the Revolution include the Napoleonic Wars, two separate restorations of the monarchy, and two additional revolutions as modern France took shape.


          In the following century, France would be governed variously as a republic, dictatorship, constitutional monarchy, and two different empires.


          


          Causes


          Historians disagree about the political and socioeconomic nature of the Revolution. Traditional Marxist interpretations, such as that presented by Georges Lefebvre, described the revolution as the result of the clash between a feudalistic noble class and the capitalist bourgeois class. Some historians argue that the old aristocratic order of the Ancien Rgime succumbed to an alliance of the rising bourgeoisie, aggrieved peasants, and urban wage-earners.


          Yet another interpretation asserts that the revolution resulted when various aristocratic and bourgeois reform movements spun out of control. According to this model, these movements coincided with popular movements of the new wage-earning classes and the provincial peasantry, but any alliance between classes was contingent and incidental.


          But adherents of most historical models identify many of the same features of the Ancien Rgime as being among the causes of the Revolution. Economic factors included:


          
            	Louis XV fought many wars, bringing France to the verge of bankruptcy, and Louis XVI supported the colonists during the American Revolution, exacerbating the precarious financial condition of the government. The national debt amounted to almost 2 billion livres. The social burdens caused by war included the huge war debt, made worse by the monarchy's military failures and ineptitude, and the lack of social services for war veterans.


            	An inefficient and antiquated financial system unable to manage the national debt, both caused and exacerbated by the burden of a grossly inequitable system of taxation.


            	The Roman Catholic Church, the largest landowner in the country, which levied a tax on crops known as the dme. While the dme lessened the severity of the monarchy's tax increases, it worsened the plight of the poorest who faced a daily struggle with malnutrition.


            	The continued conspicuous consumption of the noble class, especially the court of Louis XVI and Marie-Antoinette at Versailles, despite the financial burden on the populace.


            	High unemployment and high bread prices, causing more money to be spent on food and less in other areas of the economy.


            	Widespread famine and malnutrition, which increased the likelihood of disease and death, and intentional starvation in the most destitute segments of the population in the months immediately before the Revolution. The famine extended even to other parts of Europe, and was not helped by a poor transportation infrastructure for bulk foods. (Some researchers have also attributed the widespread famine to an El Nio effect, or colder climate of the little ice age combined with France's failure to adopt the potato as a staple crop)

              
                [image: The Ideals: Declaration of Human Rights (1789).]

                
                  The Ideals: Declaration of Human Rights (1789).
                

              

            


            	No internal trade and too many customs barriers

          


          There were also social and political factors, many of which involved resentments and aspirations given focus by the rise of Enlightenment ideals:


          
            	Resentment of royal absolutism.


            	Resentment by the ambitious professional and mercantile classes towards noble privileges and dominance in public life, many of whom were familiar with the lives of their peers in commercial cities in The Netherlands and Great Britain.


            	Resentment by peasants, wage-earners, and the bourgeoisie toward the traditional seigneurial privileges possessed by nobles.


            	Resentment of clerical privilege ( anti-clericalism) and aspirations for freedom of religion, and resentment of aristocratic bishops by the poorer rural clergy.


            	Continued hatred for Catholic control and influence on institutions of all kinds, by the large Protestant minorities.


            	Aspirations for liberty and (especially as the Revolution progressed) republicanism.


            	Anger toward the King for firing Jacques Necker and A.R.J. Turgot (among other financial advisors), who were popularly seen as representatives of the people.

          


          Finally, perhaps above all, was the almost total failure of Louis XVI and his advisors to deal effectively with any of these problems.


          


          Estates-General of 1789


          The immediate trigger for the Revolution was Louis XVIs attempts to solve the governments worsening financial situation. In February 1787, his finance minister, Lomnie de Brienne, convened an Assembly of Notables, a group of nobles, clergy, bourgeoisie, and bureaucrats selected in order to bypass the parlements. The Controller-General of Finances, Charles Alexandre de Calonne, asked this group to approve a new land tax that would, for the first time, include a tax on the property of nobles and clergy. The assembly did not approve the tax, but instead demanded that Louis XVI call the Estates-General. On 8 August 1788, the King agreed to convene the Estates-General in May of 1789. By this time, Jacques Necker was in his second turn as finance minister.


          As part of the preparations for the Estates-General, cahiers de dolances (books of grievances) were drawn up across France, listing the complaints of each of the orders. This process helped to generate an expectation of reform of some kind.


          There was growing concern, however, that the government would attempt to gerrymander an assembly to its liking. To avoid this, the Parlement of Paris proclaimed that the Estates-General would have to meet according to the forms observed at its last meeting. Although it would appear that the magistrates were not specifically aware of the "forms of 1614" when they made this decision, this provoked an uproar. The 1614 Estates had consisted of equal numbers of representatives of each estate, and voting had been by order, with the First Estate (the clergy), the Second Estate (the nobility), and the Third Estate (the remainder of the population) each estate receiving one vote.


          Almost immediately the "Committee of Thirty", a body of liberal Parisians, began to agitate against voting by order, arguing for a doubling of the Third Estate and voting by headcount (as had already been done in various provincial assemblies, such as Grenoble). Necker agreed that the size of the Third Estate should be doubled, but the question of voting by headcount was left for the meeting of the Estates themselves. Fueled by these disputes, resentment between the elitists and the liberals began to grow.


          Pamphlets and works by liberal nobles and clergy, including the comte d'Antraigues and the Abb Sieys, argued the importance of the Third Estate. As Antraigues wrote, it was "the People, and the People is the foundation of the State; it is in fact the State itself". Sieys' famous pamphlet Qu'est-ce que le tiers tat? (What is the Third Estate?), published in January 1789, took the argument a step further: "What is the Third Estate? Everything. What has it been until now in the political order? Nothing. What does it want to be? Something."


          When the Estates-General convened in Versailles on 5 May 1789, lengthy speeches by Necker and Lamoignon, the keeper of the seals, did little to give guidance to the deputies, who were sent to separate meeting places to credential their members. The question of whether voting was ultimately to be by head or by order was again put aside for the moment, but the Third Estate now demanded that credentialing itself should take place as a group. Negotiations with the other two estates to achieve this, however, were unsuccessful, as a bare majority of the clergy and a large majority of the nobility continued to support voting by order.


          


          National Assembly (1789)
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          On 10 June 1789 Abb Sieys moved that the Third Estate, now meeting as the Communes (English: "Commons"), proceed with verification of its own powers and invite the other two estates to take part, but not to wait for them. They proceeded to do so two days later, completing the process on 17 June. Then they voted a measure far more radical, declaring themselves the National Assembly, an assembly not of the Estates but of "the People." They invited the other orders to join them, but made it clear they intended to conduct the nation's affairs with or without them.


          In an attempt to keep control of the process and prevent the Assembly from convening, Louis XVI ordered the closure of the Salle des tats where the Assembly met, making an excuse that the carpenters needed to prepare the hall for a royal speech in two days. Weather did not allow an outdoor meeting, so the Assembly moved their deliberations to a nearby indoor real tennis court, where they proceeded to swear the Tennis Court Oath ( 20 June 1789), under which they agreed not to separate until they had given France a constitution. A majority of the representatives of the clergy soon joined them, as did 47 members of the nobility. By 27 June the royal party had overtly given in, although the military began to arrive in large numbers around Paris and Versailles. Messages of support for the Assembly poured in from Paris and other French cities. On 9 July the Assembly reconstituted itself as the National Constituent Assembly.


          


          National Constituent Assembly (17891791)


          


          Storming of the Bastille
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          By this time, Necker had earned the enmity of many members of the French court for his support and guidance to the Third Estate. Marie Antoinette, the King's younger brother the Comte d'Artois, and other conservative members of the King's privy council urged him to dismiss Necker. On 11 July, after Necker suggested that the royal family live according to a budget to conserve funds, the King fired him, and completely reconstructed the finance ministry at the same time.


          Many Parisians presumed Louis's actions to be the start of a royal coup by the conservatives and began open rebellion when they heard the news the next day. They were also afraid that arriving soldiers - mostly foreigners under French service rather than native French troops - had been summoned to shut down the National Constituent Assembly. The Assembly was meeting at Versailles, went into nonstop session to prevent eviction from their meeting place once again. Paris was soon consumed with riots, anarchy, and widespread looting. The mobs soon had the support of the French Guard, including arms and trained soldiers, and the royal leadership essentially abandoned the city.


          On 14 July, the insurgents set their eyes on the large weapons and ammunition cache inside the Bastille fortress, which also served as a symbol of tyranny by the monarchy. After several hours of combat, the prison fell that afternoon. Despite ordering a cease fire, which prevented a mutual massacre, Governor Marquis Bernard de Launay was beaten, stabbed and decapitated; his head was placed on a pike and paraded about the city. Although the Parisians released only seven prisoners (four forgers, two noblemen kept for immoral behaviour, and a murder suspect), the Bastille served as a potent symbol of everything hated under the Ancien Rgime. Returning to the Htel de Ville (city hall), the mob accused the prvt des marchands (roughly, mayor) Jacques de Flesselles of treachery; his assassination took place en route to an ostensible trial at the Palais Royal.
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          The King and his military supporters backed down, at least for the time being. La Fayette took up command of the National Guard at Paris. Jean-Sylvain Bailly, president of the Assembly at the time of the Tennis Court Oath, became the city's mayor under a new governmental structure known as the commune. The King visited Paris, where, on 27 July he accepted a tricolore cockade, as cries of Vive la Nation "Long live the Nation" changed to Vive le Roi "Long live the King".


          Necker was recalled to power, but his triumph was short-lived. An astute financier but a less astute politician, Necker overplayed his hand by demanding and obtaining a general amnesty, losing much of the people's favour. He also felt he could save France all by himself, despite having few ideas.


          Nobles were not assured by this apparent reconciliation of King and people. They began to flee the country as migrs, some of whom began plotting civil war within the kingdom and agitating for a European coalition against France.


          By late July, insurrection and the spirit of popular sovereignty spread throughout France. In rural areas, many went beyond this: some burned title-deeds and no small number of chteaux, as part of a general agrarian insurrection known as "la Grande Peur" (the Great Fear). In addition, plotting at Versailles and the large numbers of men on the roads of France as a result of unemployment led to wild rumours and paranoia (particularly in the rural areas) that caused widespread unrest and civil disturbances and contributed to the Great Fear (Hibbert, 93).


          


          Working toward a Constitution


          On 4 August 1789 the National Constituent Assembly abolished feudalism, in what is known as the August Decrees, sweeping away both the seigneurial rights of the Second Estate and the tithes gathered by the First Estate. In the course of a few hours, nobles, clergy, towns, provinces, companies, and cities lost their special privileges.


          Looking to the Declaration of Independence of the United States for a model, on 26 August 1789, the Assembly published the Declaration of the Rights of Man and of the Citizen. Like the U.S. Declaration, it comprised a statement of principles rather than a constitution with legal effect. The National Constituent Assembly functioned not only as a legislature, but also as a body to draft a new constitution.


          Necker, Mounier, Lally-Tollendal and others argued unsuccessfully for a senate, with members appointed by the crown on the nomination of the people. The bulk of the nobles argued for an aristocratic upper house elected by the nobles. The popular party carried the day: France would have a single, unicameral assembly. The King retained only a "suspensive veto"; he could delay the implementation of a law, but not block it absolutely. The Assembly eventually replaced the historic provinces with 83 dpartements, uniformly administered and roughly equal in area and population.


          Originally summoned to deal with a financial crisis, by late 1789, the Assembly had focused on other matters and only worsened the deficit. Honor Mirabeau now led the move to address this matter, and the Assembly gave Necker complete financial dictatorship.


          


          Women's March on Versailles
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          Fueled by rumors of a reception by the King's bodyguards 1 October 1789 in which the national cockade had been trampled upon, on 5 October 1789 crowds of women began to assemble at Parisian markets. The women first marched to the Htel de Ville, demanding that city officials address their concerns. The women were responding to the harsh economic situations they faced, especially bread shortages. They also demanded an end to Royalist efforts to block the National Assembly, and for the King and his administration to move to Paris as a sign of good faith in addressing the widespread poverty.


          Getting unsatisfactory responses from city officials, as many as 7,000 women joined the march to Versailles, bringing with them pieces of cannon and a variety of smaller weapons. Twenty thousand National Guardsmen under the command of La Fayette responded to keep order, and members of the mob stormed the palace, killing two guards. La Fayette ultimately convinced the king to accede to the demand of the crowd that the monarchy relocate to Paris.


          On 6 October 1789, the King and the royal family moved from Versailles to Paris under the protection of the National Guards, thus legitimizing the National Assembly.


          


          Revolution and the Church
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          The Revolution brought about a massive shifting of powers from the Roman Catholic Church to the state. Under the Ancien Rgime, the Church had been the largest landowner in the country. Legislation enacted in 1790 abolished the Church's authority to levy a tax on crops, known as the dme, cancelled special privileges for the clergy, and confiscated Church property. To no small extent, the Assembly addressed the financial crisis by having the nation take over the property of the Church (while taking on the Church's expenses), through the law of 2 December 1789. In order to rapidly monetize such an enormous amount of property, the government introduced a new paper currency, assignats, backed by the confiscated church lands. Further legislation on 13 February 1790 abolished monastic vows. The Civil Constitution of the Clergy, passed on 12 July 1790 (although not signed by the King until 26 December 1790), turned the remaining clergy into employees of the State and required that they take an oath of loyalty to the constitution, taking Gallicanism to its logical conclusion by making the Catholic Church in France a department of the state, and clergy state employees.


          In response to this legislation, the archbishop of Aix and the bishop of Clermont led a walkout of clergy from the National Constituent Assembly. The pope never accepted the new arrangement, and it led to a schism between those clergy who swore the required oath and accepted the new arrangement ("jurors" or "constitutional clergy") and the "non-jurors" or "refractory priests" who refused to do so. The ensuing years saw violent repression of the clergy, including the imprisonment and massacre of priests throughout France. The Concordat of 1801 between Napoleon and the Church ended the dechristianisation period and established the rules for a relationship between the Catholic Church and the French State that lasted until it was abrogated by the Third Republic via the separation of church and state on 11 December 1905.


          


          Appearance of Factions
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          Factions within the Assembly began to clarify. The aristocrat Jacques Antoine Marie de Cazals and the abb Jean-Sifrein Maury led what would become known as the right wing, the opposition to revolution (this party sat on the right-hand side of the Assembly). The "Royalist democrats" or monarchiens, allied with Necker, inclined toward organising France along lines similar to the British constitutional model; they included Jean Joseph Mounier, the Comte de Lally-Tollendal, the comte de Clermont-Tonnerre, and Pierre Victor Malouet, comte de Virieu.


          The "National Party", representing the centre or centre-left of the assembly, included Honor Mirabeau, La Fayette, and Bailly; while Adrien Duport, Barnave and Alexandre Lameth represented somewhat more extreme views. Almost alone in his radicalism on the left was the Arras lawyer Maximilien Robespierre. Abb Sieys led in proposing legislation in this period and successfully forged consensus for some time between the political centre and the left. In Paris, various committees, the mayor, the assembly of representatives, and the individual districts each claimed authority independent of the others. The increasingly middle-class National Guard under La Fayette also slowly emerged as a power in its own right, as did other self-generated assemblies.


          


          Intrigues and Radicalism


          The Assembly abolished the symbolic paraphernalia of the Ancien Rgime - armorial bearings, liveries, etc., which further alienated the more conservative nobles, and added to the ranks of the migrs. On 14 July 1790, and for several days following, crowds in the Champ de Mars celebrated the anniversary of the fall of the Bastille with a Fte de la Fdration; Talleyrand performed a mass; participants swore an oath of "fidelity to the nation, the law, and the king"; and the King and the royal family actively participated.


          The electors had originally chosen the members of the Estates-General to serve for a single year. However, by the terms of the Tennis Court Oath, the communes had bound themselves to meet continuously until France had a constitution. Right-wing elements now argued for a new election, but Mirabeau carried the day, asserting that the status of the assembly had fundamentally changed, and that no new election should take place before completing the constitution.


          In late 1790, several small counter-revolutionary uprisings broke out and efforts took place to turn all or part of the army against the Revolution. These uniformly failed. The royal court "encouraged every anti-revolutionary enterprise and avowed none."


          The army faced considerable internal turmoil: General Bouill successfully put down a small rebellion, which added to his (accurate) reputation for counter-revolutionary sympathies. The new military code, under which promotion depended on seniority and proven competence (rather than on nobility) alienated some of the existing officer corps, who joined the ranks of the migrs or became counter-revolutionaries from within.


          This period saw the rise of the political "clubs" in French politics, foremost among these the Jacobin Club: according to the 1911 Encyclopdia Britannica, 152 clubs had affiliated with the Jacobins by 10 August 1790. As the Jacobins became more of a broad popular organisation, some of its founders abandoned it to form the Club of '89. Royalists established first the short-lived Club des Impartiaux and later the Club Monarchique. The latter attempted unsuccessfully to curry public favour by distributing bread. Nonetheless, they became the frequent target of protests and even riots, and the Paris municipal authorities finally closed down the Club Monarchique in January 1791.


          Amidst these intrigues, the Assembly continued to work on developing a constitution. A new judicial organisation made all magistracies temporary and independent of the throne. The legislators abolished hereditary offices, except for the monarchy itself. Jury trials started for criminal cases. The King would have the unique power to propose war, with the legislature then deciding whether to declare war. The Assembly abolished all internal trade barriers and suppressed guilds, masterships, and workers' organisations: any individual gained the right to practice a trade through the purchase of a license; strikes became illegal.


          In the winter of 1791, the Assembly considered, for the first time, legislation against the migrs. The debate pitted the safety of the State against the liberty of individuals to leave. Mirabeau carried the day against the measure, which he referred to as "worthy of being placed in the code of Draco". But Mirabeau died on 2 April 1791. In Mignet's words, "No one succeeded him in power and popularity" and, before the end of the year, the new Legislative Assembly would adopt this "draconian" measure.


          


          Royal flight to Varennes
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          Louis XVI, opposed to the course of the Revolution, but rejecting the potentially treacherous aid of the other monarchs of Europe, cast his lot with General Bouill, who condemned both the emigration and the assembly, and promised him refuge and support in his camp at Montmdy. On the night of 20 June 1791 the royal family fled the Tuileries wearing the clothes of servants, while their servants dressed as nobles.


          However, the next day the King was recognised and arrested at Varennes (in the Meuse dpartement) late on 21 June. He and his family were paraded back to Paris under guard, still dressed as servants. Ption, Latour-Maubourg, and Antoine Pierre Joseph Marie Barnave, representing the Assembly, met the royal family at pernay and returned with them. From this time, Barnave became a counselor and supporter of the royal family. When they reached Paris, the crowd remained silent. The Assembly provisionally suspended the King. He and Queen Marie Antoinette remained held under guard.


          


          Completing the Constitution


          As most of the Assembly still favoured a constitutional monarchy rather than a republic, the various groupings reached a compromise which left Louis XVI as little more than a figurehead: he had perforce to swear an oath to the constitution, and a decree declared that retracting the oath, heading an army for the purpose of making war upon the nation, or permitting anyone to do so in his name would amount to de facto abdication.


          Jacques Pierre Brissot drafted a petition, insisting that in the eyes of the nation Louis XVI was deposed since his flight. An immense crowd gathered in the Champ de Mars to sign the petition. Georges Danton and Camille Desmoulins gave fiery speeches. The Assembly called for the municipal authorities to "preserve public order". The National Guard under La Fayette's command confronted the crowd. The soldiers first responded to a barrage of stones by firing in the air; but the crowd did not back down, and La Fayette ordered his men to fire into the crowd, thus killing as many as 50 people.


          In the wake of this massacre the authorities closed many of the patriotic clubs, as well as radical newspapers such as Jean-Paul Marat's L'Ami du Peuple. Danton fled to England; Desmoulins and Marat went into hiding.


          Meanwhile, a new threat arose from abroad: Holy Roman Emperor Leopold II, Frederick William II of Prussia, and the King's brother Charles-Philippe, comte d'Artois issued the Declaration of Pillnitz which considered the cause of Louis XVI as their own, demanded his total liberty and the dissolution of the Assembly, and promised an invasion of France on his behalf if the revolutionary authorities refused its conditions.


          If anything, the declaration further imperiled Louis. The French people expressed no respect for the dictates of foreign monarchs, and the threat of force merely caused the militarisation of the frontiers.


          Even before his "Flight to Varennes", the Assembly members had determined to debar themselves from the legislature that would succeed them, the Legislative Assembly. They now gathered the various constitutional laws they had passed into a single constitution, showed remarkable strength in choosing not to use this as an occasion for major revisions, and submitted it to the recently restored Louis XVI, who accepted it, writing "I engage to maintain it at home, to defend it from all attacks from abroad, and to cause its execution by all the means it places at my disposal". The King addressed the Assembly and received enthusiastic applause from members and spectators. The Assembly set the end of its term for 29 September 1791.


          Mignet argued that the "constitution of 1791... was the work of the middle class, then the strongest; for, as is well known, the predominant force ever takes possession of institutions... In this constitution the people was the source of all powers, but it exercised none."


          


          Legislative Assembly (17911792)


          Under the Constitution of 1791, France would function as a constitutional monarchy. The King had to share power with the elected Legislative Assembly, but he still retained his royal veto and the ability to select ministers. The Legislative Assembly first met on 1 October 1791, and degenerated into chaos less than a year later. In the words of the 1911 Encyclopdia Britannica: "In the attempt to govern, the Assembly failed altogether. It left behind an empty treasury, an undisciplined army and navy, and a people debauched by safe and successful riot." The Legislative Assembly consisted of about 165 Feuillants (constitutional monarchists) on the right, about 330 Girondists (liberal republicans) and Jacobins (radical revolutionaries) on the left, and about 250 deputies unaffiliated with either faction. Early on, the King vetoed legislation that threatened the migrs with death and that decreed that every non-juring clergyman must take within eight days the civic oath mandated by the Civil Constitution of the Clergy. Over the course of a year, disagreements like this would lead to a constitutional crisis, leading the Revolution to higher levels.


          


          War (17921797)


          The politics of the period inevitably drove France towards war with Austria and its allies. The King, the Feuillants and the Girondins specifically wanted to wage war. The King (and many Feuillants with him) expected war would increase his personal popularity; he also foresaw an opportunity to exploit any defeat: either result would make him stronger. The Girondins wanted to export the Revolution throughout Europe and, by extension, to defend the Revolution within France. Only some of the radical Jacobins opposed war, preferring to consolidate and expand the Revolution at home. The Austrian emperor Leopold II, brother of Marie Antoinette, may have wished to avoid war, but he died on 1 March 1792. France declared war on Austria ( 20 April 1792) and Prussia joined on the Austrian side a few weeks later. The invading Prussian army faced little resistance until checked at the Battle of Valmy ( 20 September 1792), and forced to withdraw. However, by this time, France stood in turmoil and the monarchy had effectively become a thing of the past.


          


          Constitutional crisis
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          On the night of 10 August 1792, insurgents, supported by a new revolutionary Paris Commune, assailed the Tuileries. The King and queen ended up prisoners and a rump session of the Legislative Assembly suspended the monarchy: little more than a third of the deputies were present, almost all of them Jacobins.


          What remained of a national government depended on the support of the insurrectionary Commune. The Commune sent gangs into the prisons to try arbitrarily and butcher 1400 victims, and addressed a circular letter to the other cities of France inviting them to follow this example. The Assembly could offer only feeble resistance. This situation persisted until the Convention, charged with writing a new constitution, met on 20 September 1792 and became the new de facto government of France. The next day it abolished the monarchy and declared a republic. This date was later retroactively adopted as the beginning of Year One of the French Republican Calendar.


          


          National Convention (17921795)
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          In the Brunswick Manifesto, the Imperial and Prussian armies threatened retaliation on the French population if it were to resist their advance or the reinstatement of the monarchy. This made Louis appear to be conspiring with the enemies of France. 17 January 1793 saw Louis condemned to death for "conspiracy against the public liberty and the general safety" by a close majority in Convention: 361 voted to execute the king, 288 voted against, and another 72 voted to execute him subject to a variety of delaying conditions. The 21 January execution led to more wars with other European countries. Louis' Austrian-born queen, Marie Antoinette, would follow him to the guillotine on 16 October.


          When war went badly, prices rose and the sans-culottes  poor labourers and radical Jacobins  rioted; counter-revolutionary activities began in some regions. This encouraged the Jacobins to seize power through a parliamentary coup, backed up by force effected by mobilising public support against the Girondist faction, and by utilising the mob power of the Parisian sans-culottes. An alliance of Jacobin and sans-culottes elements thus became the effective centre of the new government. Policy became considerably more radical.


          


          Reign of Terror


          The Committee of Public Safety came under the control of Maximilien Robespierre, a lawyer, and the Jacobins unleashed the Reign of Terror (1793-1794). According to archival records, at least 16,594 people died under the guillotine or otherwise after accusations of counter-revolutionary activities. A number of historians note that as many as 40,000 accused prisoners may have been summarily executed without trial or died awaiting trial. The slightest hint of counter-revolutionary thoughts or activities (or, as in the case of Jacques Hbert, revolutionary zeal exceeding that of those in power) could place one under suspicion, and trials did not always proceed according to contemporary standards of due process.


          On 2 June, Paris sections  encouraged by the enrags ("enraged ones") Jacques Roux and Jacques Hbert  took over the Convention, calling for administrative and political purges, a low fixed price for bread, and a limitation of the electoral franchise to " sans-culottes" alone. With the backing of the National Guard, they managed to convince the Convention to arrest 31 Girondin leaders, including Jacques Pierre Brissot. Following these arrests, the Jacobins gained control of the Committee of Public Safety on 10 June, installing the revolutionary dictatorship. On 13 July, the assassination of Jean-Paul Marata Jacobin leader and journalist known for his bloodthirsty rhetoricby Charlotte Corday, a Girondin, resulted in further increase of Jacobin political influence. Georges Danton, the leader of the August 1792 uprising against the King, having the image of a man who enjoyed luxuries, was removed from the Committee and on 27 July, Robespierre, "the Incorruptible", made his entrance, quickly becoming the most influential member of the Committee as it moved to take radical measures against the Revolution's domestic and foreign enemies.


          Meanwhile, on 24 June, the Convention adopted the first republican constitution of France, variously referred to as the French Constitution of 1793 or Constitution of the Year I. It was ratified by public referendum, but never applied, because normal legal processes were suspended before it could take effect.


          In Vende, peasants revolted against the French Revolutionary government in 1793. They resented the changes imposed on the Roman Catholic Church by the Civil Constitution of the Clergy (1790) and broke into open revolt in defiance of the Revolutionary government's military conscription. A guerrilla war, known as the Revolt in the Vende, led at the outset by an underground faction called the Chouans.


          Facing local revolts and foreign invasions in both the East and West of the country, the most urgent government business was the war. On 17 August, the Convention voted for general conscription, the leve en masse, which mobilized all citizens to serve as soldiers or suppliers in the war effort. On 5 September, the Convention, pressured by the people of Paris, institutionalized The Terror: systematic and lethal repression of perceived enemies within the country.
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          The result was a policy through which the state used violent repression to crush resistance to the government. Under control of the effectively dictatorial Committee, the Convention quickly enacted more legislation. On 9 September, the Convention established sans-culottes paramilitary forces, the revolutionary armies, to force farmers to surrender grain demanded by the government. On 17 September, the Law of Suspects was passed, which authorized the charging of counter-revolutionaries with vaguely defined crimes against liberty. On 29 September, the Convention extended price-fixing from grain and bread to other essential goods, and also fixed wages.


          The guillotine became the symbol of a string of executions: Louis XVI had already been guillotined before the start of the terror; Queen Marie Antoinette, the Girondins, Philippe galit (despite his vote for the death of the King), Madame Roland and many others were executed by guillotine. The Revolutionary Tribunal summarily condemned thousands of people to death by the guillotine, while mobs beat other victims to death. Sometimes people died for their political opinions or actions, but many for little reason beyond mere suspicion, or because some others had a stake in getting rid of them. Most of the victims received an unceremonious trip to the guillotine in an open wooden cart (the tumbrel). Loaded onto these carts, the victims would proceed through throngs of jeering men and women.


          Another anti-clerical uprising was made possible by the installment of the Revolutionary Calendar on 24 October. Against Robespierre's concepts of Deism and Virtue, Hbert's (and Chaumette's) atheist movement initiated a religious campaign to dechristianize society. The climax was reached with the celebration of the Goddess "Reason" in Notre Dame Cathedral on 10 November.


          The Reign of Terror enabled the revolutionary government to avoid military defeat. The Jacobins expanded the size of the army, and Carnot replaced many aristocratic officers with younger soldiers who had demonstrated their ability and patriotism. The Republican army was able to throw back the Austrians, Prussians, British, and Spanish. At the end of 1793, the army began to prevail and revolts were defeated with ease. The Ventse Decrees (FebruaryMarch 1794) proposed the confiscation of the goods of exiles and opponents of the Revolution, and their redistribution to the needy.


          Because dissent was now regarded as counterrevolutionary, extremist enrags such as Hbert and moderate Montagnard indulgents such as Danton were guillotined in the spring of 1794. On 7 June Robespierre, who had previously condemned the Cult of Reason, advocated a new state religion and recommended that the Convention acknowledge the existence of God. On the next day, the worship of the deistic Supreme Being was inaugurated as an official aspect of the Revolution. Compared with Hbert's popular festivals, this austere new religion of Virtue was received with signs of hostility by an amazed Parisian public.
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          In 1794, Robespierre had ultra-radicals and moderate Jacobins executed, markedly eroding his own popular support. On 27 July 1794, the Thermidorian Reaction led to the arrest and execution of Robespierre and Louis de Saint-Just. The new government was predominantly made up of Girondists who had survived the Terror, and after taking power, they took revenge as well by persecuting even those Jacobins who had helped to overthrow Robespierre, banning the Jacobin Club, and executing many of its former members in what was known as the White Terror.


          In the wake of excesses of the Terror, the Convention approved the new "Constitution of the Year III" on 22 August 1795. A French plebiscite ratified the document, with about 1,057,000 votes for the constitution and 49,000 against. The results of the voting were announced on 23 September 1795, and the new constitution took effect on 27 September 1795.


          


          The Directory (17951799)


          The new constitution created the Directoire (English: Directory) and the first bicameral legislature in French history. The parliament consisted of 500 representatives  le Conseil des Cinq-Cents (the Council of the Five Hundred)  and 250 senators  le Conseil des Anciens (the Council of Elders). Executive power went to five "directors," named annually by the Conseil des Anciens from a list submitted by the le Conseil des Cinq-Cents.


          With the establishment of the Directory, contemporary observers might have assumed that the Revolution was finished. Citizens of the war-weary nation wanted stability, peace, and an end to conditions that at times bordered on chaos. Those who wished to restore Louis XVIII and the Ancien Rgime and those who would have renewed the Reign of Terror were insignificant in number. The possibility of foreign interference had vanished with the failure of the First Coalition. Nevertheless, the four years of the Directory were a time of arbitrary government and chronic disquiet. The earlier atrocities had made confidence or goodwill between parties impossible. The same instinct of self-preservation which had led the members of the Convention to claim so large a part in the new legislature and the whole of the Directory impelled them to keep their predominance.


          As many French citizens distrusted the Directory, the directors could achieve their purposes only by extraordinary means. They habitually disregarded the terms of the constitution, and, even when the elections that they rigged went against them, the directors routinely used draconian police measures to quell dissent. Moreover, the Directory used war as the best expedient for prolonging their power, and the directors were thus driven to rely on the armies, which also desired war and grew less and less civic-minded.


          Other reasons influenced them in this direction. State finances during the earlier phases of the Revolution had been so thoroughly ruined that the government could not have met its expenses without the plunder and the tribute of foreign countries. If peace were made, the armies would return home and the directors would have to face the exasperation of the rank-and-file who had lost their livelihood, as well as the ambition of generals who could, in a moment, brush them aside. Barras and Rewbell were notoriously corrupt themselves and screened corruption in others. The patronage of the directors was ill-bestowed, and the general maladministration heightened their unpopularity.
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          The constitutional party in the legislature desired toleration of the nonjuring clergy, the repeal of the laws against the relatives of the migrs, and some merciful discrimination toward the migrs themselves. The directors baffled all such endeavours. On the other hand, the socialist conspiracy of Babeuf was easily quelled. Little was done to improve the finances, and the assignats continued to fall in value.


          The new rgime met opposition from remaining Jacobins and the royalists. The army suppressed riots and counter-revolutionary activities. In this way the army and its successful general, Napoleon Bonaparte eventually gained much power. On 9 November 1799 (18 Brumaire of the Year VIII) Bonaparte staged the coup of 18 Brumaire which installed the Consulate; this effectively led to his dictatorship and eventually (in 1804) to his proclamation as Empereur (emperor), which brought to a close the specifically republican phase of the French Revolution.


          


          Counter-Revolution


          See Article: French Counter-Revolution


          


          Historical analysis


          The constitutional assembly failed for many reasons: there were too many monarchists to have a republic and too many republicans to have a monarch; too many people opposed the King (especially after the flight to Varennes), which meant that the people who supported the King had their reputation slashed; the Civil Constitution of the Clergy; and many more.


          Historian Franois Furet in his work, Le Pass d'une illusion (1995) (The Passing of An Illusion (1999) in English translation) explores in detail the similarities between the French Revolution and the Russian Revolution of 1917 more than a century later, arguing that the former was taken as a model by Russian revolutionaries. This is in partial contrast with the Marxist tradition, which has usually claimed that the 1871 Paris Commune was the Bolsheviks' primary inspiration source.


          A contributing factor to the Revolution was the considerable increases in poverty in the preceding years. Some scholars trace this to several years of recurrent weather aberrations, caused by the Laki eruption of 1783 and the severe El Nio effects that were to follow.


          


          Other revolutions in French history


          
            	July Revolution


            	French Revolution of 1848


            	Paris Commune of 1871


            	May 1968, a noteworthy rebellion, though not quite a revolution


            	Hatian Revolution, Haiti colony


            	Camisard Rebellion, French Huguenots


            	French Army Mutinies (1917)

          


          Historical Era


          
            
              	Precededby

              The Old Regime

              	French History

              1789-1792

              	Succeededby

              First Republic
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              	Motto:" Libert, galit, Fraternit"
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              	Capital

              	Port-aux-Franais
            


            
              	Official languages

              	French
            


            
              	Government
            


            
              	-

              	Prefect

              	ric Pilloton
            


            
              	Territoire d'outre-mer
            


            
              	-

              	Date

              	1955
            


            
              	Area
            


            
              	-

              	Total

              	439,781km

              169,800 sqmi
            


            
              	Population
            


            
              	-

              	estimate

              	140 hab.
            


            
              	Internet TLD

              	.tf
            


            
              	Flag of the French Southern and Antarctic Lands: see CIA World Factbook
            

          


          The French Southern and Antarctic Lands (French: Terres australes et antarctiques franaises, abbreviated TAAF), full name Territory of the French Southern and Antarctic Lands (French: Territoire des Terres australes et antarctiques franaises), consist of:


          
            	a group of volcanic islands in the southern Indian Ocean, southeast of Africa, approximately equidistant between Africa, Antarctica and Australia;


            	Adlie Land, the French claim on the Antarctica continent under the Antarctic Treaty System;


            	the Scattered islands in the Indian Ocean.

          


          The territory is also often called the French Southern Territories (French: Terres australes franaises), which excludes Adlie Land where French sovereignty is not recognized internationally. The lands are not connected to France Antarctique, a former French colony in Brazil.


          


          Administration
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          The French Southern and Antarctic Lands have formed a territoire d'outre-mer (an overseas territory) of France since 1955. Formerly, they were administered from Paris by an administrateur suprieur assisted by a secretary-general; since December 2004, however, their administrator has been a prfet, currently ric Pilloton, with headquarters in Saint-Pierre on Runion Island.

          The territory is divided into five districts:


          
            
              	District

              	Capital

              	Winter Population

              	Summer Population

              	Area

              (km)

              	EEZ

              (km)
            


            
              	les Saint Paul et Amsterdam

              	Martin-de-Vivis

              	25

              	45

              	61

              	502533
            


            
              	Archipel Crozet

              	Alfred Faure

              	25

              	45

              	352

              	567475
            


            
              	Archipel des Kerguelen

              	Port-aux-Franais

              	70

              	110

              	7215

              	563869
            


            
              	Terre Adlie

              	Dumont d'Urville Station

              	30

              	110

              	432000

              	-
            


            
              	les parses(1)

              	-

              	56

              	56

              	38,6

              	593276
            


            
              	TAAF

              	Saint-Pierre

              	150

              	310

              	439781

              	2274277
            

          


          

          (1)According to new law 2007-224 of February 21, 2007 Scattered Islands constitute the 5th district of TAAF . The website of the TAAF do not mention their population. The data are not included in the totals.


          Each district is headed by a district chief, which has powers similar to those of a French mayor (including recording births and deaths and being an officer of judicial police).


          Because there is no permanent population, there is no elected assembly, nor does the territory send representatives to the national parliament.


          


          Geography
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              Map of the French Southern and Antarctic Lands.

              Adlie Land or Bassas da India (in the les parses district) are not shown
            

          


          The territory includes le Amsterdam, le Saint-Paul, les Crozet, and les Kerguelen in the southern Indian Ocean near 43S, 67E, along with the French-claimed sector of Antarctica, Adlie Land, named by French explorer Jules Dumont d'Urville after his wife.


          The "Adlie Land" of about 432,000 km and the islands, totalling 7781 km, have no indigenous inhabitants, though in 1997 there were about 100 researchers whose numbers varied from winter (July) to summer (January).


          le Amsterdam and le Saint-Paul are extinct volcanoes; the highest point in the territory is Mont Ross on les Kerguelen at 1850 meters. There are no airstrips on the islands and the 1232 kilometres of coastline have no ports or harbours, only offshore anchorages.


          The islands in the Indian Ocean are supplied by the special ship Marion Dufresne sailing out of Le Port in Runion Island. Terre Adlie is supplied by Astrolabe sailing out of Hobart in Tasmania.


          However, the territory has a merchant marine fleet totalling (in 1999) 2,892,911 GRT /5,165,713metric tons of deadweight (DWT), including seven bulk carriers, five cargo ships, ten chemical tankers, nine container ships, six liquefied gas carriers, 24 petroleum tankers, one refrigerated cargo ship, and ten roll-on/roll-off ( RORO) carriers. This fleet is maintained as a subset of the French register that allows French-owned ships to operate under more liberal taxation and manning regulations than permissible under the main French register. This register, however, is to vanish, replaced by the International French Register (Registre International Franais, RIF).


          


          Economy


          The territory's natural resources are limited to fish and crustaceans; economic activity is limited to servicing meteorological and geophysical research stations and French and other fishing fleets.


          The main fish resources are Patagonian toothfish and spiny lobster. Both are poached by foreign fleets; because of this, the French Navy and occasionally other services patrol the zone and arrest poaching vessels. Such arrests can result in heavy fines and/or the seizure of the ship.


          France used to sell licences to fish the Patagonian toothfish to foreign fisheries; because of overfishing, it is now restricted to a small number of fisheries from Runion Island.


          The territory takes in revenues of about $18 million a year.


          Marion Dufresne can host a limited number of fee-paying tourists, who will be able to visit the islands as the ship calls.


          


          Miscellany


          The French Southern Territories (i.e. excluding Adlie Land) is given the following country codes: FS ( FIPS) and TF ( ISO 3166-1 alpha-2).
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              	Frida Kahlo
            


            
              	[image: ]

              Frida Kahlo, Self-portrait with Thorn Necklace and Hummingbird, Nikolas Muray Collection, Harry Ransom Centre, The University of Texas at Austin
            


            
              	Birth name

              	Magdalena Carmen Frida Kahlo y Caldern
            


            
              	Born

              	July 6, 1907(1907-07-06)

              Coyoacn, Mexico
            


            
              	Died

              	July 13, 1954 (aged47)

              Coyoacn, Mexico
            


            
              	Nationality

              	Mexican
            


            
              	Field

              	Painting
            


            
              	Training

              	Selftaught
            


            
              	Movement

              	Surrealism
            


            
              	Works

              	
                in museums:


                
                  	Albright-Knox Art Gallery, Buffalo, New York


                  	Fundacin Proa, Buenos Aires, Argentina


                  	Frida Kahlo Museum, Mexico City



                  	Harry Ransom Centre, University of Texas at Austin



                  	Madison Museum of Contemporary Art, Wisconsin



                  	Museo Dolores Olmedo, Xochimilco, Mexico City



                  	Museo de Arte Moderno, Instituto Nacional de Bellas Artes, Mexico City



                  	Museum of Modern Art, New York City


                  	San Francisco Museum of Modern Art, California


                

              
            


            
              	Patrons

              	
                and friends:


                
                  	Julian Levy Gallery, New York City



                  	Renou & Colle Gallery, Paris



                  	Nickolas Muray



                  	Lola Alvarez Bravo



                  	Marcel Duchamp



                  	Andr Breton

                

              
            

          


          Frida Kahlo (July 6, 1907  July 13, 1954) was a Mexican painter, who has achieved great international popularity. She painted using vibrant colors in a style that was influenced by indigenous cultures of Mexico as well as by European influences that include Realism, Symbolism, and Surrealism. Many of her works are self-portraits that symbolically express her own pain and sexuality.


          In 1929 Kahlo married the Mexican muralist Diego Rivera. They shared political views, and he encouraged her artistic endeavors. Although she has long been recognized as an important painter, public awareness of her work has become more widespread since the 1970s. Her "Blue" house in Coyoacn, Mexico City is a museum, donated by Diego Rivera upon his death in 1957.


          


          Childhood and family


          Magdalena Carmen Frida Kahlo y Caldern, as her name appears on her birth certificate was born on July 6, 1907 in the house of her parents, known as La Casa Azul (The Blue House), in Coyoacn. At the time, this was a small town on the outskirts of Mexico City.


          Her father, Guillermo Kahlo (1872-1941), was born Carl Wilhelm Kahlo in Pforzheim, Germany. He was the son of the painter and goldsmith Jakob Heinrich Kahlo and Henriett E. Kaufmann. Kahlo claimed her father was of Jewish and Hungarian ancestry, but a 2005 book on Guillermo Kahlo, Fridas Vater (Schirmer/Mosel, 2005), states that he was descended from a long line of German Lutherans . Wilhelm Kahlo sailed to Mexico in 1891 at the age of nineteen and, upon his arrival, changed his German forename, Wilhelm, to its Spanish equivalent, 'Guillermo'. During the late 1930s, in the face of rising Nazism in Germany, Frida acknowledged and asserted her German heritage by spelling her name, Frieda (an allusion to "Frieden", which means "peace" in German).


          Frida's mother, Matilde Caldern y Gonzalez, was a devout Catholic of primarily indigenous, as well as Spanish descent. Frida's parents were married shortly after the death of Guillermo's first wife during the birth of her second child. Although their marriage was quite unhappy, Guillermo and Matilde had four daughters, with Frida being the third. She had two older half sisters. Frida once remarked that she grew up in a world surrounded by females. Throughout most of her life, however, Frida remained close to her father.


          The Mexican Revolution began in 1910 when Kahlo was three years old. Later, however, Kahlo claimed that she was born in 1910 so people would directly associate her with the revolution. In her writings, she recalled that her mother would usher her and her sisters inside the house as gunfire echoed in the streets of her hometown, which was extremely poor at the time. Occasionally, men would leap over the walls into their backyard and sometimes her mother would prepare a meal for the hungry revolutionaries.


          Kahlo contracted polio at age six, which left her right leg thinner than the left, which Kahlo disguised by wearing long skirts. It has been conjectured that she also suffered from spina bifida, a congenital disease that could have affected both spinal and leg development. As a girl, she participated in boxing and other sports. In 1922, Kahlo was enrolled in the Preparatoria, one of Mexico's premier schools, where she was one of only thirty-five girls. Kahlo joined a clique at the school and fell in love with the leader, Alejandro Gomez Arias. During this period, Kahlo also witnessed violent armed struggles in the streets of Mexico City as the Mexican Revolution continued.


          On September 17, 1925, Kahlo was riding in a bus when the vehicle collided with a trolley car. She suffered serious injuries in the accident, including a broken spinal column, a broken collarbone, broken ribs, a broken pelvis, eleven fractures in her right leg, a crushed and dislocated right foot, and a dislocated shoulder. An iron handrail pierced her abdomen and her uterus, which seriously damaged her reproductive ability.


          Although she recovered from her injuries and eventually regained her ability to walk, she was plagued by relapses of extreme pain for the remainder of her life. The pain was intense and often left her confined to a hospital or bedridden for months at a time. She underwent as many as thirty-five operations as a result of the accident, mainly on her back, her right leg and her right foot.


          


          Career as painter
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          After the accident, Kahlo turned her attention away from the study of medicine to begin a full-time painting career. The accident left her in a great deal of pain while she recovered in a full body cast; she painted to occupy her time during her temporary state of immobilization. Her self-portraits became a dominant part of her life when she was immobile for three months after her accident. Kahlo once said, "I paint myself because I am often alone and I am the subject I know best." Her mother had a special easel made for her so she could paint in bed, and her father lent her his box of oil paints and some brushes.


          Drawing on personal experiences, including her marriage, her miscarriages, and her numerous operations, Kahlo's works often are characterized by their stark portrayals of pain. Of her 143 paintings, 55 are self-portraits which often incorporate symbolic portrayals of physical and psychological wounds. She insisted, "I never painted dreams. I painted my own reality."


          Kahlo was deeply influenced by indigenous Mexican culture, which is apparent in her use of bright colors and dramatic symbolism. She frequently included the symbolic monkey. In Mexican mythology, monkeys are symbols of lust, yet Kahlo portrayed them as tender and protective symbols. Christian and Jewish themes are often depicted in her work.


          She also combined elements of the classic religious Mexican tradition with surrealist renderings. Kahlo created a few drawings of "portraits," but unlike her paintings, they were more abstract. She did one of her husband, Diego Rivera, and of herself. At the invitation of Andr Breton, she went to France in 1939 and was featured at an exhibition of her paintings in Paris. The Louvre bought one of her paintings, The Frame, which was displayed at the exhibit. This was the first work by a 20th century Mexican artist ever purchased by the internationally renowned museum.


          


          Marriage
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          As a young artist, Kahlo approached the famous Mexican painter, Diego Rivera, whose work she admired, asking him for advice about pursuing art as a career. He immediately recognized her talent and her unique expression as truly special and uniquely Mexican. He encouraged her development as an artist and soon began an intimate relationship with Frida. They were married in 1929, despite the disapproval of Frida's mother. They often were referred to as The Elephant and the Dove, a nickname that originated when Kahlo's father used it to express their extreme difference in size.


          Their marriage often was tumultuous. Notoriously, both Kahlo and Rivera had fiery temperaments and both had numerous extramarital affairs. The openly bisexual Kahlo had affairs with both men (including Leon Trotsky) and women; Rivera knew of and tolerated her relationships with women, but her relationships with men made him jealous. For her part, Kahlo became outraged when she learned that Rivera had an affair with her younger sister, Cristina. The couple eventually divorced, but remarried in 1940. Their second marriage was as turbulent as the first. Their living quarters often were separate, although sometimes adjacent.


          


          Later years and death
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          Active communist sympathizers, Kahlo and Rivera befriended Leon Trotsky as he sought political sanctuary from Joseph Stalin's regime in the Soviet Union. Initially, Trotsky lived with Rivera and then at Kahlo's home, where they reportedly had an affair. Trotsky and his wife then moved to another house in Coyoacn where, later, he was assassinated.


          A few days before Frida Kahlo died on July 13, 1954, she wrote in her diary: "I hope the exit is joyful - and I hope never to return - Frida". The official cause of death was given as pulmonary embolism, although some suspected that she died from overdose that may or may not have been accidental. An autopsy was never performed. She had been very ill throughout the previous year and her right leg had been amputated at the knee, owing to gangrene. She also had a bout of bronchopneumonia near that time, which had left her quite frail.


          Later, in his autobiography, Diego Rivera wrote that the day Kahlo died was the most tragic day of his life, adding that, too late, he had realized that the most wonderful part of his life had been his love for her.


          A pre-Columbian urn holding her ashes is on display in her former home, La Casa Azul (The Blue House), in Coyoacn. Today it is a museum housing a number of her works of art and numerous relics from her personal life.


          


          Fridamania


          Kahlo's work was not recognized as much as it was until decades after her death. Often she was popularly remembered only as Diego Rivera's wife. It was not until the early 1980s, when the artistic movement in Mexico known as the Neomexicanismo began, that she became very prominent. This movement recognized the values of contemporary Mexican culture; it was the moment when artists such as Kahlo, Abraham Angel, Angel Zrraga, and others became household names and Helguera's classical calendar paintings achieved fame. During the same decade several other factors helped to establish her success. The movie Frida, Naturaleza Viva (1983), directed by Pablo Leduc with Ofelia Medina as Frida and Juan Jose Gurrola as Diego, was a huge success. For the rest of her life, Medina remained in a sort of perpetual Frida role. Also during the same time Hayden Herrera published a determinant and influential biography: Frida: The Biography of Frida Kahlo, which became a world-wide bestseller.


          Raquel Tibol, the most influential Mexican art critic for the second half of the twentieth century and a personal friend of Frida, wrote Frida Kahlo: una vida abierta. Other works about her include a biography by Teresa del Conde and texts by other Mexican critics and theorists such as Jorge Alberto Manrique.


          By the 1980's Fridamania had begun and many artists, particularly those from Mexico such as Adolfo Patio (known as 'Adolfrido'), Marisa Lara, Arturo Guerrero, Lucia Maya, and Nahum B. Zenil, adopted Frida's imaginings, interests and obsessions into their own work. In 2002 the American biographical film, Frida, in which Salma Hayek portrayed the artist, introduced later audiences to her work.


          


          Influence on other artists


          Frida Kahlo was photographed by many artists including Edward Weston, Hctor Garca, Imogen Cunningham, Manuel Alvarez Bravo, Lola Alvarez Bravo, Nicholas Murray, Guillermo Zamora, Tina Modotti, and Lucienne Bloch. Many Chicana/o artists have included versions of her self portraits in their work, among them Rupert Garca, Alfredo Arregun, Yreina D. Cervntez, Marcos Raya, Gilbert Hernandez, and Carmen Lomas Garza.


          


          Centennial celebrations


          The 100th anniversary of the birth of Frida Kahlo honored her with the largest exhibit ever held of her paintings at the Museum of the Fine Arts Palace, Kahlo's first comprehensive exhibit in Mexico. Works were on loan from Detroit, Minneapolis, Miami, Los Angeles, San Francisco, and Nagoya, Japan. The exhibit included one-third of her artistic production, as well as manuscripts and letters that had not been displayed previously. The exhibit was open June 13 through August 12, 2007 and broke all attendance records at the museum. Some of her work was on exhibit in Monterrey, Nuevo Len, and moved in September 2007 to museums in the United States.


          In 2008, the first major Frida Kahlo exhibition in the United States in nearly fifteen years included stops at the Walker Art Centre in Minneapolis, the Philadelphia Museum of Art and the San Francisco Museum of Modern Art with over forty of her self-portraits, still lives, and portraits from the beginning of her career in 1926 until her death in 1954.


          Previously, the most recent international exhibition of Kahlo's work had been in 2005 in London, which brought together eighty-seven of her works.


          


          La Casa Azul


          Frida's Casa Azul (Blue House) where she lived and worked in Mexico City is now a museum housing artifacts of her life. Photographs may be taken only outside the house and in the courtyard area.


          


          In popular culture


          In 2002, Julie Taymor directed a biographical film about Kahlo, Frida starring Salma Hayek, which grossed US$58 million worldwide.


          In 2006, Kahlo's 1943 painting "Roots" set a US$5.6 million auction record for a Latin American work.
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              	Western Philosophy

              19th-century philosophy
            


            
              	Name

              	
                
                  Friedrich Engels
                

              
            


            
              	Birth

              	November 28, 1820 ( Barmen, Prussia)
            


            
              	Death

              	August 5, 1895 (aged74) (London, England)
            


            
              	School/tradition

              	Marxism
            


            
              	Main interests

              	Political philosophy, Politics, Economics, class struggle
            


            
              	Notable ideas

              	Co-founder of Marxism (with Karl Marx), alienation and exploitation of the worker, historical materialism
            


            
              	Influenced by

              	Kant, Hegel, Feuerbach, Stirner, Smith, Ricardo, Rousseau, Goethe, Fourier
            


            
              	Influenced

              	Luxemburg, Lenin, Trotsky, Mao, Guevara, Sartre, Debord, Frankfurt School, Negri, more...
            

          


          Friedrich Engels ( November 28, 1820  August 5, 1895) was a German social scientist and philosopher, who developed communist theory alongside his better-known collaborator, Karl Marx, co-authoring The Communist Manifesto (1848). Engels also edited the second and third volumes of Das Kapital after Marx's death.


          


          Biography


          


          Early Years


          Friedrich Engels was born in Barmen, Rhine Province of the kingdom of Prussia (now a part of Wuppertal in North Rhine-Westphalia, Germany) as the eldest son of a German textile manufacturer, with whom he had a strained relationship. Due to family circumstances, Engels dropped out of High school and was sent to work as a nonsalaried office clerk at a commercial house in Bremen in 1838. During this time, Engels began reading the philosophy of Hegel, whose teachings had dominated German philosophy at the time. In September of 1838, he published his first work, a poem titled The Bedouin, in the Bremisches Conversationsblatt No. 40. He also engaged in other literary and journalistic work. In 1841, Engels joined the Prussian Army as a member of the Household Artillery. This position moved him to Berlin where he attended university lectures, began to associate with groups of Young Hegelians and published several articles in the Rheinische Zeitung. Throughout his lifetime, Engels would point out that he was indebted to German philosophy because of its effect on his intellectual development.


          


          England
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          In 1842, the twenty-two year old Engels was sent to Manchester, England to work for the textile firm of Ermen and Engels in which his father was a shareholder. Engels' father thought working in at the Manchester firm might make Engels reconsider the radical leanings that he had developed in high school.On his way to Manchester, Engels visited the office of the Rheinische Zeitung and met Karl Marx for the first time - though the pair did not impress each other. In Manchester, Engels met Mary Burns, a young woman with whom he began a relationship that lasted until her death in 1862. Mary acted as a guide through Manchester and helped introduce Engels to the English working class. The two maintained a lifelong relationship; they never married, as Engels was against the institution of marriage which he saw as unnatural and unjust.


          During his time in Manchester, Engels took notes and personally observed the horrible working conditions of English workers. These notes and observations, along with his experience working in his father's commercial firm, formed the basis for his first book The Condition of the Working Class in England in 1844. Whilst writing Conditions of the Working Class, Engels continued his involvement with radical journalism and politics. He frequented some members of the English labour & Chartist movements and wrote for several different journals, including The Northern Star, Robert Owens New Moral World & the Democratic Review newspaper.


          


          Paris


          After a productive stay in England, Engels decided to return to Germany in 1844. While traveling back to Germany, he stopped in Paris to meet Karl Marx, with whom he had an earlier correspondence. Marx and Engels met at the Caf de la Rgence on the Place du Palais, August 28, 1844. The two became close friends and would remain so for their entire lives. Engels ended up staying in Paris in order to help Marx write The Holy Family, which was an attack on the Young Hegelians and the Bauer brothers. Engels' earliest contribution to Marx's work was writing to the Deutsch-franzsische Jahrbcher journal, which was edited by both Marx and Arnold Ruge in Paris in the same year.


          


          Brussels


          Between 1845 and 1848, Engels and Marx lived in Brussels, spending much of their time organizing the city's German workers. Shortly after their arrival, they contacted and joined the underground German Communist League and were commissioned by the League to write a pamphlet explaining the principles of Communism. This became the The Manifesto of the Communist Party, better known as the Communist Manifesto. It was first published on February 21 1848.


          


          Return to Prussia
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          During the month of February in 1848, there was a revolution in France that eventually spread to other Western European countries. This event caused Engels & Marx to go back to their home country of Prussia, specifically the city of Cologne. While living in Cologne, Engels and Marx created and served as editors for a new daily newspaper called the Neue Rheinische Zeitung. However, during June 1849 Prussian coup d'tat the newspaper was suppressed. The coup d'tat separated Engels and Marx, the latter was deported, since he lost his Prussian citizenship, and fled to Paris and then London. Engels stayed in Prussia and took part in an armed uprising in South Germany as an aide-de-camp in the volunteer corps of the city of Willich. When the uprising was crushed, Engels managed to escape by traveling through Switzerland as a refugee and returned to England.


          


          Back in Manchester


          Once Engels made it to England, he decided to re-enter the commercial firm where his father held shares in order to help support Marx with his publications. He hated this work intensely but knew that his friend needed the support. He started off as an office clerk, the same position he held in his teens, but eventually worked his way up to become a joint proprietor in 1864. Five years later, Engels retired from the business to focus more on his studies. At this time, Marx was living in London but they were able to exchange ideas through daily correspondence. In 1870, Engels moved to London where both he and Marx lived until the latter's death in 1883. His London home at this time and until his death was 122 Regent's Park Road, Primrose Hill, NW1. Marx's first London residence was a cramped apartment at 28 Dean Street, Soho. From 1856 he lived at 9 Grafton Terrace, Kentish Town and subsequently in a tenement at 41 Maitland Park Road from 1875 till his death.


          


          Later years


          After Marx's death, Engels devoted much of his remaining years to editing and translating Marx's unpublished works. However, he also contributed significantly to other areas, such as feminist theory. Engels believed that the concept of monogamous marriage was created from the domination of men over women. Engels would tie this particular argument to communist thought by arguing that men have dominated women just as the capitalist class has dominated workers. One of the best examples of Engels' thoughts on these issues are in his work The Origin of the Family, Private Property, and the State.


          Engels died of throat cancer in London in 1895. Following cremation at Brookwood Cemetery near Woking, his ashes were scattered off Beachy Head, near Eastbourne as he had requested.


          


          Major Works


          


          The Holy Family (1844)


          The Holy Family was a book written by Marx & Engels in November 1844. The book is a critique on the Young Hegelians and their trend of thought which was very popular in academic circles at the time. The title was a suggestion by the publisher and is meant as a sarcastic reference to the Bauer Brothers and their supporters. The book created a controversy with much of the press and caused Bruno Bauer to attempt to refute the book in an article which was published in Wigand's Vierteljahrsschrift in 1845. Bauer claimed that Marx and Engels misunderstood what he was trying to say. Marx later replied to his response with his own article that was published in the journal Gesellschaftsspiegel in January 1846. Marx also discussed the argument in chapter 2 of The German Ideology.


          


          The Condition of the Working Class in England in 1844 (1844)


          The Condition of the Working Class is a detailed description and analysis of the appalling conditions of the working class in Britain and Ireland during Engels' stay in England. It was considered a classic in its time and still widely available today. This work also had many seminal thoughts on the state of socialism and its development.


          


          The Communist Manifesto (1848)


          Engels and Marx were commissioned by the German Communist League to publish a political pamphlet on communism in 1848. This slender volume is one of the most famous political documents in history. Much of its power comes from the concise, pithy and punchy way it is written.


          


          The Origin of the Family, Private Property, and the State (1884)


          The Origin of the Family, Private Property, and the State is an important and detailed seminal work connecting capitalism with what Engels argues is an unnatural institution - family - designed to "privatize" wealth and human relationships contrary to the way animals and early humans evolved. It was written when Engels was 64 years of age and at the height of his intellectual power and contains a comprehensive historical view of the family in relation to the issues of class, female subjugation and private property.
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          Friedrich Wilhelm Nietzsche ( October 15, 1844 August 25, 1900) (German pronunciation: [ˈfʁiːdʁɪ ˈvɪlhəlm ˈniːtʃə]) was a nineteenth-century German philosopher and classical philologist. He wrote critical texts on religion, morality, contemporary culture, philosophy, and science, using a distinctive German language style and displaying a fondness for aphorism. Nietzsche's influence remains substantial within and beyond philosophy, notably in existentialism and postmodernism. His style and radical questioning of the value and objectivity of truth raise considerable problems of interpretation, generating an extensive secondary literature in both continental and analytic philosophy. Some of his major ideas include interpreting tragedy as an affirmation of life, an eternal recurrence (which numerous commentators have re-interpreted), a rejection of Platonism, and a repudiation of (especially 19th-century) Christianity.


          Nietzsche began his career as a classical philologist before turning to philosophy. At the age of 24 he became the Chair of Classical Philology at the University of Basel (the youngest-ever holder of this position), but resigned in 1879 due to health problems, which would plague him for most of his life. In 1889 he exhibited symptoms of serious mental illness, living out his remaining years in the care of his mother and sister until his death in 1900.


          


          Biography


          


          Youth (18441869)


          Born on October 15, 1844, Nietzsche spent his early childhood in the small town of Rcken, near Leipzig, in the Prussian Province of Saxony. His parents named him after King Frederick William IV of Prussia, who turned 49 on the day of Nietzsche's birth. (Nietzsche later dropped his given middle name, "Wilhelm".) Nietzsche's parents, Carl Ludwig Nietzsche (18131849), a Lutheran pastor and former teacher, and Franziska Oehler (18261897), married in 1843, the year before their son's birth, and had two other children: a daughter, Elisabeth Frster-Nietzsche, born in 1846, and a second son, Ludwig Joseph, born in 1848. Nietzsche's father died from a brain ailment in 1849; his younger brother died in 1850. The family then moved to Naumburg, where they lived with Nietzsche's paternal grandmother and his father's two unmarried sisters. After the death of Nietzsche's grandmother in 1856, the family moved into their own house.
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          Nietzsche attended a boys' school and later a private school, where he became friends with Gustav Krug and Wilhelm Pinder, both of whom came from respected families. In 1854 he began to attend the Domgymnasium in Naumburg, but after he showed particular talents in music and language, the internationally-recognized Schulpforta admitted him as a pupil, and there he continued his studies from 1858 to 1864. Here he became friends with Paul Deussen and Carl von Gersdorff. He also found time to work on poems and musical compositions. At Schulpforta, Nietzsche received an important introduction to literature, particularly that of the ancient Greeks and Romans, and for the first time experienced a distance from his family life in a small-town Christian environment.


          After graduation in 1864 Nietzsche commenced studies in theology and classical philology at the University of Bonn. For a short time he and Deussen became members of the Burschenschaft Frankonia. After one semester (and to the anger of his mother) he stopped his theological studies and lost his faith. This may have happened in part due to his reading about this time of David Strauss' Life of Jesus, which had a profound effect on the young Nietzsche, though in an essay entitled Fate and History written in 1862, Nietzsche had already argued that historical research had discredited the central teachings of Christianity. Nietzsche then concentrated on studying philology under Professor Friedrich Wilhelm Ritschl, whom he followed to the University of Leipzig the next year. There he became close friends with fellow-student Erwin Rohde. Nietzsche's first philological publications appeared soon after.


          In 1865 Nietzsche thoroughly studied the works of Arthur Schopenhauer. In 1866 he read Friedrich Albert Lange's History of Materialism. His encounter with Schopenhauer's ideas had an influence on him until the end of his sentient life. Lange's descriptions of Kant's anti-materialistic philosophy, the rise of European Materialism, Europe's increased concern with science, Darwin's theory, and the general rebellion against tradition and authority greatly intrigued Nietzsche. The cultural environment encouraged him to expand his horizons beyond philology and to continue his study of philosophy.


          In 1867 Nietzsche signed up for one year of voluntary service with the Prussian artillery division in Naumburg. However, a bad riding accident in March 1868 left him unfit for service. Consequently Nietzsche turned his attention to his studies again, completing them and first meeting with Richard Wagner later that year.


          


          Professor at Basel (18691879)
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          Due in part to Ritschl's support, Nietzsche received a generous offer to become professor of classical philology at the University of Basel before having completed his doctorate or certificate for teaching. This opportunity came at the exact time that Nietzsche had begun to lose all interest in philology and to become extremely interested in philosophy. Before moving to Basel, Nietzsche renounced his Prussian citizenship: for the rest of his life he remained officially stateless.


          Nevertheless, Nietzsche served in the Prussian forces during the Franco-Prussian War of 1870 to 1871 as a medical orderly. In his short time in the military he experienced much, and witnessed the traumatic effects of battle. He also contracted diphtheria and dysentery. Walter Kaufmann speculates that he might also have contracted syphilis along with his other infections at this time, and some biographers speculate that syphilis caused his eventual madness, though there is some dispute on this matter. On returning to Basel in 1870 Nietzsche observed the establishment of the German Empire and the following era of Otto von Bismarck as an outsider and with a degree of skepticism regarding its genuineness. At the University, he delivered his inaugural lecture, " Homer and Classical Philology". Nietzsche also met Franz Overbeck, a professor of theology, who remained his friend throughout his life. Afrikan Spir, a little-known Russian philosopher and author of Thought and Reality (1873), and his colleague the historian Jacob Burckhardt, whose lectures Nietzsche frequently attended, began to exercise significant influence on Nietzsche during this time.


          Nietzsche had already met Richard Wagner in Leipzig in 1868, and (some time later) Wagner's wife Cosima. Nietzsche admired both greatly, and during his time at Basel frequently visited Wagner's house in Tribschen in the Canton of Lucerne. The Wagners brought Nietzsche into their most intimate circle, and enjoyed the attention he gave to the beginning of the Bayreuth Festival Theatre. In 1870 he gave Cosima Wagner the manuscript of 'The Genesis of the Tragic Idea' as a birthday gift. In 1872 Nietzsche published his first book, The Birth of Tragedy out of the Spirit of Music. However, his colleagues in the field of classical philology, including Ritschl, expressed little enthusiasm for the work, in which Nietzsche forewent a precise philological method to employ a style of philosophical speculation. In a polemic, Philology of the Future, Ulrich von Wilamowitz-Moellendorff dampened the book's reception and increased its notoriety. In response, Rohde (by now a professor in Kiel) and Wagner came to Nietzsche's defense. Nietzsche remarked freely about the isolation he felt within the philological community and attempted to attain a position in philosophy at Basel, though unsuccessfully.
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          Between 1873 and 1876, Nietzsche published separately four long essays: David Strauss: the Confessor and the Writer, On the Use and Abuse of History for Life, Schopenhauer as Educator, and Richard Wagner in Bayreuth. (These four later appeared in a collected edition under the title, Untimely Meditations.) The four essays shared the orientation of a cultural critique, challenging the developing German culture along lines suggested by Schopenhauer and Wagner. Starting in 1873 Nietzsche also accumulated the notes later posthumously published as Philosophy in the Tragic Age of the Greeks. During this time, in the circle of the Wagners, Nietzsche met Malwida von Meysenbug and Hans von Blow, and also began a friendship with Paul Re, who in 1876 influenced him in dismissing the pessimism in his early writings. However, his disappointment with the Bayreuth Festival of 1876, where the banality of the shows and the baseness of the public repelled him, caused him in the end to distance himself from Wagner.


          With the publication of Human, All Too Human in 1878, a book of aphorisms on subjects ranging from metaphysics to morality and from religion to the sexes, Nietzsche's reaction against the pessimistic philosophy of Wagner and Schopenhauer became evident. Nietzsche's friendship with Deussen and Rohde cooled as well. Nietzsche in this time attempted to find a wife  to no avail. In 1879, after a significant decline in health, Nietzsche had to resign his position at Basel. (Since his childhood, various disruptive illnesses had plagued him  moments of shortsightedness practically to the degree of blindness, migraine headaches and violent stomach attacks. The 1868 riding accident and diseases in 1870 may have aggravated these persistent conditions, which continued to affect him through his years at Basel, forcing him to take longer and longer holidays until regular work became impractical.)


          


          Independent philosopher (18791888)


          Because his illness drove him to find more compatible climates, Nietzsche traveled frequently, and lived until 1889 as an independent author in different cities. He spent many summers in Sils Maria, near St. Moritz in Switzerland, and many winters in the Italian cities of Genoa, Rapallo, and Turin, and in the French city of Nice. In 1881, when France occupied Tunisia, he planned to travel to Tunis in order to gain a view of Europe from the outside, but later abandoned that idea (probably for health reasons).


          Nietzsche occasionally returned to Naumburg to visit his family, and, especially during this time, he and his sister had repeated periods of conflict and reconciliation. He lived on his pension from Basel, but also received aid from friends. A past student of his, Peter Gast (born Heinrich Kselitz), became a sort of private secretary to Nietzsche. To the end of his life, Gast and Overbeck remained consistently faithful friends. Malwida von Meysenbug remained like a motherly patron even outside the Wagner circle. Soon Nietzsche made contact with the music-critic Carl Fuchs. Nietzsche stood at the beginning of his most productive period. Beginning with Human, All Too Human in 1878, Nietzsche would publish one book (or major section of a book) each year until 1888, his last year of writing, during which he completed five.
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          In 1882 Nietzsche published the first part of The Gay Science. That year he also met Lou Andreas Salom through Malwida von Meysenbug and Paul Re. Nietzsche and Salom spent the summer together in Tautenburg in Thuringia, often with Nietzsche's sister Elisabeth as chaperone. However, Nietzsche regarded Salom less as an equal partner than as a gifted student. Nietzsche fell in love with Salom and pursued her with the help of their mutual friend Re. Salom reports that he asked her to marry him and that she refused, though the reliability of her reports of events has come into question. Nietzsche's relationship with Re and Salom broke up in the winter of 1882/1883, partially due to intrigues conducted by Nietzsche's sister Elisabeth. In the face of renewed fits of illness, in near isolation after a falling-out with his mother and sister regarding Salom, and plagued by suicidal thoughts, Nietzsche fled to Rapallo, where he wrote the first part of Thus Spoke Zarathustra in only ten days.


          After severing his philosophical ties with Schopenhauer and his social ties with Wagner, Nietzsche had few remaining friends. Now, with the new style of Zarathustra, his work became even more alienating and the market received it only to the degree required by politeness. Nietzsche recognized this and maintained his solitude, even though he often complained about it. His books remained largely unsold. In 1885 he printed only 40 copies of the fourth part of Zarathustra, and distributed only a fraction of these among close friends, including Helene von Druskowitz.


          In 1886 Nietzsche broke with his editor, Ernst Schmeitzner, disgusted over his anti-Semitic opinions. Nietzsche saw his writings as "completely buried and unexhumeable in this anti-Semitic dump" of Schmeitzner  associating the editor with a movement that should be "utterly rejected with cold contempt by every sensible mind". He then printed Beyond Good and Evil at his own expense, and issued in 1886-87 second editions of his earlier works (The Birth of Tragedy, Human, All Too Human, Daybreak, and The Gay Science), accompanied by new prefaces in which he re-read his earlier works. Hereafter, he saw his work as completed for the time and hoped that soon a readership would develop. In fact, interest in Nietzsche's thought did increase at this time, even if rather slowly and hardly perceived by him. During these years Nietzsche met Meta von Salis, Carl Spitteler, and also Gottfried Keller. In 1886 his sister Elisabeth married the anti-Semite Bernhard Frster and traveled to Paraguay to found Nueva Germania, a "Germanic" colony  a plan to which Nietzsche responded with laughter. Through correspondence, Nietzsche's relationship with Elisabeth continued on the path of conflict and reconciliation, but they would meet again only after his collapse. He continued to have frequent and painful attacks of illness, which made prolonged work impossible. In 1887 Nietzsche wrote the polemic On the Genealogy of Morality.


          During this year Nietzsche encountered Fyodor Dostoyevsky's work, which according to some, he quickly appropriated. He also exchanged letters with Hippolyte Taine, and then also with Georg Brandes. Brandes, who had started to teach the philosophy of Sren Kierkegaard in the 1870s, wrote to Nietzsche asking him to read Kierkegaard, to which Nietzsche replied that he would come to Copenhagen and read Kierkegaard with him. However, before fulfilling this undertaking, he slipped too far into sickness and madness. In the beginning of 1888, in Copenhagen, Brandes delivered one of the first lectures on Nietzsche's philosophy.


          Although Nietzsche had in 1886 announced (at the end of On The Genealogy of Morality) a new work with the title The Will to Power: Attempt at a Revaluation of All Values, he eventually seems to have abandoned this particular approach and instead used some of the draft passages to compose Twilight of the Idols and The Antichrist (both written in 1888).


          His health seemed to improve, and he spent the summer in high spirits. In the fall of 1888 his writings and letters began to reveal a higher estimation of his own status and "fate." He overestimated the increasing response to his writings, especially to the recent polemic, The Case of Wagner. On his 44th birthday, after completing Twilight of the Idols and The Antichrist, he decided to write the autobiography Ecce Homo, which presents itself to his readers in order that they "[h]ear me! For I am such and such a person. Above all, do not mistake me for someone else." (Preface, section 1, translated by Walter Kaufmann) In December, Nietzsche began a correspondence with August Strindberg, and thought that, short of an international breakthrough, he would attempt to buy back his older writings from the publisher and have them translated into other European languages. Moreover, he planned the publication of the compilation Nietzsche Contra Wagner and of the poems that composed his collection Dionysian Dithyrambs.


          


          Mental breakdown and death (18891900)
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          On January 3, 1889, Nietzsche first exhibited apparent signs of mental illness. Two policemen approached him after he caused a public disturbance in the streets of Turin. What actually happened remains unknown, but the often-repeated tale states that Nietzsche witnessed the whipping of a horse at the other end of the Piazza Carlo Alberto, ran to the horse, threw his arms up around the horses neck to protect it, and collapsed to the ground. (The first dream-sequence from Dostoyevsky's Crime and Punishment (Part 1, Chapter 5) has just such a scene in which Raskolnikov witnesses the whipping of a horse around the eyes.)


          In the following few days, Nietzsche sent short writings  known as the Wahnbriefe ("Madness Letters")  to a number of friends (including Cosima Wagner and Jacob Burckhardt). To his former colleague Burckhardt, Nietzsche wrote: "I have had Caiaphas put in fetters. Also, last year I was crucified by the German doctors in a very drawn-out manner. Wilhelm, Bismarck, and all anti-Semites abolished." Additionally, he commanded the German emperor to go to Rome in order to be shot and summoned the European powers to take military action against Germany.


          On January 6, 1889 Burckhardt showed the letter he had received from Nietzsche to Overbeck. The following day Overbeck received a similarly revealing letter, and decided that Nietzsche's friends had to bring him back to Basel. Overbeck traveled to Turin and brought Nietzsche to a psychiatric clinic in Basel. By that time Nietzsche appeared fully in the grip of insanity, and his mother Franziska decided to transfer him to a clinic in Jena under the direction of Otto Binswanger. From November 1889 to February 1890 Julius Langbehn attempted to cure Nietzsche, claiming that the doctors' methods were ineffective to cure Nietzsche's condition. Langbehn assumed progressively greater control of Nietzsche until his secrecy discredited him. In March 1890 Franziska removed Nietzsche from the clinic, and in May 1890 brought him to her home in Naumburg. During this process Overbeck and Gast contemplated what to do with Nietzsche's unpublished works. In January 1889 they proceeded with the planned release of Twilight of the Idols, by that time already printed and bound. In February they ordered a 50-copy private edition of Nietzsche contra Wagner, but the publisher C. G. Naumann secretly printed 100. Overbeck and Gast decided to withhold publishing The Antichrist and Ecce Homo due to their more radical content. Nietzsche's reception and recognition enjoyed their first surge.
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          In 1893 Nietzsche's sister Elisabeth returned from Nueva Germania (Paraguay) following the suicide of her husband. She read and studied Nietzsche's works, and piece by piece took control of them and of their publication. Overbeck eventually suffered dismissal, and Gast finally co-operated. After the death of Franziska in 1897 Nietzsche lived in Weimar, where Elisabeth cared for him and allowed people, including Rudolf Steiner, to visit her uncommunicative brother.


          Commentators have frequently diagnosed a syphilitic infection as the cause of the illness. While most commentators regard Nietzsche's breakdown as unrelated to his philosophy, some, including Georges Bataille and Ren Girard, argue that his breakdown may have been caused by a psychological maladjustment brought on by his philosophy. At least one study has suggested that brain cancer (rather than syphilis) led to his breakdown and killed him; others have classified Nietzsche's "madness" as frontotemporal dementia.


          In 1898 and 1899 Nietzsche suffered from at least two strokes which partially paralyzed him and left him unable to speak or walk. After contracting pneumonia in mid-August 1900 he had another stroke during the night of August 24 / August 25, and died about noon on August 25. Elisabeth had him buried beside his father at the church in Rcken. His friend, Gast, gave his funeral oration, proclaiming: "Holy be your name to all future generations!" Nietzsche had written in Ecce Homo (then unpublished) of his fear that one day his name would be regarded as "holy".


          Nietzsche's sister, Elisabeth Frster-Nietzsche, compiled The Will to Power from notes he had written and published it posthumously. Since his sister arranged the book, the consensus holds that it does not reflect Nietzsche's intent. Indeed, Mazzino Montinari, the editor of Nietzsche's Nachlass, called it a forgery in The 'Will to Power' does not exist. Among other forgeries and suppressions of passages, Elisabeth removed aphorism 35 of The Antichrist, where Nietzsche rewrote a passage of the Bible (see The Will to Power and Nietzsche's criticisms of anti-Semitism and nationalism).


          Philosophy
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          Nietzsches works did not reach a wide readership during his active writing career. However, in 1888 Georg Brandes (an influential Danish critic) aroused considerable excitement about Nietzsche through a series of lectures he gave at the university of Copenhagen. Then in 1894 Lou Andreas-Salom published her book, Friedrich Nietzsche in seinen Werken [Friedrich Nietzsche in His Works]. Andreas-Salom had known Nietzsche intimately in the early 1880s, and she returned to the subject of Nietzsche, years later, in her work Lebensrckblick  Grundri einiger Lebenserinnerungen [Looking Back: Memoirs] (written in 1932), which covered her intellectual relationships with Nietzsche, Rilke, and Freud. Nietzsche himself had acquired the publication-rights for his earlier works in 1886 and began a process of editing and re-formulation that placed the body of his work in a more coherent perspective.


          In the years after his death in 1900 Nietzsche's works became widely read, partly thanks to translations into other languages, including English. In the United States, extensive translations of Nietzsche's works appeared, translated by Walter Kaufmann, who also wrote influential interpretations of Nietzsches philosophy (such as Nietzsche: Philosopher, Psychologist, Antichrist (1950), which he revised and enlarged in numerous later editions). Many other major 20th century philosophers wrote commentaries on Nietzsches philosophy, including Martin Heidegger, who produced a four-volume study. An even greater number of major 20th century philosophers (particularly in the tradition of continental philosophy) cited him as a profound influence on their own philosophy  including Jean Paul Sartre, Foucault and Derrida.


          Nietzsches works remain controversial, and no real consensus exists on their meaning. The interpretation of his works seems shakier than the interpretative literature on most other major philosophers. One can readily identify some key concepts, but the meaning of each, let alone the relative significance of each, remains contested.


          Part of the difficulty in interpreting Nietzsche arises from the uniquely provocative style of his philosophical writing. Nietzsche called himself a philosopher of the hammer, and he frequently delivered trenchant critiques of Christianity and of great philosophers like Plato and Kant in the most offensive and blasphemous terms possible given the context of 19th century Europe. His arguments often employed ad-hominem attacks and emotional appeals, and, particularly in his aphoristic works, he often jumps from one grand assertion to another (leaping from mountain-top to mountain-top, as he describes it), with little sustained logical support or elucidation of the connection between his ideas. All these aspects of Nietzsche's style run counter to traditional values in philosophical writing, and they alienated Nietzsche from the academic establishment both in his time and, to a lesser extent, today (when some analytic philosophers still tend to dismiss Nietzsche as inconsistent and speculative, producing something other than "real" philosophy).


          A few of the themes that Nietzsche scholars have devoted the most attention to include Nietzsche's views on morality, his view that " God is dead" (and along with it any sort of God's-eye view on the world thus leading to perspectivism), his notions of the will to power and bermensch, and his suggestion of eternal return.


          


          Morality


          In Daybreak Nietzsche begins his "Campaign against Morality". He calls himself an "immoralist" and harshly criticizes the prominent moral schemes of his day: Christianity, Kantianism, and Utilitarianism. However, Nietzsche did not want to destroy morality, but rather to initiate a re-evaluation of the values of the Judeo-Christian world. He indicates his desire to bring about a new, more naturalistic source of value in the vital impulses of life itself (readers have also often seen this as a desire to return to the values of Homeric Greece).


          In both these projects, Nietzsche's genealogical account of the development of master-slave morality occupies a central place. Nietzsche presents master-morality as the original system of moralityperhaps best associated with Homeric Greece. Here, value arises as a contrast between good and bad: wealth, strength, health, and power (the sort of traits found in an Homeric hero) count as good; whereas badness becomes associated with the poor, weak, sick, and pathetic (the sort of traits conventionally found among ancient Greek slaves).


          Slave-morality, in contrast, can only come about as a reaction to master-morality. Nietzsche associates slave-morality with the Jewish and Christian traditions. Here, value emerges from the contrast between good and evil: good associated with charity, piety, restraint, meekness, and subservience; evil seen in the cruel, selfish, wealthy, indulgent, and aggressive. Nietzsche sees slave-morality as an ingenious ploy among the slaves and the weak (such as the Jews and Christians dominated by Rome) to overturn the values of their masters and to gain value for themselves: explaining their situation, and at the same time fixing themselves in a slave-like life.


          Nietzsche sees the slave-morality as a social illness that has overtaken Europe  a derivative and resentful value which can only work by condemning others as evil. In Nietzsche's eyes, Christianity exists in a hypocritical state wherein people preach love and kindness but find their joy in condemning and punishing others for pursuing that which morality does not allow them to act upon publicly. Nietzsche calls for the strong in the world to break their self-imposed chains and assert their own power, health, and vitality upon the world.


          


          The death of God, nihilism, and perspectivism


          The statement " God is dead," occurring in several of Nietzsche's works (primarily, and perhaps most notably, in The Gay Science), has probably become the single most-quoted line in all of Nietzsche's texts. On the basis of his airing the idea, some commentators regard Nietzsche as an atheist. In Nietzsche's view, recent developments in modern science and the increasing secularization of European society had effectively "killed" the Christian God, who had served as the basis for meaning and value in the West for the previous thousand years.


          Nietzsche claimed the "death of God" would eventually lead to the loss of any universal perspective on things, and along with it any coherent sense of objective truth. Instead we would retain only our own multiple, diverse, and fluid perspectives. This view has acquired the name " perspectivism".


          Alternatively, the death of God may lead beyond bare perspectivism to outright nihilism, the belief that nothing has any importance and that life lacks purpose. As Heidegger put the problem, "If God as the suprasensory ground and goal of all reality is dead, if the suprasensory world of the Ideas has suffered the loss of its obligatory and above it its vitalizing and upbuilding power, then nothing more remains to which man can cling and by which he can orient himself." The secular-minded people of Nietzsche's day did not recognize this crisis, and both to clarify and to overcome it Nietzsche wrote Thus Spoke Zarathustra and introduced the concept of a value-creating bermensch. According to Lampert, "the death of God must be followed by a long twilight of piety and nihilism (II. 19; III. 8). [] Zarathustra's gift of the superman is given to a mankind not aware of the problem to which the superman is the solution."


          


          The Will to Power


          Probably the most important aspect of Nietzsche's picture of human psychology arises in the " will to power", which Nietzsche at points claims as the motivation that underlies all human behaviour.


          Some commentators understand Nietzsche's notion of the " will to power" as a response to Schopenhauer's "will to live". Writing a generation before Nietzsche, Schopenhauer had regarded the entire universe and everything in it as driven by a primordial will to live, thus resulting in all creatures' desire to avoid death and to procreate. Nietzsche, however, challenges Schopenhauer's account and suggests that people and animals really want power; living in itself appears only as a subsidiary aim  something necessary to promote one's power. In defense of his view, Nietzsche appeals to many instances in which people and animals willingly risk their lives in order to promote their power, most notably in instances like competitive fighting and warfare. Once again, Nietzsche seems to take part of his inspiration from the ancient Homeric Greek texts he knew well: Greek heroes and aristocrats or "masters" did not desire mere living (they often died quite young and risked their lives in battle) but wanted power, glory, and greatness.


          In addition to Schopenhauer's psychological views, Nietzsche contrasts his notion of the will to power with many of the other most popular psychological views of his day: utilitarianism, which claims all people want fundamentally to be happy (Nietzsche responds that only the Englishman wants that), and Platonism, which claims that people ultimately want to achieve unity with the good or, in Christian neo-Platonism, with God. In each case, Nietzsche argues that the "will to power" provides a more useful and general explanation of human behaviour.


          [bookmark: .C3.9Cbermensch]


          bermensch


          Nietzsche also introduced as an important concept: the bermensch (variously translated (often without regard to the gender-neutrality of the German word Mensch) as superman, superhuman, or overman). Nietzsche contrasts the bermensch with the Last Man, who appears as an exaggerated version of the degraded "goal" that unified the liberal democratic, bourgeois, socialist, and communist social and political programs. The plural bermenschen never appears in Nietzsche's writings, which sharply contrasts with Nazi interpretations of his corpus. Michael Tanner suggests bermensch means the man who lives above and beyond pleasure and suffering, treating both circumstances equally "because joy and suffering are... inseparable." Stangroom regards the bermensch as likely Nietzsche's most controversial and most misunderstood concept.


          


          The principle of Eternal Return


          Another of Nietzsche's ideas has become frequently cited, his notion of "eternal recurrence" or eternal return. Scholars disagree about the proper interpretation of this idea. In one view, Nietzsche proposes a thought-experiment to determine who actually leads their life in a strong and vital way: we need to imagine that this life which we lead does not simply end at our deaths, but will repeat over and over again for all eternity, each moment recurring in exactly the same way, without end. Those who recoil from this idea with horror have not yet learned to love and value life in the way that Nietzsche would admire; those who would embrace the idea cheerfully, ipso facto, lead the right sort of life.


          However, based on some of the unpublished notes, many scholars think Nietzsche meant the suggestion as something more than a thought-experiment, and that he might have taken it quite seriously as a factual premise. This would, of course, only redouble the importance of living life in such a way that one could wish its eternal repetition.


          Another interpretation, favored by many later Existential and Post-modern thinkers, argues that Nietzsche did not intend his readers to take eternal recurrence as a factual premise of physical reality but rather as a perpetually recurring condition of human existence. One faces, in every moment, infinite possibilities or modes of interpretation. A person may will a certain mode of being, but in each moment that will is exhausted and must be re-willed in the next. This would imply an eternal recurrence of the same state without necessitating a physical repetition of material beings in identical configurations.


          The idea occurs in a parable in Sec. 341 of The Gay Science, and also in the chapter "Of the Vision and the Riddle" in Thus Spoke Zarathustra, among other places.


          


          Works


          


          The Birth of Tragedy


          Nietzsche published his first book in 1872 as The Birth of Tragedy, Out of the Spirit of Music (Die Geburt der Tragdie aus dem Geiste der Musik) and reissued it in 1886 as The Birth of Tragedy, Or: Hellenism and Pessimism (Die Geburt der Tragdie, Oder: Griechentum und Pessimismus). The later edition contained a prefatory essay, An Attempt at Self-Criticism, wherein Nietzsche commented on this very early work.


          Nietzsche found in Greek tragedy an art form that transcended the pessimism and Nihilism one might find in a fundamentally meaningless world. The Greek spectators, by looking into the abyss of human suffering and affirming it, passionately and joyously, affirmed the meaning in their own existence. They knew themselves to be infinitely more than the petty individuals of the apparent world, finding self-affirmation, not in another life, not in a world to come, but in the terror and ecstasy alike celebrated in the performance of tragedies.


          In contrast to the typical Enlightenment view of ancient Greek culture as noble, simple, elegant and grandiose, Nietzsche characterizes it as a conflict between two distinct tendencies: the Apollonian and Dionysian. The Apollonian in culture he sees as Arthur Schopenhauer's concept of the principium individuationis (principle of individuation) with its refinement, sobriety and emphasis on superficial appearance, whereby man separates himself from the undifferentiated immediacy of nature. Nietzsche claims sculpture as the art-form that captures this impulse most fully: sculpture has clear and definite boundaries and seeks to represent reality, in its perfectly stable form. The Dionysian impulse, by contrast, features immersion in the wholeness of nature, intoxication, non-rationality, and inhumanity; rather than the detached, rational representation of the Apollonian that invites similarly detached observation, the Dionysian impulse involves a frenzied participation in life itself. Nietzsche sees the Dionysian impulse as best realized in music, which tends not to have clear boundaries, is unstable and non-representational, and, in Nietzsche's view, invites participation among its listeners through dance. Nietzsche argues that the Apollonian has dominated Western thought since Socrates, but he sees German Romanticism (especially Richard Wagner) as a possible re-introduction of the Dionysian, which might offer the salvation of European culture. The book shows the influence of Schopenhauer.


          Ulrich von Wilamowitz-Moellendorff criticised The Birth of Tragedy heavily. By 1886 Nietzsche himself had reservations about the work, referring to it as "an impossible book... badly written, ponderous, embarrassing, image-mad and image-confused, sentimental, saccharine to the point of effeminacy, uneven in tempo, [and] without the will to logical cleanliness."


          


          On Truth and Lies in a Nonmoral Sense


          Nietzsche wrote his unpublished "On Truth and Lies in a Nonmoral Sense" in 1873; and so it sits comfortably with The Birth of Tragedy as an important expression of his youthful romanticism, a romanticism that he would reject but which would also condition his views on "truth" and prepare him for so many of his mature projects: "the problem of science itself, science considered for the first time as problematic, as questionable... to look at science in the perspective of the artist, but at art in that of life."


          As this work represents one of his first engagements with epistemology and the philosophy of language, Nietzsche often rewrites Kants description of perception and experience to emphasize the aesthetic over the conceptual: nodding at the categories of understanding, in particular time and space, Nietzsche notes that "the artistic process of metaphor formation with which every sensation begins in us already presupposes these forms and thus occurs within them".


          Nietzsche expresses a nuanced but immature argument, and does not seem so much interested in refuting Kant  or even seriously arguing with Kant  on Kants own terms. As he later admitted, his early writings struggled to use Kantian, or even Hegelian, modes of expression in a spirit quite against Kant and Hegel: "I tried laboriously to express by means of Schopenhauerian and Kantian formulas strange and new variations which were basically at odds with Kant's and Schopenhauer's spirit and taste!"


          


          Untimely Meditations


          Started in 1873 and completed in 1876, this work comprises a collection of four (out of a projected 13) essays concerning the contemporary condition of European, especially German, culture. A fifth essay, published posthumously, had the title "We Philologists", and gave as a "Task for philology: disappearance".


          
            	
              
                	David Strauss: the Confessor and the Writer, 1873 (David Strauss: der Bekenner und der Schriftsteller) attacks David Strauss's The Old and the New Faith: A Confession (1871), which Nietzsche holds up as an example of the German thought of the time. He paints Strauss's "New Faith"  scientifically-determined universal mechanism based on the progression of history  as a vulgar reading of history in the service of a degenerate culture, polemically attacking not only the book but also Strauss as a Philistine of pseudo-culture.


                	On the Use and Abuse of History for Life, 1874 (Vom Nutzen und Nachtheil der Historie fr das Leben) offersinstead of the prevailing view of "knowledge as an end in itself"an alternative way of reading history, one where living life becomes the primary concern; along with a description of how this might improve the health of a society. It also introduced an attack against the basic precepts of classic humanism. In this essay, Nietzsche attacks both the historicism of man (the idea that man is created through history) and the idea that one can possibly have an objective concept of man, since a major aspect of man resides in his subjectivity. Nietzsche expands the idea that the essence of man dwells not inside of him, but rather above him, in the following essay, "Schopenhauer als Erzieher" ("Schopenhauer as Educator"). Glenn Most argues for the possible translation of the essay as "The Use and Abuse of History Departments for Life", as Nietzsche used the term Historie and not Geschichte. Furthermore, he alleges that this title may have its origins via Jacob Burckhardt, who would have referred to Leon Battista Alberti's treatise, De commodis litterarum atque incommodis (1428  "On the Advantages and Disadvantages of Literary Studies"). Glenn Most argues that the untimelessness of Nietzsche here resides in calling to a return, beyond historicism, to Humboldt's humanism, and, maybe even beyond, to the first humanism of the Renaissance.


                	Schopenhauer as Educator, 1874 (Schopenhauer als Erzieher) describes how the philosophic genius of Schopenhauer might bring on a resurgence of German culture. Nietzsche gives special attention to Schopenhauer's individualism, honesty and steadfastness as well as his cheerfulness, despite Schopenhauer's noted pessimism.


                	Richard Wagner in Bayreuth, 1876 investigates Richard Wagner's psychology  less flatteringly than Nietzsche's friendship with his subject might suggest. Nietzsche considered not publishing it because of this, and eventually settled on drafts that criticized the musician less than they might have done. Nonetheless this essay foreshadows the imminent split between the two.

              

            

          


          


          Human, All Too Human


          Nietzsche supplemented the original edition of this work, first published in 1878, with a second part in 1879: Mixed Opinions and Maxims (Vermischte Meinungen und Sprche), and a third part in 1880: The Wanderer and his Shadow (Der Wanderer und sein Schatten). The three parts appeared together in 1886 as Human, All Too Human, A Book for Free Spirits (Menschliches, Allzumenschliches, Ein Buch fr freie Geister). This book represents the beginning of Nietzsche's "middle period", with a break from German Romanticism and from Wagner and with a definite positivist slant. Note the style: reluctant to construct a systemic philosophy, Nietzsche composed these works as a series of several hundred aphorisms, ranging in length from a single line to a few pages. This book comprises more a collection of debunkings of unwarranted assumptions than an interpretation, though it offers some elements of Nietzsche's thought in his arguments: he uses his perspectivism and the idea of the will to power as explanatory devices, though the latter remains less developed than in his later thought.


          


          Daybreak


          In Daybreak: Reflections on Moral Prejudices (Morgenrte. Gedanken ber die moralischen Vorurteile, 1881), Nietzsche de-emphasizes the role of hedonism as a motivator and accentuates the role of a "feeling of power". His relativism, both moral and cultural, and his critique of Christianity also reaches greater maturity. In Daybreak Nietzsche devoted a lengthy passage to his criticism of Christian biblical exegesis, including its arbitrary interpretation of objects and images in the Old Testament as prefigurements of Christ's crucifixion. The clear, calm and intimate style of this aphoristic book seems to invite a particular experience, rather than showing concern with persuading his readers to accept any point of view. He would develop many of the ideas advanced here more fully in later books.


          


          The Gay Science


          The Gay (Merry) Science (Die frhliche Wissenschaft, 1882), the largest and most comprehensive of Nietzsche's middle-period books, continues the aphoristic style and contains more poetry than any other of his works (except possibly, "Human, All too Human, A Book for the Free Spirit," a book on "coming to grips with chaos and emptiness"). It has central themes of a joyful affirmation of life and of an immersion in a light-hearted scholarship that takes aesthetic pleasure in life (the title refers to the Provenal phrase for the craft of poetry). As an example, Nietzsche offers the doctrine of eternal recurrence, which ranks one's life as the sole consideration when evaluating how one should act. This contrasts with the Christian view of an afterlife which emphasizes later reward at the cost of one's immediate happiness. The Gay Science has however perhaps become best known for expressing the formula "God is dead", which may relate to Nietzsche's alleged atheism and to his naturalistic and aesthetic alternative to traditional religion.


          


          Thus Spoke Zarathustra


          A break with his middle-period works, Thus Spoke Zarathustra, A Book for All and None (Also Sprach Zarathustra, Ein Buch fr Alle und Keinen, 18831885) became Nietzsche's best-known book and the one he considered the most important. Noteworthy for its format, it comprises a philosophical work of fiction whose style often lightheartedly imitates that of the New Testament and of the Platonic dialogues, at times resembling pre-Socratic works in tone and in its use of natural phenomena as rhetorical and explanatory devices. It also features frequent references to the Western literary and philosophical traditions, implicitly offering an interpretation of these traditions and of their problems. Nietzsche achieves all of this through the character of Zarathustra (referring to the traditional prophet of Zoroastrianism), who makes speeches on philosophic topics as he moves along a loose plotline marking his development and the reception of his ideas. One can view this characteristic (following the genre of the bildungsroman) as an inline commentary on Zarathustra's (and Nietzsche's) philosophy. All this, along with the book's ambiguity and paradoxical nature, has helped its eventual enthusiastic reception by the reading public, but has frustrated academic attempts at analysis (as Nietzsche may have intended). Thus Spoke Zarathustra remained unpopular as a topic for scholars (especially those in the Anglo-American analytic tradition) until the second half of the twentieth century brought widespread interest in Nietzsche and his unconventional style that does not distinguish between philosophy and literature. It offers formulations of eternal recurrence, and Nietzsche for the first time speaks of the bermensch: themes that would dominate his books from this point onwards.


          


          Beyond Good and Evil


          Of the four "late-period" writings of Nietzsche, Beyond Good and Evil, Prelude to a Philosophy of the Future (Jenseits von Gut und Bse. Vorspiel einer Philosophie der Zukunft, 1886) most closely resembles the aphoristic style of his middle period. In it he exposes the deficiencies of those usually called "philosophers" and identifies the qualities of the "new philosophers": imagination, self-assertion, danger, originality, and the "creation of values". He then contests some of the key presuppositions of the old philosophic tradition like "self-consciousness," "knowledge," "truth," and "free will", explaining them as inventions of the moral consciousness. In their place he offers the will to power as an explanation of all behaviour; this ties into his "perspective of life", which he regards as "beyond good and evil", denying a universal morality for all human beings. Religion and the master and slave moralities feature prominently as Nietzsche re-evaluates deeply-held humanistic beliefs, portraying even domination, appropriation and injury to the weak as not universally objectionable.


          


          On the Genealogy of Morality


          The three "treatises" that make up On the Genealogy of Morality (Zur Genealogie der Moral, 1887) represent the last of Nietzsche's works before his flurry of activity in 1888. Each treatise deals with the evolution of moral concepts and institutions, showing that the origins of contemporary morality reside in non-moral relationships in which power struggles and cruelty play an important part. The work appears more unproblematically philosophical in style and tone than many of Nietzsche's works, and has become a popular topic for scholarly analysis.


          In the First Treatise Nietzsche traces Christian morality back to what he calls the "slave revolt in morality", which he attributes to the ressentiment experienced by the weak members of society vis--vis their strong, aristocratic masters. The morality of the nobles operates with the value-distinction "good/bad"; they view themselves as evidently good and their inferiors as beneath contempt. The slaves find their subjection to the strong intolerable and thus set up an "imaginary revenge" by labelling the strong as evil and themselves as good, thereby instituting the morality of Christianity, which says that the meek shall inherit the earth.


          In the Second Treatise Nietzsche sketches a pre-moral society (what he calls a "morality of custom") in which the right to inflict harm on others emerges from man's capacity, as an animal capable of memory, to make promises. The infliction of harm on the transgressor can compensate for the breaking of promises. In this way, according to Nietzsche, the institution of punishment comes about, free from any moral purpose or justification. "Bad conscience", too, originates in a pre-moral situation. Here man turns his violent animal nature on himself once he loses the freedom to roam and to pillage.


          In the Third Treatise Nietzsche considers the many ways in which the "ascetic ideal" (the paradigm of Christian morality) has manifested itself, ever taking on new forms and perpetuating itself by "underground" means. Nietzsche suggests that the "will to power" drives the need to hold on to the ascetic ideal in one form or another, as a surrogate for taking revenge on a hostile world.


          


          The Case of Wagner


          In his first book of a highly productive year, The Case of Wagner, A Musician's Problem (Der Fall Wagner, Ein Musikanten-Problem, May - August 1888), Nietzsche launches into a devastating and unbridled attack upon the figure of Richard Wagner. While he recognizes Wagner's music as an immense cultural achievement, he also characterizes it as the product of decadence and nihilism and thereby of sickness. The book shows Nietzsche as a capable music-critic, and provides the setting for some of his further reflections on the nature of art and on its relationship to the future health of humanity.


          


          Twilight of the Idols


          The title of this highly polemical book, Twilight of the Idols, or How One Philosophizes with a Hammer (Gtzen-Dmmerung, oder Wie man mit dem Hammer philosophiert, August-September 1888), word-plays upon Wagner's opera, The Twilight of the Gods (Gtterdmmerung). In this short work, written in the flurry of his last productive year, Nietzsche re-iterates and elaborates some of the criticisms of major philosophic figures (Socrates, Plato, Kant and the Christian tradition). He establishes early on in the section The Problem of Socrates that nobody can estimate the value of life and that any judgment concerning it only reveals the judging person's life-denying or life-affirming tendencies. He attempts to portray philosophers from Socrates onwards as (in his own term) "decadents" who employ dialectics as a tool for self-preservation while the authority of tradition breaks down. He also criticizes the German culture of his day as unsophisticated, and shoots some disapproving arrows at key French, British, and Italian cultural figures. In contrast to all these alleged representatives of cultural decadence, Nietzsche applauds Caesar, Napoleon, Goethe, Dostoevsky, Thucydides and the Sophists as healthier and stronger types. The book states the transvaluation of all values as Nietzsche's final and most important project, and gives a view of antiquity wherein the Romans for once take precedence over the ancient Greeks.


          


          The Anti-christ


          In one of his best-known and most contentious works, The Anti-christ, Curse on Christianity (Der Antichrist. Fluch auf das Christentum, September 1888), Nietzsche launches into a polemic, hyperbolic attack on the morals of Christianity  the view of Nietzsche as an enthusiastic attacker of Christianity largely arises from this book. Therein he elaborates on his criticisms of Christianity expressed in his earlier works, but now using a sarcastic tone, expressing a disgust over the way the slave-morality corrupted noble values in ancient Rome. He frames certain elements of the religion  the Gospels, Paul, the martyrs, priests and the crusades  as creations of ressentiment for the upholding of the unhealthy at the cost of stronger sentiments. Even in this extreme denunciation Nietzsche does not begrudge some respect to the figure of Jesus and to some Christian elements, but this book abandons the relatively even-handed (if inflammatory) analysis of his earlier criticisms for outright polemic  Nietzsche proposes an "Anti-Christian" morality for the future: the transvaluation of all values.


          


          Ecce Homo


          Though Ecce Homo, How One Becomes What One Is (Ecce Homo, Wie man wird, was man ist, October to November 1888) appears as a curiously-styled autobiography (with sections entitled "Why I Am So Clever", "Why I Am So Wise", "Why I Write Such Good Books") it offers much more of a history of Nietzsche's ideas than of the man himself, highlighting Nietzsche's project of genealogical analysis as well as de-emphasizing the splits between philosophy and literature, personality and philosophy, and body and mind. The author does this by tying certain qualities of his thought with idiosyncrasies of his physical person, as well as extremely candid remarks occasionally made throughout his half-joking self-adulation (a mockery of Socratic humility). After this self-description, wherein Nietzsche proclaims the goodness of everything that has happened to him (including his father's early death and his near-blindness  an example of amor fati)  he offers brief insights into all of his works, concluding with the section "Why I Am A Destiny", calmly laying out the principles he places at the centre of his project: eternal recurrence and the transvaluation of all values.


          


          Nietzsche contra Wagner


          A selection of passages concerning Wagner and art in general which Nietzsche extracted from his works from the period 1878 to 1887 appears in Nietzsche Contra Wagner, Out of the Files of a Psychologist (Nietzsche contra Wagner, Aktenstcke eines Psychologen, December 1888). The passages serve as a background for the comparison Nietzsche would make between his own aesthetics and those of Wagner and his description of how Wagner became corrupted through Christianity, Aryanism, and anti-semitism.


          


          The unpublished notebooks


          Nietzsche's Nachlass contains an immense amount of material and discusses at great length the issues around which Nietzsche's philosophy revolves. Nietzsche's sister, Elisabeth Frster-Nietzsche, who acted as executrix of his literary estate, arranged these pieces for publication as The Will to Power.


          Later investigation would reveal that Elisabeth Frster-Nietzsche had included material extremely selectively and that she gave these excerpts an order different to that of the author, leading to the current opinion of her manuscript as a revisionist corruption bringing her brother's text in line with her own beliefs, which he vehemently opposed. On the strength of this manuscript, Elisabeth later fostered sympathy for her brother's works among the Nazis, and her revisionism forms the cornerstone of the defense of Nietzsche against the charges of fascism and antisemitism.


          In the 1960s Mazzino Montinari and Giorgio Colli published the first, integral notebooks, with the fragments arranged in a chronological order (whereas Elisabeth Frster-Nietzsche and Peter Gast had arranged them thematically, added titles, cut parts, and included copied fragments of other authors such as Charles Fr without quotation marks, as if Nietzsche himself had written them). This reference edition has subsequently appeared in translation in various languages. Martin Heidegger expressed in his courses on Nietzsche the opinion that this unpublished work of Nietzsche is fundamental to the understanding of Nietzsche's thought.


          


          Nietzsche's reading
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          As a philologist, Nietzsche had a thorough knowledge of Greek philosophy. He read Kant, Mill and Schopenhauer, who became his main opponents in his philosophy, and later Spinoza, whom he saw as his "precursor" in some respects but as a personification of the "ascetic ideal" in others. Nietzsche expressed admiration for 17th century French moralists such as La Rochefoucauld, La Bruyre and Vauvenargues, as well as for Stendhal.


          The organicism of Paul Bourget influenced Nietzsche, as did that of Rudolf Virchow and Alfred Espinas. Nietzsche early learned of Darwinism through Friedrich Lange. Notably, he also read some of the posthumous works of Charles Baudelaire, Tolstoy's My Religion, Ernest Renan's Life of Jesus and Dostoevsky's The Possessed. Nietzsche called Dostoevsky "the only psychologist from whom I have anything to learn." Comments in several passages suggest that he responded strongly and favorably to the work of Ralph Waldo Emerson. While Nietzsche never mentions Max Stirner, similarities in their ideas have prompted a minority of interpreters to suggest mutual influence.


          


          Nietzsche's influence and reception


          Philosophers and popular culture have responded to Nietzsche's work in complex and sometimes controversial ways. Many Germans eventually discovered his appeals for greater individualism and personality development in Thus Spoke Zarathustra, but responded to those appeals divergently. He had some following among left-wing Germans in the 1890s; in 189495 German conservatives wanted to ban his work as subversive. During the late 19th century popular thought associated Nietzsche's ideas with anarchist movements, and they appear to have had influence on anarchism, particularly in France and the United States.


          By the First World War, however, he had acquired a reputation as an inspiration for right-wing German militarism. German soldiers even received copies of Thus Spoke Zarathustra as gifts during World War I. The Dreyfus Affair provides another example of his reception: the French anti-semitic Right labelled the Jewish and Leftist intellectuals who defended Alfred Dreyfus as "Nietzscheans".


          Political dictators of the twentieth century, including Stalin, Hitler, and Mussolini read Nietzsche. The Nazis made use of Nietzsche's philosophy, but did so selectively; this association with National Socialism caused Nietzsche's reputation to suffer following the Second World War.


          Nevertheless, Nietzschean ideas exercised a major influence on several prominent European philosophers, including Michel Foucault, Gilles Deleuze, Jacques Derrida, Martin Heidegger, Albert Camus, and Jean-Paul Sartre. In the Anglo-American tradition, the scholarship of Walter Kaufmann and R. J. Hollingdale rehabilitated Nietzsche as a philosopher, and analytic philosophers such as Alexander Nehamas and Brian Leiter continue to study him today. A vocal minority of recent Nietzschean interpreters (Bruce Detwiler, Fredrick Appel, Domenico Losurdo, Abir Taha) have contested what they consider the popular but erroneous egalitarian misrepresentation of Nietzsche's "aristocratic radicalism".
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          The frog is an amphibian in the order Anura (meaning "tail-less", from Greek an-, without + oura, tail), formerly referred to as Salientia (Latin saltare, to jump). The name frog derives from Old English frogga, (compare Old Norse frauki, German Frosch, older Dutch spelling kikvorsch), cognate with Sanskrit plava (frog), probably deriving from Proto-Indo-European praw = "to jump".


          Adult frogs are characterised by long hind legs, a short body, webbed digits, protruding eyes and the absence of a tail. Most frogs have a semi-aquatic lifestyle, but move easily on land by jumping or climbing. They typically lay their eggs in puddles, ponds or lakes, and their larvae, called tadpoles, have gills and develop in water. Adult frogs follow a carnivorous diet, mostly of arthropods, annelids and gastropods. Frogs are most noticeable by their call, which can be widely heard during the night or day, mainly in their mating season.


          The distribution of frogs ranges from tropic to subarctic regions, but most species are found in tropical rainforests. Consisting of more than 5,000 species described, they are among the most diverse groups of vertebrates. However, populations of certain frog species are significantly declining.


          A distinction is often made between frogs and toads on the basis of their appearance, caused by the convergent adaptation among so-called toads to dry environments; however, this distinction has no taxonomic basis. The only family exclusively given the common name "toad" is Bufonidae, but many species from other families are also called "toads," and the species within the toad genus Atelopus are referred to as "harlequin frogs."


          


          Taxonomy
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          The order Anura contains 5,250 species in 33 families, of which the Leptodactylidae (1100 spp.), Hylidae (800 spp.) and Ranidae (750 spp.) are the richest in species. About 88% of amphibian species are frogs.


          The use of the common names "frog" and "toad" has no taxonomic justification. From a taxonomic perspective, all members of the order Anura are frogs, but only members of the family Bufonidae are considered "true toads". The use of the term "frog" in common names usually refers to species that are aquatic or semi-aquatic with smooth and/or moist skins, and the term "toad" generally refers to species that tend to be terrestrial with dry, warty skin. An exception is the fire-bellied toad (Bombina bombina): while its skin is slightly warty, it prefers a watery habitat.


          Frogs and toads are broadly classified into three suborders: Archaeobatrachia, which includes four families of primitive frogs; Mesobatrachia, which includes five families of more evolutionary intermediate frogs; and Neobatrachia, by far the largest group, which contains the remaining 24 families of "modern" frogs, including most common species throughout the world. Neobatrachia is further divided into the Hyloidea and Ranoidea. This classification is based on such morphological features as the number of vertebrae, the structure of the pectoral girdle, and the morphology of tadpoles. While this classification is largely accepted, relationships among families of frogs are still debated. Future studies of molecular genetics should soon provide further insights to the evolutionary relationships among frog families.


          Some species of anurans hybridise readily. For instance, the edible frog (Rana esculenta) is a hybrid of the pool frog (R. lessonae) and the marsh frog (R. ridibunda). Bombina bombina and Bombina variegata similarly form hybrids, although these are less fertile, giving rise to a hybrid zone.


          


          Morphology and physiology
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          The morphology of frogs is unique among amphibians. Compared with the other two groups of amphibians, ( salamanders and caecilians), frogs are unusual because they lack tails as adults and their legs are more suited to jumping than walking. The physiology of frogs is generally like that of other amphibians (and differs from other terrestrial vertebrates) because oxygen can pass through their highly permeable skin. This unique feature allows frogs to "breathe" largely through their skin. Because the oxygen is dissolved in an aqueous film on the skin and passes from there to the blood, the skin must remain moist at all times; this makes frogs susceptible to many toxins in the environment, some of which can similarly dissolve in the layer of water and be passed into their bloodstream. This may be cause of the decline in frog populations.


          Many characteristics are not shared by all of the approximately 5,250 described frog species. However, some general characteristics distinguish them from other amphibians. Frogs are usually well suited to jumping, with long hind legs and elongated ankle bones. They have a short vertebral column, with no more than ten free vertebrae, followed by a fused tailbone (urostyle or coccyx), typically resulting in a tailless phenotype.


          Frogs range in size from 10mm (0.39in) ( Brachycephalus didactylus of Brazil and Eleutherodactylus iberia of Cuba) to 300mm (12in) ( goliath frog, Conraua goliath, of Cameroon). The skin hangs loosely on the body because of the lack of loose connective tissue. Skin texture varies: it can be smooth, warty or folded. Frogs have three eyelid membranes: one is transparent to protect the eyes underwater, and two vary from translucent to opaque. Frogs have a tympanum on each side of the head, which is involved in hearing and, in some species, is covered by skin. Most frogs do in fact have teeth of a sort. They have a ridge of very small cone teeth around the upper edge of the jaw. These are called maxillary teeth. Frogs often also have what are called vomerine teeth on the roof of their mouth. They do not have anything that could be called teeth on their lower jaw, so they usually swallow their food whole. The so-called "teeth" are mainly used to hold the prey and keep it in place till they can get a good grip on it and squash their eyeballs down to swallow their meal. Toads, however, do not have any teeth.
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          Feet and legs


          The structure of the feet and legs varies greatly among frog species, depending in part on whether they live primarily on the ground, in water, in trees, or in burrows. Frogs must be able to move quickly through their environment to catch prey and escape predators, and numerous adaptations help them do so.


          Many frogs, especially those that live in water, have webbed toes. The degree to which the toes are webbed is directly proportional to the amount of time the species lives in the water. For example, the completely aquatic African dwarf frog (Hymenochirus sp.) has fully webbed toes, whereas the toes of White's tree frog (Litoria caerulea), an arboreal species, are only a half or a quarter webbed.


          Arboreal frogs have "toe pads" to help grip vertical surfaces. These pads, located on the ends of the toes, do not work by suction. Rather, the surface of the pad consists of interlocking cells, with a small gap between adjacent cells. When the frog applies pressure to the toe pads, the interlocking cells grip irregularities on the substrate. The small gaps between the cells drain away all but a thin layer of moisture on the pad, and maintain a grip through capillarity. This allows the frog to grip smooth surfaces, and does not function when the pads are excessively wet.


          In many arboreal frogs, a small "intercalary structure" in each toe increases the surface area touching the substrate. Furthermore, since hopping through trees can be dangerous, many arboreal frogs have hip joints that allow both hopping and walking. Some frogs that live high in trees even possess an elaborate degree of webbing between their toes, as do aquatic frogs. In these arboreal frogs, the webs allow the frogs to "parachute" or control their glide from one position in the canopy to another.


          Ground-dwelling frogs generally lack the adaptations of aquatic and arboreal frogs. Most have smaller toe pads, if any, and little webbing. Some burrowing frogs have a toe extensiona metatarsal tuberclethat helps them to burrow. The hind legs of ground dwellers are more muscular than those of aqueous and tree-dwelling frogs.


          While frog species can use a variety of locomotor modes ( running, walking, gliding, swimming and climbing), more are either proficient at jumping or descended from ancestors who were, with much of the musculo-skeletal morphology modified for this purpose. The tibia, fibula and tarsals have been fused into a single, strong bone, as have the radius and ulna in the forelimbs (which must absorb the impact of landing). The metatarsals have become elongated to add to the leg length and allow the frog to push against the ground for longer during a jump. The illium has elongated and formed a mobile joint with the sacrum which, in specialist jumpers such as Ranids or Hylids, functions as an additional limb joint to further power the leaps.


          


          Skin
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          Many frogs are able to absorb water and oxygen directly through the skin, especially around the pelvic area. However, the permeability of a frog's skin can also result in water loss. Some tree frogs reduce water loss with a waterproof layer of skin. Others have adapted behaviours to conserve water, including engaging in nocturnal activity and resting in a water-conserving position. This position involves the frog lying with its toes and fingers tucked under its body and chin, respectively, with no gap between the body and substrate. Some frog species will also rest in large groups, touching the skin of the neighbouring frog. This reduces the amount of skin exposed to the air or a dry surface, and thus reduces water loss. These adaptations only reduce water loss enough for a predominantly arboreal existence, and are not suitable for arid conditions.


          Camouflage is a common defensive mechanism in frogs. Most camouflaged frogs are nocturnal, which adds to their ability to hide. Nocturnal frogs usually find the ideal camouflaged position during the day to sleep. Some frogs have the ability to change colour, but this is usually restricted to shades of one or two colours. For example, White's tree frog varies in shades of green and brown. Features such as warts and skin folds are usually found on ground-dwelling frogs, where a smooth skin would not disguise them effectively. Arboreal frogs usually have smooth skin, enabling them to disguise themselves as leaves.


          Certain frogs change colour between night and day, as light and moisture stimulate the pigment cells and cause them to expand or contract.
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          Poison


          Many frogs contain mild toxins that make them unpalatable to potential predators. For example, all toads have large poison glandsthe parotoid glandslocated behind the eyes on the top of the head. Some frogs, such as some poison dart frogs, are especially toxic. The chemical makeup of toxins in frogs varies from irritants to hallucinogens, convulsants, nerve poisons, and vasoconstrictors. Many predators of frogs have adapted to tolerate high levels of these poisons. Others, including humans, may be severely affected.


          Some frogs obtain poisons from the ants and other arthropods they eat; others, such as the Australian Corroboree Frogs (Pseudophryne corroboree and Pseudophryne pengilleyi), can manufacture an alkaloid not derived from their diet. Some native people of South America extract poison from the poison dart frogs and apply it to their darts for hunting, although few species are toxic enough to be used for this purpose. It was previously a misconception the poison was placed on arrows rather than darts. The common name of these frogs was thus changed from "poison arrow frog" to "poison dart frog" in the early 1980s. Poisonous frogs tend to advertise their toxicity with bright colours, an adaptive strategy known as aposematism. There are at least two non-poisonous species of frogs in tropical America (Eleutherodactylus gaigei and Lithodytes lineatus) that mimic the colouration of dart poison frogs' coloration for self-protection ( Batesian mimicry).


          Because frog toxins are extraordinarily diverse, they have raised the interest of biochemists as a "natural pharmacy". The alkaloid epibatidine, a painkiller 200 times more potent than morphine, is found in some species of poison dart frogs. Other chemicals isolated from the skin of frogs may offer resistance to HIV infection. Arrow and dart poisons are under active investigation for their potential as therapeutic drugs.


          The skin secretions of some toads, such as the Colorado River toad and cane toad, contain bufotoxins, some of which, such as bufotenin, are psychoactive, and have therefore been used as recreational drugs. Typically, the skin secretions are dried and smoked. Skin licking is especially dangerous, and appears to constitute an urban myth. See psychoactive toad.


          


          Respiration and circulation


          The skin of a frog is permeable to oxygen and carbon dioxide, as well as to water. There are a number of blood vessels near the surface of the skin. When a frog is underwater, oxygen is transmitted through the skin directly into the bloodstream. On land, adult frogs use their lungs to breathe. Their lungs are similar to those of humans, but the chest muscles are not involved in respiration, and there are no ribs or diaphragm to support breathing. Frogs breathe by taking air in through the nostrils (causing the throat to puff out), and compressing the floor of the mouth, which forces the air into the lungs. In August 2007 an aquatic frog named Barbourula kalimantanensis was discovered in a remote part of Indonesia. The Bornean Flat-headed Frog (B. kalimantanensis) is the first species of frog known to science without lungs.


          Frogs are known for their three-chambered heart, which they share with all tetrapods except birds and mammals. In the three-chambered heart, oxygenated blood from the lungs and de-oxygenated blood from the respiring tissues enter by separate atria, and are directed via a spiral valve to the appropriate vessel aorta for oxygenated blood and pulmonary vein for deoxygenated blood. This special structure is essential to keeping the mixing of the two types of blood to a minimum, which enables frogs to have higher metabolic rates, and to be more active than otherwise.


          


          Natural history


          The life cycle of frogs, like that of other amphibians, consists of four main stages: egg, tadpole, metamorphosis and adult. The reliance of frogs on an aquatic environment for the egg and tadpole stages gives rise to a variety of breeding behaviours that include the well-known mating calls used by the males of most species to attract females to the bodies of water that they have chosen for breeding. Some frogs also look after their eggsand in some cases even the tadpolesfor some time after laying.


          


          Life cycle
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          The life cycle of a frog starts with an egg. A female generally lays frogspawn, or egg masses containing thousands of eggs, in water. The eggs are highly vulnerable to predation, so frogs have evolved many techniques to ensure the survival of the next generation. In colder areas of the first, the embryo is black to absorb more heat from the sun, which speeds up the development. Most commonly, this involves synchronous reproduction. Many individuals will breed at the same time, overwhelming the actions of predators; the majority of the offspring will still die due to predation, but there is a greater chance some will survive. Another way in which some species avoid the predators and pathogens eggs are exposed to in ponds is to lay eggs on leaves above the pond, with a gelatinous coating designed to retain moisture. In these species the tadpoles drop into the water upon hatching. The eggs of some species laid out of water can detect vibrations of nearby predatory wasps or snakes, and will hatch early to avoid being eaten. Some species, such as the Cane Toad (Bufo marinus), lay poisonous eggs to minimise predation. While the length of the egg stage depends on the species and environmental conditions, aquatic eggs generally hatch within one week. Other species goes through their whole larval phase inside the eggs or the mother, or they have direct development.


          Eggs hatch and continue life as tadpoles (occasionally known as polliwogs). At least one species (Nannophrys ceylonensis) has tadpoles that are semi-terrestrial and lives among wet rocks, but as a general rule, free living larvae are fully aquatic. They lack lungs, eyelids, front and hind legs, and have a cartilaginous skeleton, a lateral line system, gills for respiration (external gills at first, internal gills later) and tails with folds of skin fins for swimming. Some species who goes through the metapormhosis inside the egg and hatches to small frogs never develops gills, instead there are specialised areas of skin that takes care of the respiration. Tadpoles also lack true teeth, but the jaws in most species usually have two elongate, parallel rows of small keratinized structures called keradonts in the upper jaw while the lower jaw has three rows of keradonts, surrounded by a horny beak, but the number of rows can be lower or absent, or much higher . Tadpoles are typically herbivorous, feeding mostly on algae, including diatoms filtered from the water through the gills. Some species are carnivorous at the tadpole stage, eating insects, smaller tadpoles, and fish. Tadpoles are highly vulnerable to predation by fish, newts, predatory diving beetles and birds such as kingfishers. Cannibalism has been observed among tadpoles. Poisonous tadpoles are present in many species, such as Cane Toads. The tadpole stage may be as short as a week, or tadpoles may overwinter and metamorphose the following year in some species, such as the midwife toad (Alytes obstetricans) and the common spadefoot (Pelobates fuscus). In the Pipidae, with the exception for Hymenochirus, the tadpoles have paired anterior barbells which makes the resemple small catfish.


          With the exception of the base of the tail, where a few vertebral structures develop to give rise to the urostyle later in life, the tail lacks the completely solid, segmental, skeletal elements of cartilage or bony tissue that are so typical for other vertebrates, although it does contain a notochord


          At the end of the tadpole stage, frogs undergo metamorphosis, in which they transition into adult form. Metamorphosis involves a dramatic transformation of morphology and physiology, as tadpoles develop hind legs, then front legs, lose their gills and develop lungs. Their intestines shorten as they shift from an herbivorous to a carnivorous diet. Eyes migrate rostrally and dorsally, allowing for binocular vision exhibited by the adult frog. This shift in eye position mirrors the shift from prey to predator, as the tadpole develops and depends less upon a larger and wider field of vision and more upon depth perception. The final stage of development from froglet to adult frog involves apoptosis (programmed cell death) and resorption of the tail.


          After metamorphosis, young adults may leave the water and disperse into terrestrial habitats, or continue to live in the aquatic habitat as adults. Almost all species of frogs are carnivorous as adults, eating invertebrates such as arthropods, annelids and gastropods. A few of the larger species may eat prey such as small mammals, fish and smaller frogs. Some frogs use their sticky tongues to catch fast-moving prey, while others capture their prey and force it into their mouths with their hands. However, there are a very few species of frogs that primarily eat plants. Adult frogs are themselves preyed upon by birds, large fish, snakes, otters, foxes, badgers, coatis, and other animals. Frogs are also eaten by people (see section on uses in agriculture and research, below).


          Frogs and toads can live for many years; though little is known about their life span in the wild, captive frogs and toads are recorded living up to 40 years .


          Although it is not common knowledge, some species of frog in their tadpole stage are known to be carnivorous. Early developers who gain legs may be eaten by the others, so the late bloomers survive longer. This has been observed in England in the species Rana temporaria (common frog).


          Unlike salamanders and newts, frogs and toads never become sexually mature while still in their larval stage.


          


          Reproduction of frogs


          Once adult frogs reach maturity, they will assemble at a water source such as a pond or stream to breed. Many frogs return to the bodies of water where they were born, often resulting in annual migrations involving thousands of frogs. In continental Europe, a large proportion of migrating frogs used to die on roads, before special fences and tunnels were built for them.
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          Once at the breeding ground, male frogs call to attract a mate, collectively becoming a chorus of frogs. The call is unique to the species, and will attract females of that species. Some species have satellite males who do not call, but intercept females that are approaching a calling male.


          The male and female frogs then undergo amplexus. This involves the male mounting the female and gripping her tightly. Fertilization is external: the egg and sperm meet outside of the body. The female releases her eggs, which the male frog covers with a sperm solution. The eggs then swell and develop a protective coating. The eggs are typically brown or black, with a clear, gelatin-like covering.


          Most temperate species of frogs reproduce between late autumn and early spring. In the UK, most common frog populations produce frogspawn in February, although there is wide variation in timing. Water temperatures at this time of year are relatively low, typically between four and 10 degrees Celsius. Reproducing in these conditions helps the developing tadpoles because dissolved oxygen concentrations in the water are highest at cold temperatures. More importantly, reproducing early in the season ensures that appropriate food is available to the developing frogs at the right time.



          


          Parental care


          
            [image: Colour plate from Ernst Haeckel's 1904 Kunstformen der Natur, depicting frog species that include two examples of parental care.]

            
              Colour plate from Ernst Haeckel's 1904 Kunstformen der Natur, depicting frog species that include two examples of parental care.
            

          


          Although care of offspring is poorly understood in frogs, it is estimated that up to 20% of amphibian species may care for their young in one way or another, and there is a great diversity of parental behaviours. Some species of poison dart frog lay eggs on the forest floor and protect them, guarding the eggs from predation and keeping them moist. The frog will urinate on them if they become too dry. After hatching, a parent (the sex depends upon the species) will move them, on its back, to a water-holding bromeliad. The parent then feeds them by laying unfertilized eggs in the bromeliad until the young have metamorphosed. Other frogs carry the eggs and tadpoles on their hind legs or back (e.g. the midwife toads, Alytes spp.). Some frogs even protect their offspring inside their own bodies. The male Australian Pouched Frog (Assa darlingtoni) has pouches along its side in which the tadpoles reside until metamorphosis. The female Gastric-brooding Frogs (genus Rheobatrachus) from Australia, now probably extinct, swallows its tadpoles, which then develop in the stomach. To do this, the Gastric-brooding Frog must stop secreting stomach acid and suppress peristalsis (contractions of the stomach). Darwin's Frog (Rhinoderma darwinii) from Chile puts the tadpoles in its vocal sac for development. Some species of frog will leave a 'babysitter' to watch over the frogspawn until it hatches.


          


          Call


          Some frog calls are so loud, they can be heard up to a mile away.The call of a frog is unique to its species. Frogs call by passing air through the larynx in the throat. In most calling frogs, the sound is amplified by one or more vocal sacs, membranes of skin under the throat or on the corner of the mouth that distend during the amplification of the call. The field of neuroethology studies the neurocircuitry that underlies frog audition.


          Some frogs lack vocal sacs, such as those from the genera Heleioporus and Neobatrachus, but these species can still produce a loud call. Their buccal cavity is enlarged and dome-shaped, acting as a resonance chamber that amplifies their call. Species of frog without vocal sacs and that do not have a loud call tend to inhabit areas close to flowing water. The noise of flowing water overpowers any call, so they must communicate by other means.


          The main reason for calling is to allow males to attract a mate. Males call either individually or in a group called a chorus. Females of many frog species, for example Polypedates leucomystax, produce calls reciprocal to the males', which act as the catalyst for the enhancement of reproductive activity in a breeding colony. A male frog emits a release call when mounted by another male. Tropical species also have a rain call that they make on the basis of humidity cues prior to a rain shower. Many species also have a territorial call that is used to chase away other males. All of these calls are emitted with the mouth of the frog closed.


          A distress call, emitted by some frogs when they are in danger, is produced with the mouth open, resulting in a higher-pitched call. The effectiveness of the call is unknown; however, it is suspected the call intrigues the predator until another animal is attracted, distracting them enough for its escape.


          Many species of frog have deep calls, or croaks. The English onomatopoeic spelling is "ribbit". The croak of the American bullfrog (Rana catesbiana) is sometimes spelt "jug o' rum". Other examples are Ancient Greek brekekekex koax koax for probably Rana ridibunda, and the description in Rigveda 7:103.6 gmāyur ko ajmāyur kaħ = "one [has] a voice like a cow's, one [has] a voice like a goat's".


          


          Distribution and conservation status
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          The habitat of frogs extends almost worldwide, but they do not occur in Antarctica and are not present on many oceanic islands. The greatest diversity of frogs occurs in the tropical areas of the world, where water is readily available, suiting frogs' requirements due to their skin. Some frogs inhabit arid areas such as deserts, where water may not be easily accessible, and rely on specific adaptations to survive. The Australian genus Cyclorana and the American genus Pternohyla will bury themselves underground, create a water-impervious cocoon and hibernate during dry periods. Once it rains, they emerge, find a temporary pond and breed. Egg and tadpole development is very fast in comparison to most other frogs so that breeding is complete before the pond dries up. Some frog species are adapted to a cold environment; for instance the wood frog, whose habitat extends north of the Arctic Circle, buries itself in the ground during winter when much of its body freezes.


          Frog populations have declined dramatically since the 1950s: more than one third of species are believed to be threatened with extinction and more than 120 species are suspected to be extinct since the 1980s. Among these species are the golden toad of Costa Rica and the Gastric-brooding frogs of Australia. Habitat loss is a significant cause of frog population decline, as are pollutants, climate change, the introduction of non-indigenous predators/competitors, and emerging infectious diseases including chytridiomycosis. Many environmental scientists believe that amphibians, including frogs, are excellent biological indicators of broader ecosystem health because of their intermediate position in food webs, permeable skins, and typically biphasic life (aquatic larvae and terrestrial adults). It appears that it is the species with both aquatic eggs and aquatic larvae that are most affected by the decline, while those with direct development are the most resistant .


          A Canadian study conducted in 2006 proposed heavy traffic near frog habitats as a large threat to frog populations.


          In a few cases, captive breeding programs have been attempted to alleviate the pressure on frog populations, and these have proved successful. In May 2007, it was reported the application of certain probiotic bacteria could protect amphibians from chytridiomycosis.


          Zoos and aquariums around the world have named 2008 the Year of the Frog, to draw attention to the conservation issues.


          


          Evolution
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          Until the discovery of the Early Permian Gerobatrachus hottoni, a stem-batrachian with many salamander-like characteristics, the earliest known proto-frog was Triadobatrachus massinoti, from the 250 million year old early Triassic of Madagascar. The skull is frog-like, being broad with large eye sockets, but the fossil has features diverging from modern amphibia. These include a different ilium, a longer body with more vertebrae, and separate vertebrae in its tail (whereas in modern frogs, the tail vertebrae are fused, and known as the urostyle or coccyx). The tibia and fibula bones are unfused and separate, making it probable Triadobatrachus was not an efficient leaper.


          Another fossil frog, discovered in Arizona and called Prosalirus bitis, was uncovered in 1985, and dates from roughly the same time as Triadobatrachus. Like Triadobatrachus, Prosalirus did not have greatly enlarged legs, but had the typical three-pronged pelvic structure. Unlike Triadobatrachus, Prosalirus had already lost nearly all of its tail.


          The earliest true frog is Vieraella herbsti, from the early Jurassic (188213 million years ago). It is known only from the dorsal and ventral impressions of a single animal and was estimated to be 33mm (1.3in) from snout to vent. Notobatrachus degiustoi from the middle Jurassic is slightly younger, about 155170 million years old. It is likely the evolution of modern Anura was completed by the Jurassic period. The main evolutionary changes involved the shortening of the body and the loss of the tail.


          The earliest full fossil record of a modern frog is of sanyanlichan, which lived 125 million years ago and had all modern frog features, but bore 9 presacral vertebrae instead of the 8 of modern frogs.


          Frog fossils have been found on all continents, including Antarctica.


          


          Uses in agriculture and research


          Frogs are raised commercially for several purposes. Frogs are used as a food source; frog legs are a delicacy in China, France, the Philippines, the north of Greece and in many parts of the American South, especially Louisiana. Dead frogs are sometimes used for dissections in high school and university anatomy classes, often after being injected with coloured plastics to enhance the contrast between the organs. This practice has declined in recent years with the increasing concerns about animal welfare.


          Frogs have served as important model organisms throughout the history of science. Eighteenth-century biologist Luigi Galvani discovered the link between electricity and the nervous system through studying frogs. The African clawed frog or platanna (Xenopus laevis) was first widely used in laboratories in pregnancy assays in the first half of the 20th century. When human chorionic gonadotropin, a hormone found in substantial quantities in the urine of pregnant women, is injected into a female X. laevis, it induces them to lay eggs. In 1952, Robert Briggs and Thomas J. King cloned a frog by somatic cell nuclear transfer, the same technique later used to create Dolly the Sheep, their experiment was the first time successful nuclear transplantation had been accomplished in metazoans.


          Frogs are used in cloning research and other branches of embryology because frogs are among the closest living relatives of man to lack egg shells characteristic of most other vertebrates, and therefore facilitate observations of early development. Although alternative pregnancy assays have been developed, biologists continue to use Xenopus as a model organism in developmental biology because it is easy to raise in captivity and has a large and easily manipulatable embryo. Recently, X. laevis is increasingly being displaced by its smaller relative X. tropicalis, which reaches its reproductive age in five months rather than one to two years (as in X. laevis), facilitating faster studies across generations. The genome sequence of X. tropicalis will probably be completed by 2015 at the latest.


          


          Cultural beliefs
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          Frogs feature prominently in folklore, fairy tales and popular culture. They tend to be portrayed as benign, ugly, clumsy, but with hidden talents. Examples include Michigan J. Frog, The Frog Prince, and Kermit the Frog. Michigan J. Frog, featured in a Warner Brothers cartoon, only performs his singing and dancing routine for his owner. Once another person looks at him, he will return to a frog-like pose. "The Frog Prince" is a fairy tale of a frog who turns into a handsome prince once kissed. Kermit the Frog, on the other hand, is a conscientious and disciplined character of Sesame Street and The Muppet Show; while openly friendly and greatly talented, he is often portrayed as cringing at the fanciful behaviour of more flamboyant characters.


          The Moche people of ancient Peru worshipped animals and often depicted frogs in their art.


          
            Retrieved from " http://en.wikipedia.org/wiki/Frog"
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          The term fruit has many different meanings depending on context. In botany, a fruit is the ripened ovarytogether with seedsof a flowering plant. In many species, the fruit incorporates the ripened ovary and the surrounding tissues. Fruits are the means by which flowering plants disseminate seeds.


          In cuisine, when food items are called "fruit", the term is most often used for those plant fruits that are edible and sweet and fleshy, examples of which include plums, apples and oranges. But in cooking, the word fruit may also rarely be loosely applied to other parts of a plant, such as the stems of rhubarb, which are made into sweet pies, but which are not botanically a fruit at all.


          Although the word fruit has limited use in cooking, in reality a great many common vegetables, as well as nuts and grains, are botanically speaking, the fruits of various plant species. No single terminology really fits the enormous variety that is found among plant fruits. The cuisine terminology for fruits is quite inexact and is likely to remain so.


          The term false fruit (pseudocarp, accessory fruit) is sometimes applied to a fruit like the fig (a multiple-accessory fruit; see below) or to a plant structure that resembles a fruit but is not derived from a flower or flowers. Some gymnosperms, such as yew, have fleshy arils that resemble fruits and some junipers have berry-like, fleshy cones. The term "fruit" has also been inaccurately applied to the seed-containing female cones of many conifers.


          With most cultivated fruits, pollination is a vital part of fruit culture, and the lack of knowledge of pollinators and pollenizers can contribute to poor crops or poor quality crops. In a few species, the fruit may develop in the absence of pollination/fertilization, a process known as parthenocarpy. Such fruits are seedless. A plant that does not produce fruit is known as acarpous, meaning "without fruit".


          


          Botanic fruit and culinary fruit
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          Many foods are botanically fruit, but are treated as vegetables in cooking and food preparation. These include cucurbits (e.g., squash, pumpkin, and cucumber), tomato, peas, beans, corn, eggplant, and sweet pepper, spices, such as allspice and chillies. Occasionally, though rarely, a culinary "fruit" is not a true fruit in the botanical sense. For example, rhubarb is often referred to as a fruit, because it is used to make sweet desserts such as pies, though only the petiole of the rhubarb plant is edible. In the culinary sense, a fruit is usually any sweet tasting plant product associated with seed(s), a vegetable is any savoury or less sweet plant product, and a nut any hard, oily, and shelled plant product.


          Although a nut is a type of fruit, it is also a popular term for edible seeds, such as peanuts (which are actually a legume) and pistachios. Technically, a cereal grain is a fruit termed a caryopsis. However, the fruit wall is very thin and fused to the seed coat so almost all of the edible grain is actually a seed. Therefore, cereal grains, such as corn, wheat and rice are better considered edible seeds, although some references list them as fruits. Edible gymnosperms seeds are often misleadingly given fruit names, e.g. pine nuts, ginkgo nuts, and juniper berries.


          


          Fruit development


          
            [image: The development sequence of a typical drupe, the nectarine (Prunus persica) over a 7� month period, from bud formation in early winter to fruit ripening in midsummer (see image page for further information)]
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          A fruit is a ripened ovary. After the ovule in an ovary is fertilized in a process known as pollination, the ovary begins to ripen. The ovule develops into a seed and the ovary wall, the pericarp, may become fleshy (as in berries or drupes), or form a hard outer covering (as in nuts). In some cases, the sepals, petals and/or stamens and style of the flower fall off. Fruit development continues until the seeds have matured. In some multiseeded fruits, the extent to which the flesh develops is proportional to the number of fertilized ovules.


          The wall of the fruit, developed from the ovary wall of the flower, is called the pericarp. The pericarp is often differentiated into two or three distinct layers called the exocarp (outer layer - also called epicarp), mesocarp (middle layer), and endocarp (inner layer). In some fruits, especially simple fruits derived from an inferior ovary, other parts of the flower (such as the floral tube, including the petals, sepals, and stamens), fuse with the ovary and ripen with it. The plant hormone ethylene causes ripening. When such other floral parts are a significant part of the fruit, it is called an accessory fruit. Since other parts of the flower may contribute to the structure of the fruit, it is important to study flower structure to understand how a particular fruit forms.


          Fruits are so diverse that it is difficult to devise a classification scheme that includes all known fruits. Many common terms for seeds and fruit are incorrectly applied, a fact that complicates understanding of the terminology. Seeds are ripened ovules; fruits are the ripened ovaries or carpels that contain the seeds. To these two basic definitions can be added the clarification that in botanical terminology, a nut is not a type of fruit and not another term for seed, on the contrary to common terminology.


          There are three basic types of fruits:


          
            	Simple fruit


            	Aggregate fruit


            	Multiple fruit

          


          


          Simple fruit
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          Simple fruits can be either dry or fleshy, and result from the ripening of a simple or compound ovary with only one pistil. Dry fruits may be either dehiscent (opening to discharge seeds), or indehiscent (not opening to discharge seeds). Types of dry, simple fruits, with examples of each, are:


          
            	achene - ( buttercup)


            	capsule - ( Brazil nut)


            	caryopsis - (wheat)


            	fibrous drupe - (coconut, walnut)


            	follicle - ( milkweed)


            	legume - (pea, bean, peanut)


            	loment


            	nut - (hazelnut, beech, oak acorn)


            	samara - (elm, ash, maple key)


            	schizocarp - (carrot)


            	silique - (radish)


            	silicle - ( shepherd's purse)


            	utricle - (beet)

          


          Fruits in which part or all of the pericarp (fruit wall) is fleshy at maturity are simple fleshy fruits. Types of fleshy, simple fruits (with examples) are:


          
            	berry - ( redcurrant, gooseberry, tomato, avocado)


            	stone fruit or drupe (plum, cherry, peach, apricot, olive)


            	false berry - Epigynous accessory fruits (banana, cranberry)


            	pome - accessory fruits (apple, pear, rosehip)

          


          


          Aggregate fruit


          
            [image: Dewberry flowers. Note the multiple pistils, each of which will produce a drupelet. Each flower will become a blackberry-like aggregate fruit]
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          An aggregate fruit, or etaerio, develops from a flower with numerous simple pistils. An example is the raspberry, whose simple fruits are termed drupelets because each is like a small drupe attached to the receptacle. In some bramble fruits (such as blackberry) the receptacle is elongated and part of the ripe fruit, making the blackberry an aggregate-accessory fruit. The strawberry is also an aggregate-accessory fruit, only one in which the seeds are contained in achenes. In all these examples, the fruit develops from a single flower with numerous pistils.


          Some kinds of aggregate fruits are called berries, yet in the botanical sense they are not.


          


          Multiple fruit


          A multiple fruit is one formed from a cluster of flowers (called an inflorescence). Each flower produces a fruit, but these mature into a single mass. Examples are the pineapple, edible fig, mulberry, osage-orange, and breadfruit.


          
            [image: In some plants, such as this noni, flowers are produced regularly along the stem and it is possible to see together examples of flowering, fruit development, and fruit ripening]
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          In the photograph on the right, stages of flowering and fruit development in the noni or Indian mulberry (Morinda citrifolia) can be observed on a single branch. First an inflorescence of white flowers called a head is produced. After fertilization, each flower develops into a drupe, and as the drupes expand, they become connate (merge) into a multiple fleshy fruit called a syncarpet.


          There are also many dry multiple fruits, e.g.


          
            	Tuliptree, multiple of samaras.


            	Sweet gum, multiple of capsules.


            	Sycamore and teasel, multiple of achenes.


            	Magnolia, multiple of follicles.

          


          


          Fruit chart


          To summarize common types of fruit:


          
            	Berry -- simple fruit and seeds created from a single ovary

              
                	Pepo -- Berries where the skin is hardened, like cucurbits


                	Hesperidium -- Berries with a rind, like most citrus fruit

              

            


            	False berries -- Epigynous fruit made from a part of the plant other than a single ovary


            	Compound fruit, which includes:

              
                	Aggregate fruit -- multiple fruits with seeds from different ovaries of a single flower


                	Multiple fruit -- fruits of separate flowers, packed closely together

              

            


            	Other accessory fruit -- where the edible part is not generated by the ovary

          


          
            
              Types of fruit
            

            
              	True berry

              	Pepo

              	Hesperidium

              	False berry (Epigynous)

              	Aggregate fruit

              	Multiple fruit

              	Other accessory fruit
            


            
              	Blackcurrant, Redcurrant, Gooseberry, Tomato, Eggplant, Guava, Lucuma, Chili pepper, Pomegranate, Avocado, Kiwifruit, Grape,

              	Pumpkin, Gourd, Cucumber, Melon

              	Orange, Lemon, Lime, Grapefruit

              	Banana, Cranberry, Blueberry

              	Blackberry, Raspberry, Boysenberry, Hedge apple

              	Pineapple, Fig, Mulberry

              	Apple, Apricot, Peach, Cherry, Green bean, Sunflower seed, Strawberry
            

          


          


          Seedless fruits


          
            [image: An arrangement of fruits commonly thought of as vegetables, including tomatoes and various squash]
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          Seedlessness is an important feature of some fruits of commerce. Commercial cultivars of bananas and pineapples are examples of seedless fruits. Some cultivars of citrus fruits (especially navel oranges and mandarin oranges), table grapes, grapefruit, and watermelons are valued for their seedlessness. In some species, seedlessness is the result of parthenocarpy, where fruits set without fertilization. Parthenocarpic fruit set may or may not require pollination. Most seedless citrus fruits require a pollination stimulus; bananas and pineapples do not. Seedlessness in table grapes results from the abortion of the embryonic plant that is produced by fertilization, a phenomenon known as stenospermocarpy which requires normal pollination and fertilization.


          


          Seed dissemination


          Variations in fruit structures largely depend on the mode of dispersal of the seeds they contain. This dispersal can be achieved by animals, wind, water, or explosive dehiscence.


          Some fruits have coats covered with spikes or hooked burrs, either to prevent themselves from being eaten by animals or to stick to the hairs, feathers or legs of animals, using them as dispersal agents. Examples include cocklebur and unicorn plant.


          The sweet flesh of many fruits is "deliberately" appealing to animals, so that the seeds held within are eaten and "unwittingly" carried away and deposited at a distance from the parent. Likewise, the nutritious, oily kernels of nuts are appealing to rodents (such as squirrels) who hoard them in the soil in order to avoid starving during the winter, thus giving those seeds that remain uneaten the chance to germinate and grow into a new plant away from their parent.


          Other fruits are elongated and flattened out naturally and so become thin, like wings or helicopter blades, e.g. maple, tuliptree and elm. This is an evolutionary mechanism to increase dispersal distance away from the parent via wind. Other wind-dispersed fruit have tiny parachutes, e.g. dandelion and salsify.


          Coconut fruits can float thousands of miles in the ocean to spread seeds. Some other fruits that can disperse via water are nipa palm and screw pine.


          Some fruits fling seeds substantial distances (up to 100 m in sandbox tree) via explosive dehiscence or other mechanisms, e.g. impatiens and squirting cucumber.


          


          Uses


          
            [image: Nectarines are one of many fruits that can be easily stewed]
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          Many hundreds of fruits, including fleshy fruits like apple, peach, pear, kiwifruit, watermelon and mango are commercially valuable as human food, eaten both fresh and as jams, marmalade and other preserves. Fruits are also in manufactured foods like cookies, muffins, yoghurt, ice cream, cakes, and many more. Many fruits are used to make beverages, such as fruit juices ( orange juice, apple juice, grape juice, etc) or alcoholic beverages, such as wine or brandy. Apples are often used to make vinegar.


          Many vegetables are botanical fruits, including tomato, bell pepper, eggplant, okra, squash, pumpkin, green bean, cucumber and zucchini. Olive fruit is pressed for olive oil. Spices like vanilla, paprika, allspice and black pepper are derived from berries.


          


          Nutritional value


          Fruits are generally high in fibre, water and vitamin C. Fruits also contain various phytochemicals that do not yet have an RDA/RDI listing under most nutritional factsheets, and which research indicates are required for proper long-term cellular health and disease prevention. Regular consumption of fruit is associated with reduced risks of cancer, cardiovascular disease, stroke, Alzheimer disease, cataracts, and some of the functional declines associated with aging.


          


          Nonfood uses


          Because fruits have been such a major part of the human diet, different cultures have developed many different uses for various fruits that they do not depend on as being edible. Many dry fruits are used as decorations or in dried flower arrangements, such as unicorn plant, lotus, wheat, annual honesty and milkweed. Ornamental trees and shrubs are often cultivated for their colorful fruits, including holly, pyracantha, viburnum, skimmia, beautyberry and cotoneaster.


          Fruits of opium poppy are the source of the drugs opium and morphine. Osage orange fruits are used to repel cockroaches. Bayberry fruits provide a wax often used to make candles. Many fruits provide natural dyes, e.g. walnut, sumac, cherry and mulberry. Dried gourds are used as decorations, water jugs, bird houses, musical instruments, cups and dishes. Pumpkins are carved into Jack-o'-lanterns for Halloween. The spiny fruit of burdock or cocklebur were the inspiration for the invention of Velcro.


          Coir is a fibre from the fruit of coconut that is used for doormats, brushes, mattresses, floortiles, sacking, insulation and as a growing medium for container plants. The shell of the coconut fruit is used to make souvenir heads, cups, bowls, musical instruments and bird houses.


          


          Production


          India is world leader in fresh fruit production followed by Vietnam and then China.


          
            
              Top Ten Fresh Fruit Producers  2005
            

            
              	Country

              	Production (Int $1000)

              	Footnote

              	Production (MT)

              	Footnote
            


            
              	[image: Flag of India]India

              	1,052,766

              	C

              	6,600,000

              	F
            


            
              	[image: Flag of Vietnam]Vietnam

              	438,652

              	C

              	2,750,000

              	F
            


            
              	[image: Flag of the People's Republic of China]People's Republic of China

              	271,167

              	C

              	1,790,000

              	F
            


            
              	[image: Flag of Indonesia]Indonesia

              	255,216

              	C

              	1,600,000

              	F
            


            
              	[image: Flag of Nigeria]Nigeria

              	223,314

              	C

              	1,400,000

              	F
            


            
              	[image: Flag of Iran]Iran

              	223,314

              	C

              	1,400,000

              	F
            


            
              	[image: Flag of Burma]Myanmar

              	183,436

              	C

              	1,150,000

              	F
            


            
              	[image: Flag of Papua New Guinea]Papua New Guinea

              	129,203

              	C

              	810,000

              	F
            


            
              	[image: Flag of Nepal]Nepal

              	82,945

              	C

              	520,000

              	F
            


            
              	[image: Flag of North Korea]Democratic People's Republic of Korea

              	78,160

              	C

              	490,000

              	F
            


            
              	
                No symbol = official figure,F = FAO estimate, * = Unofficial figure, C = Calculated figure;


                Production in Int $1000 have been calculated based on 1999-2001 international prices

                Source: Food and Agricultural Organization of United Nations: Economic and Social Department: The Statistical Division

              
            

          


          Philippines is world leader in tropical fresh fruit production followed by Indonesia and then India.


          
            
              Top Ten Tropical Fresh Fruit Producers  2005
            

            
              	Country

              	Production (Int $1000)

              	Footnote

              	Production (MT)

              	Footnote
            


            
              	[image: Flag of the Philippines]Philippines

              	389,164

              	C

              	3,400,000

              	F
            


            
              	[image: Flag of Indonesia]Indonesia

              	377,718

              	C

              	3,300,000

              	F
            


            
              	[image: Flag of India]India

              	335,368

              	C

              	2,930,000

              	F
            


            
              	[image: Flag of the People's Republic of China]People's Republic of China

              	177,413

              	C

              	2,164,000

              	F
            


            
              	[image: Flag of Colombia]Colombia

              	131,629

              	C

              	1,150,000

              	F
            


            
              	[image: Flag of Thailand]Thailand

              	83,556

              	C

              	730,000

              	F
            


            
              	[image: Flag of Pakistan]Pakistan

              	60,893

              	C

              	532,000

              	F
            


            
              	[image: Flag of Brazil]Brazil

              	55,513

              	C

              	485,000

              	F
            


            
              	[image: Flag of Bangladesh]Bangladesh

              	31,934

              	C

              	279,000

              	F
            


            
              	[image: Flag of Mexico]Mexico

              	28,615

              	C

              	250,000

              	F
            


            
              	
                No symbol = official figure, F = FAO estimate, * = Unofficial figure, C = Calculated figure;


                Production in Int $1000 have been calculated based on 1999-2001 international prices

                Source: and Agricultural Organization of United Nations: Economic and Social Department: The Statistical Division
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        Fugu


        
          

          Fugu (河豚: ふぐ, Fugu ?) is the Japanese word for pufferfish and is also a Japanese dish prepared from the meat of pufferfish (normally species of Takifugu, Lagocephalus, or Sphoeroides) or porcupinefish of the genus Diodon. Because pufferfish is lethally poisonous if prepared incorrectly, fugu has become one of the most celebrated and notorious dishes in Japanese cuisine.


          


          Toxicity


          Fugu contains lethal amounts of the poison tetrodotoxin in the internal organs, especially the liver and ovaries, and also the skin. Therefore, only specially licensed chefs are allowed to prepare and sell fugu to the public, and the consumption of the liver and ovaries is forbidden. However, a number of people die every year from consuming improperly prepared fugu. The poison, a sodium channel blocker, paralyzes the muscles while the victim stays fully conscious, and eventually dies from asphyxiation. There is currently no antidote, and the standard medical approach is to try to support the respiratory and circulatory system until the effect of the poison wears off. It is alleged that non-lethal quantities of the poison remain in the flesh of the fish and give a special desired tingling sensation on the tongue, which leads to the fingers.


          In 2008, advances in fugu research and farming has allowed some farmers to mass produce non-toxic fugu. Researchers surmised that fugu's tetrodotoxin came from eating other animals that had the tetrodotoxin bacteria, and developed immunity over time. Many farmers now are producing 'poison-free' fugu by keeping the fugu away from tetrodotoxin-laden bacteria. Utsuki, a town in Oita, became famous in selling non-poisonous fugu. No one has been poisoned eating it.


          


          Consumption


          
            [image: Takifugu rubripes for sale to master fugu chefs at the Tsukiji fish market in Tokyo– after the highly toxic liver has been removed.]
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          Fugu has been consumed in Japan for centuries, although its historic origins are unclear. Bones of fugu have been found in several shell mounds called kaizuka in Jōmon period that date back more than 2,300 years. The Tokugawa shogunate ( 16031868) prohibited the consumption of fugu in Edo and its area of influence, yet it became common again as the power of the shogunate weakened. In Western regions of Japan, where the influence of the Government was weaker and fugu was easier to obtain, various cooking methods were developed to safely eat these fish. During the Meiji Era (18671912) fugu was again banned in many areas of Japan. Fugu is also the only delicacy officially forbidden to the Emperor of Japan, for his own safety.


          The most prestigious edible species is the torafugu or Tiger Blowfish (T. rubripes), which is also the most poisonous. Other species are also eaten, as for example T. pardalis, T. vermicularis, and T. porphyreus. The Japanese Ministry of Health and Welfare has created a list which shows which species contain body parts that can be consumed. Other genera that can be consumed according to them include the puffers Lagocephalus and Sphoeroides, and the related porcupinefish of the genus Diodon.


          Strict fishing regulations are now in place to protect the fugu population from being depleted. Most fugu are now harvested in the spring during the spawning season, and then farmed in floating cages in the Pacific Ocean. The largest wholesale market for fugu in Japan is in Shimonoseki.


          Fugu prices rise in autumn and peak in winter, which is the best time to eat fugu, as they fatten to survive the cold. The fugu is shipped to the restaurant alive and stored in the restaurant in a large tank, usually prominently displayed. As fugu are aggressive and have sharp teeth, in captivity the mouths of fugu are often sewn shut to keep the fish from injuring each other. Prepared fugu is also often available in grocery stores, which must display official documents that license them to distribute fresh fugu. Whole fugu may not be sold to the general public.


          
            [image: Fugu in a tank]

            
              Fugu in a tank
            

          


          Since 1958, only specially licensed chefs can prepare and sell fugu to the public. The fugu apprentice needs a two- or three-year apprenticeship before being allowed to take an official test. The test consists of a written test, a fish-identification test, and a practical test of preparing fugu and then eating it. Only 30% of the applicants pass the test. This, of course, does not mean that 70% die from poisoning; rather they made a small mistake in the long and complicated procedure of preparing the dish. Due to this rigorous examination process, it is generally safe to eat the sliced fugu sold in restaurants or markets.


          Furthermore, most fugu sold nowadays comes from fish with only a small amount of toxin. Selling or serving the most toxic liver is illegal in Japan, but this "forbidden fruit" is still sometimes eaten by amateur cooks, often with fatal results. After the years following Japan's defeat in World War II, when several homeless people died from eating fugu organs that had been discarded into insecure trashcans, restaurants in Japan were required to store the poisonous inner organs in specially locked barrels that are later burned as hazardous waste.


          A dish of fugu can cost easily 5,000 (approx. US$50) but it can be found for as little as 2,000 (approx. US$20), and a full course fugu meal can cost between 10,000 and 20,000 (approx. US$100 to US$200) or more. Due to the expense of fugu, the fish is sliced very carefully to obtain the largest possible amount of meat without the poison. A special knife called fugu hiki is traditionally used to slice fugu and it is usually stored carefully in a separate location from other knives.


          While fugu connoisseurs love the taste and the texture of the fugu, many people actually find it rather bland and tasteless. Some professional chefs prepare the fish so that there is a minute amount of poison in the meat, giving a prickling feeling and numbness on the tongue and the lips. The most popular dish is fugu sashimi, also called Fugu sashi or tessa, sliced so thin that the pattern of the plate can be seen through the meat. These plates are often decorated so that the removal of the slices will be aesthetically pleasing as well. The fins of the fish are also fried and served in hot sake, a dish called Fugu Hire-zake.


          Vegetables and fugu can also be simmered as Fugu-chiri, also called techiri, in which case the very light taste of the fish is hard to detect among the taste of the vegetables and the dip. Fugu can also be eaten deep fried as Fugu Kara-age. If the spikes in the skin are pulled out, the skin can also be eaten as part of a salad called yubiki.


          In several remote locations, complex pickling processes have been devised, which allow the poisonous parts of the fugu to be eaten. While the exact methods are kept secret, they involve long and heavy saturation in sake and salt for over three years.


          


          Fugu poisoning


          Tetrodotoxin is a very potent neurotoxin that shuts down electrical signaling in nerves by binding to the pores of sodium channel proteins in nerve cell membranes. Tetrodotoxin is not affected by the heat of cooking. It does not cross the bloodbrain barrier, leaving the victim fully conscious while paralyzing the remainder of the body. In animal studies with mice, 8 g tetrodotoxin per kg body weight killed 50% of the mice. The pufferfish itself is not susceptible to the poison due to a mutation in the protein sequence of the sodium channel pump on the cell membranes.


          The symptoms from ingesting a lethal dose of tetrodotoxin may include dizziness, exhaustion, headache, nausea, or difficulty breathing. For 50% to 80% of the victims, death follows within four to 24 hours. The victim remains fully conscious throughout most of the ordeal, but cannot speak or move due to paralysis, and soon also cannot breathe and subsequently asphyxiates. If the victim survives the first 24 hours, he or she usually recovers completely.


          There is no known antidote, and treatment consists of emptying the stomach, feeding the victim activated charcoal to bind the toxin, and taking standard life-support measures to keep the victim alive until the effect of the poison has worn off. Japanese toxicologists in several medical research centres are currently working on developing an antidote to tetrodotoxin.


          As mentioned above, commercially available fugu in supermarkets or restaurants is very safe and, while not unheard of, poisoning from these products is very rare. Most deaths from fugu occur when untrained people catch and prepare the fish, accidentally poisoning themselves. In some cases they even eat the highly poisonous liver on purpose as a delicacy. As not all fish are equally poisonous this may not always lead to death, but sometimes give little more than the desired numbness on the lips and tongue while eating and shortly thereafter. However, in many cases this numbness of the lips is only the first step of a lethal fugu poisoning.


          Statistics from the Tokyo Bureau of Social Welfare and Public Health indicate 20-44 incidents of fugu poisoning per year between 1996 and 2006 in all of Japan, leading to 34-64 hospitalizations and 0-6 deaths per year, for an average fatality rate of 6.8%. Of the 23 incidents recorded within Tokyo between 1993 and 2006, only one took place in a restaurant, while the others all involved fishermen eating their catch. Much higher figures have been reported for earlier years, and for example in 1958 the first year the preparation of fugu required a special license in Japan 176 people died of fugu poisoning. According to the Fugu Research Institute 50% of the victims were poisoned by eating the liver, 43% from eating the ovaries and 7% from eating the skin. One of the most famous victims was the Kabuki actor and "living national treasure" Bandō Mitsugorō VIII who requested four servings of fugu liver and, in 1975, died after eating them. The fugu chef of the restaurant could not refuse the request from such a prestigious artist. Subsequently, the chef lost his license for breaking the law.


          There are some reports of completely paralyzed but fully conscious victims that were believed to be dead, and woke up a few days later or just before being cremated. In some parts of Japan a fugu victim is put next to his coffin for three days to verify the death. If the body does not decompose then it is not yet dead.


          The pufferfish is also reported to be one of the main ingredients used in voodoo to turn people into zombies. According to ethnobotanist Wade Davis, the pufferfish is the key ingredient in the first step of creating a zombie, where the tetrodotoxin creates a death-like state. In the second step, hallucinogens are used to hold the person in a will-less zombie state. There was considerable skepticism to Davis's claims; he was widely accused of fraud, and there has been no final statement as to the veracity of his findings.


          Scientists at Nagasaki University have reportedly succeeded in breeding a non-toxic variety of torafugu by restricting the fish's diet. With over 4,800 fish raised and found to be non-toxic, they are fairly certain that the fish's diet and digestive process are what actually produce the toxins that make it deadly. The non-toxic version is said to taste the same, but be completely safe for consumption. Some are skeptical, saying that the species of pufferfish play an important role (the fish could have all been of the same species which are all non-toxic), and that the toxicity has nothing to do with the pufferfish's diet.


          Recent evidence has shown that tetrodotoxin is produced by certain bacteria such as Pseudoalteromonas tetraodonis, certain species of Pseudomonas and Vibrio, as well as some others and that these are the source of the toxin in pufferfish.


          On August 23, 2007, a doctor in Thailand reported that unscrupulous fish sellers sold meat from the highly poisonous puffer fish disguised as salmon, which resulted in the deaths of fifteen people over the past three years. About 115 people were brought to different hospitals. Fugu was banned in Thailand five years prior.


          


          Social aspects


          
            [image: Fugu and Japanese amberjack by Hiroshige (1832)]
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          The popularity of fugu in Japan is an interesting phenomenon. Fugu is a very expensive fish, has some potentially lethal side effects, and is by most people considered to have a very weak taste (although many Japanese gourmets would disagree). The combination of these factors would normally give humans a low preference for its consumption. However, it seems one of the attractions of the low-flavored fish is the risk of potential death, regardless of how low that actual likelihood stands in a commercial restaurant. It can be assumed that the fish would be much less popular if it were not so poisonous.


          The Japanese poet Yosa Buson ( 17161783) expressed some of this feeling in a famous senryu:


          
            	I cannot see her tonight.


            	I have to give her up


            	So I will eat fugu.

          


          In the Kansai region the slang word teppo, (鉄砲) meaning rifle or gun, is used for the fish. This is a play of words on the verb ataru (当たる), which can mean either to be poisoned or to be shot. In Yamaguchi Prefecture, the pronunciation fuku is common instead of fugu. The former means good fortune whereas the latter is a homonym for disabled. The Tsukiji fish market fugu association holds a service each year at the height of the fugu season, releasing hundreds of caught fugu into the (rather polluted) Sumida River. A similar ceremony is also held at another large market in Shimonoseki.


          A rakugo, or humorous short story, tells of three men that prepared a fugu stew but were unsure as to whether it was safe to eat. To test the stew, they gave some to a beggar. When it did not seem to do him any harm they ate the stew. Later, they met the beggar again and were delighted to see that he was still in good health. After that encounter, the beggar, who had in fact not eaten the stew but hidden it, knew that it was safe and he could eat it. The three men had been fooled by the wise beggar.


          Chairman Kaga, the fictional eccentric and flamboyant host of the cooking show Iron Chef, was said to have died of fugu poisoning after the regular run of the series ended. The Chairman was killed off partly because the actor portraying him, Kaga Takeshi, had prior commitments that prevented him from reprising his role in an Iron Chef special.


          Lanterns can be made from the bodies of preserved fugu. These are occasionally seen outside of fugu restaurants, as children's toys, as folk art or as souvenirs for tourists. Fugu skin may also be made into everyday objects like wallets or waterproof boxes.


          There is a fugu museum in Osaka.


          


          Availability


          Most Japanese cities have one or more fugu restaurants. They may be clustered together, as past regulations had placed limits on where the stores may be opened, and the proximity of restaurants made it easier to have fugu delivered fresh. A famous restaurant specializing in fugu is Takefuku, in the Ginza district in Tokyo. Zuboraya is another popular chain in Osaka.


          Fugu is also consumed in South Korea, where it is known as bok (복). It is very popular in port cities such as Busan and Incheon. It is prepared in a number of dishes such as soups or salads and also commands a very high price.


          Few restaurants in the United States serve fugu; as of 2003, only seventeen restaurants were licensed to do so, of which twelve are in New York. The fugu is first cleaned of the most toxic parts in Japan and then is freeze-flown to the USA under licence, in purpose-built, clear, plastic containers. The fugu chefs for U.S. restaurants are trained under the same rigorous specifications as in Japan.


          Sale of fish belonging to this genus is forbidden altogether in the European Union.


          


          Scientific usage


          Fugu rubripes is a commonly used genetic model organism, particularly useful to bioinformaticians. The Fugu genome is unusually small for an organism of its complexity, and contains very little in the way of ' junk DNA.' This compactness makes its genome sequence very useful for identifying conserved functional elements.
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            [image: Composite image of the Moon as taken by the Galileo spacecraft on 7 December 1992. The color is 'enhanced' in the sense that the CCD camera is sensitive to near infrared wavelengths of light beyond human vision.]

            
              Composite image of the Moon as taken by the Galileo spacecraft on 7 December 1992. The colour is 'enhanced' in the sense that the CCD camera is sensitive to near infrared wavelengths of light beyond human vision.
            

          


          Full moon is a lunar phase that occurs when the Moon is on the opposite side of the Earth from the Sun. More precisely, a full moon occurs when the geocentric apparent longitudes of the Sun and Moon differ by 180 degrees; the Moon is then in opposition with the Sun. At this time, as seen by viewers on Earth, the hemisphere of the Moon that is facing the earth (the near side) is fully illuminated by the Sun and appears round. Only during a full moon is the opposite hemisphere of the Moon, which is not visible from Earth (the far side), completely unilluminated.


          As a lunar month is about 29.531 days long, the full moon falls on either the 14th or 15th of the lunar month in those calendars that start the month on the new moon. In any event, the period between full moons can be either 29 or 30 days.


          


          Characteristics


          Although it takes only 27.322 days on average for the Moon to complete one orbit around the Earth (the sidereal month), as a result of the Earth's orbital motion around the Sun it requires about two additional days for the Earth, Moon, and Sun to acquire the same relative geometry. So on average the number of days between two similar phases (e.g., between one full moon and the next full moon) is about 29.531 days. This period is referred to as a lunation, lunar month, or synodic month. The actual number of days in a lunation can vary from about 29.272 to 29.833 because the velocities of the Moon and of the Earth are not constant in their elliptic orbits, and because of gravitational interactions with other bodies in the solar system.


          Because the month of February has only 28 days (or 29 in a leap year), there have been a few occasions during which this month has been without a full moon. In particular, there was no full moon in February of 1866, 1885, 1915, 1934, 1961 or 1999. There will be no full moon during February of 2018. In these years, there were instead either two full moons in January, March, or both (as in 1999). In the leap year of 1972, there was a full moon on February 29. The previous February 29 full moon occurred in 1820 and before that in 1752.


          A full moon is often thought of as an event of a full night's duration. This is somewhat misleading, as the Moon seen from Earth is continuously becoming larger or smaller (though much too slowly to notice with the naked eye). Its absolute maximum size occurs at the moment expansion has stopped, and when graphed, its tangent slope is zero. For any given location, about half of these absolute maximum full moons will be potentially visible, as the other half occur during the day, when the full moon is below the horizon. Many almanacs list full moons not just by date, but by their exact time as well (usually in GMT). Typical monthly calendars which include phases of the moon may be off by one day if intended for use in a different time zone.


          The date and time of a specific full moon (assuming a circular orbit) can be calculated from the equation:


          
            	[image:  D = 20.362954 + 29.5305888531 \times N + 102.19 \times 10^{-12} \times N^2]

          


          where D is the number of days since 1 January 2000 00:00:00 UTC, and N is an integer number of full moons, starting with 0 for the first full moon of the year 2000. The true time of a full moon may differ from this approximation by up to about 14.5 hours as a result of the non-circularity of the moon's orbit. The age and apparent size of the full moon vary in a cycle of just under 14 synodic months, which has been referred to as a full moon cycle.


          Full moons are generally a poor time to conduct astronomical observations, since the bright reflected sunlight from the moon overwhelms the dimmer light from stars.


          


          Folklore


          Full Moons are traditionally associated with temporal insomnia, insanity (hence the terms lunacy and lunatic) and various "magical phenomena" such as lycanthropy. Psychologists, however, have found that there is no strong evidence for effects on human behaviour around the time of a full moon. They find that studies are generally not consistent, with some showing a positive effect and others showing a negative effect. In one instance, the December 23, 2000 issue of the British Medical Journal published two studies on dog bite admission to hospitals in England and Australia. The study of the Bradford Royal Infirmary found that dog bites were twice as common during a full moon, whereas the study conducted by the public hospitals in Australia found that they were less likely.


          Many neopagans hold a monthly ritual called an Esbat at each full moon, while some people practicing traditional Chinese religions prepare their ritual offerings to their ancestors and deities on every full and new moon.


          


          Calendars


          The Hindu, Thai, Hebrew, Islamic, Tibetan, Mayan, Neo-pagan, Celtic, and the traditional Chinese calendars are all based on the phases of the Moon. None of these calendars, however, begin their months with the full moon. In the Chinese, Jewish, Thai and some Hindu calendars, the full moon always occurs in the middle of a month.


          In the Gregorian calendar, the date of Easter is the first Sunday after the ecclesiastical full moon which occurs after the ecclesiastical vernal equinox. In this context, the date of the full moon (together with the date of the vernal equinox) is calculated not according to actual astronomical phenomena, but according to a calendrical approximation of these phenomena.


          In the Chinese calendar, the Mid-Autumn Festival falls on the full moon of the eighth month, whereas the Lantern Festival falls on the first full moon of the year.


          


          Full moon names
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              The full moon, as observed from Earth on a clear day.
            

          


          It is traditional to assign special names to each full moon of the year, although the rule for determining which name will be assigned has changed over time (see article at blue moon). An ancient method of assigning names is based upon seasons and quarters of the year. For instance, the Egg Moon (the Full Moon before Easter) would be the first moon after March 21st, and the Lenten Moon would be the last moon on or before March 21st. Modern practice, however, is to assign the traditional names based on the Gregorian calendar month in which the full moon falls. This method frequently results in the same name as the older method would, and is far more convenient to use.


          The following table gives the traditional English names for each month's full moon, the names given by Native Americans in the northern and eastern United States, other common names, and Hindu names. Note that purnima or pornima is Hindi for full moon, which has also become the Malay word for full moon purnama.


          
            
              Full Moon Names
            

            
              	Month

              	English Names

              	Native American Names

              	Other Names Used

              	Hindu Names
            


            
              	January

              	Old Moon

              	Wolf Moon

              	Moon After Yule, Ice Moon

              	Paush Poornima
            


            
              	February

              	Wolf Moon

              	Snow Moon

              	Hunger Moon, Storm Moon

              	Magh Poornima
            


            
              	March

              	Lenten Moon

              	Worm Moon

              	Crow Moon, Crust Moon, Sugar Moon, Sap Moon, Chaste Moon

              	Holi
            


            
              	April

              	Egg Moon

              	Pink Moon

              	Sprouting Grass Moon, Fish Moon, Seed Moon, Waking Moon

              	Hanuman Jayanti
            


            
              	May

              	Milk Moon

              	Flower Moon

              	Corn Planting Moon, Corn Moon, Hare's Moon

              	Buddha Poornima
            


            
              	June

              	Flower Moon

              	Strawberry Moon

              	Rose Moon, Hot Moon, Planting Moon

              	Wat Poornima
            


            
              	July

              	Hay Moon

              	Buck Moon

              	Thunder Moon, Mead Moon

              	Guru Poornima
            


            
              	August

              	Grain Moon

              	Sturgeon Moon

              	Red Moon, Green Corn Moon, Lightning Moon, Dog Moon

              	Narali Poornima, Raksha bandhan
            


            
              	September

              	Fruit Moon

              	Harvest Moon

              	Corn Moon, Barley Moon

              	Bhadrapad Poornima
            


            
              	October

              	Harvest Moon

              	Hunter's Moon

              	Travel Moon, Dying Grass Moon, Blood Moon

              	Kojagiri or Sharad Poornima
            


            
              	November

              	Hunter's Moon

              	Beaver Moon

              	Frost Moon, Snow Moon

              	Kartik Poornima
            


            
              	December

              	Oak Moon

              	Cold Moon

              	Frost Moon, Long Night's Moon, Moon Before Yule

              	Margashirsha Poornima
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              	Funchal
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              	Coat of arms

              	Flag
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              	Map
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              	Statistics
            


            
              	Region:

              	Madeira Islands
            


            
              	District:

              	Madeira Island
            


            
              	Population:

              	100,847
            


            
              	Area:

              	75.7 km
            


            
              	Density

              	1,332/km
            


            
              	Altitude:

              	Lowest and Centre: Atlantic Ocean

              Highest: Pico do Arieiro South Face 1,818 m (northwest)
            


            
              	Number of parishes:

              	10
            


            
              	Address of the city

              administration:

              	Cmara Municipal de Funchal

              Paos do Concelho

              Funchal 9000
            


            
              	Mayor:

              	Miguel Filipe Machado de Albuquerque
            


            
              	Website:

              	www.cm-funchal.pt
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              Funchal at night
            

          


          Funchal (pronounced [fũˈʃaɫˤ]), population 100,526, is the capital of the Madeira Islands of Portugal. Funchal is also the largest city on the islands and with its neighbouring boroughs has over 150,000 inhabitants. It was founded by Joo Gonalves Zarco in 1421 and was elevated to city status by King Manuel I in 1508.


          Today Funchal is a modern city, located in a unique area; the natural geological features form an "amphitheatre" surrounding the city, which begins at the harbour and rises almost 1200 metres high on gentle slopes. This provides a natural shelter and was what attracted the first settlers.


          Madeira's capital for more than five centuries, Funchal is said to have been named as such because of the abundance of fennel (funcho- in Portuguese) that was growing there.


          Part of Funchal Municipality is Ilhas Selvagens ( Savage Islands ), one nature reserve 160 km (100 mi) South of Funchal.


          Funchal is bypassed by a superhighway to the north east and southwest which accesses to Santa Cruz, the Madeira airport and Ribeira Brava.


          


          Churches and Parishes
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              Madeira's Casino, Funchal
            

          


          
            	Imaculado Corao de Maria


            	Monte


            	Santa Luzia


            	Santa Maria Maior


            	Santo Antnio


            	So Gonalo


            	So Martinho


            	So Pedro


            	So Roque


            	S

          


          There are 10 Roman Catholic parishes in Funchal region. The most populated is Santo Antnio.


          The British cemetery (or "Protestant Cemetery") in Funchal is located by the Holy Trinity Church. It contains the remains of a number of famous people, including Paul Langerhans, the discover of the insulin-producing islets in the pancreas which bear his name.


          


          History


          In the early 1400s, lvaro Fernandes was the commander of Funchal.


          In the 16th century Funchal was important as a stopping place between the Indies and the New World, and was known as a wealthy place. It was also the port for Madeiran sugar and wine.


          Funchal hosted the Funchal Island Tournament in 1981 with Club de Regatas Vasco da Gama of the Brazilian League.


          


          Famous people


          
            	Cristiano Ronaldo, Football Player of Manchester United


            	Jos Vicente Barbosa ( May 2, 1823 - November 3, 1907) Zoologist


            	Artur de Sousa Pinga, Legendary Portuguese football player


            	Alberto Joo Jardim, President of the Regional Government of Madeira


            	Aires de Ornelas e Vasconcelos, former Archbishop of Goa, India


            	Cabral do Nascimento, Poet


            	Pedro Camacho, Composer


            	Joo Fernandes Vieira, Military


            	Vnia Fernandes, Singer, Portugal's Eurovision Song Contest 2008 Contestant


            	Ftima Lopes, Fashion Designer


            	Mark Athias, Investigator and Reformer


            	Henrique Franco, Painter


            	Victor Costa, Composer


            	Jorge Borges, Jazz Pianist


            	Bruno Santos, Jazz Guitarist


            	Eurico Martins, Famous Badolins Orchestra Conductor and Orchestrator


            	Moises Henriques, Australian Cricketer
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        Functional programming


        
          

          In computer science, functional programming is a programming paradigm that treats computation as the evaluation of mathematical functions and avoids state and mutable data. It emphasizes the application of functions, in contrast with the imperative programming style that emphasizes changes in state.


          The lambda calculus provides the model for functional programming. Modern functional languages can be viewed as embellishments to the lambda calculus.


          While not fully functional, both the original Lisp and APL were important in the development of functional programming. Later versions of Lisp such as Scheme and variants of APL did provide full functional support. Other important functional languages include Erlang, Haskell, and ML.


          Functional programming languages, especially purely functional ones, have largely been emphasized in academia rather than in commercial software development. However, notable functional programming languages used in industry and commercial applications include Erlang (concurrent applications), R (statistics), Mathematica (symbolic math), ML, J and K (financial analysis), and domain-specific programming languages like XSLT.


          


          History


          Lambda calculus provides a theoretical framework for describing functions and their evaluation. Though it is a mathematical abstraction rather than a programming language, it forms the basis of almost all functional programming languages today.


          Combinatory logic is an equivalent theoretical foundation, developed by Moses Schnfinkel and Haskell Curry. It was originally developed to achieve a clearer approach to the foundations of mathematics. Combinatory logic is commonly perceived as more abstract than lambda calculus and preceded it in invention.


          An early functional-flavored language was LISP, developed by John McCarthy while at MIT for the IBM 700/7000 series scientific computers in the late 1950s. LISP introduced many features now found in functional languages, though LISP is technically a multi-paradigm language. Scheme and Dylan were later attempts to simplify and improve LISP.


          Information Processing Language (IPL) is sometimes cited as the first computer-based functional programming language. It is an assembly-style language for manipulating lists of symbols. It does have a notion of "generator", which amounts to a function accepting a function as an argument, and, since it is an assembly-level language, code can be used as data, so IPL can be regarded as having higher-order functions. However, it relies heavily on mutating list structure and similar imperative features.


          Kenneth E. Iverson developed the APL programming language in the early 1960s, described in his 1962 book A Programming Language ( ISBN 9780471430148). APL was the primary influence on John Backus's FP programming language. In the early 1990s, Iverson and Roger Hui created a successor to APL, the J programming language. In the mid 1990s, Arthur Whitney, who had previously worked with Iverson, created the K programming language, which is used commercially in financial industries.


          John Backus presented the FP programming language in his 1977 Turing Award lecture Can Programming Be Liberated From the von Neumann Style? A Functional Style and its Algebra of Programs. He defines functional programs as being built up in a hierarchical way by means of "combining forms" that allow an "algebra of programs"; in modern language, this means that functional programs follow the principle of compositionality. Backus's paper popularized research into functional programming, though it emphasized function-level programming rather than the lambda-calculus style which has come to be associated with functional programming.


          In the 1970s the ML programming language was created by Robin Milner at the University of Edinburgh, and David Turner developed initially the language SASL at the University of St. Andrews and later the language Miranda at the University of Kent. ML eventually developed into several dialects, the most common of which are now Objective Caml and Standard ML. The Haskell programming language was released in the late 1980s in an attempt to gather together many ideas in functional programming research.


          


          Concepts


          A number of concepts and paradigms are specific to functional programming, and generally foreign to imperative programming (including object oriented programming). However, programming languages are often hybrids of several programming paradigms so programmers using "mostly imperative" languages may have utilized some of these concepts.


          


          Higher-order functions


          Functions are higher-order when they can take other functions as arguments, and return them as results. (The derivative and antiderivative in calculus are examples of this.)


          Higher-order functions are closely related to first-class functions, in that higher-order functions and first-class functions both allow functions as arguments and results of other functions. The distinction between the two is subtle: "higher-order" describes a mathematical concept of functions that operate on other functions, while "first-class" is a computer science term that describes programming language entities that have no restriction on their use (thus first-class functions can appear anywhere in the program that other first-class entities like numbers can, including as arguments to other functions and as their return values).


          Higher-order functions enable currying, a technique in which a function is applied to its arguments one at a time, with each application returning a new (higher-order) function that accepts the next argument.


          


          Pure functions


          Purely functional programs have no side effects. This makes it easier to reason about their behaviour. However, almost no programmers bother to write purely functional programs, since, by definition, a program with no side effects (one that accepts no input, produces no output, and interfaces with no external devices) is formally equivalent to a program that does nothing; typically, purity is used to enforce a separation of concerns where one clearly-delineated section of the program does impure operations like I/O, and calls pure functions and libraries as needed to compute answers.


          For example, the result of applying a pure function to pure arguments does not depend on the order of evaluation. As a result, a language which has no impure functions (a "purely functional language," such as Haskell) may use call-by-need evaluation. However, not all functional languages are pure. The Lisp family of languages are not pure because they allow side-effects.


          Since pure functions do not modify shared variables, pure functions can be executed in parallel without interfering with one another. Pure functions are therefore thread-safe, which allow interpreters and compilers to use call-by-future evaluation.


          Pure functional programming languages typically enforce referential transparency, which is the notion that 'equals can be substituted for equals': if two expressions have "equal" values (for some notion of equality), then one can be substituted for the other in any larger expression without affecting the result of the computation. For example, in


          
            
y = f(x) * f(x);


          


          a compiler can factor out f(x) if it is pure, transforming the program to


          
            
z = f(x);
y = z * z;


          


          and eliminating the second evaluation of the (possibly costly) call to f(x). This optimization is called common subexpression elimination.


          However, if a function has side effects, the function call cannot be eliminated. Consider the following program fragment:


          
            
y = random() * random();


          


          The second call to random cannot be eliminated, because its return value may be different from that of the first call. Similarly,


          
            
y = printf("x") * printf("x");


          


          cannot be optimized away; even if printf returns the same value both times; failing to make the second call would result in different program output.


          While most compilers for imperative programming languages detect pure functions, and perform common subexpression elimination for pure function calls, pre-compiled libraries generally do not expose this information, preventing calls to external functions from being optimized away. Some compilers, such as gcc, add extra keywords for a programmer to explicitly mark external functions as pure so that this optimization can be performed in the presence of precompiled libraries. Fortran 95 allows functions without side-effects to be designated "pure".


          


          Recursion


          Iteration (looping) in functional languages is usually accomplished via recursion. Recursive functions invoke themselves, allowing an operation to be performed over and over. Recursion may require maintaining a stack, but tail recursion can be recognized and optimized by a compiler into the same code used to implement iteration in imperative languages. The Scheme programming language standard requires implementations to recognize and optimize tail recursion.


          Common patterns of recursion can be factored out using higher order functions, catamorphisms and anamorphisms (or "folds" and "unfolds") being the most obvious examples. Such higher order functions play a role analogous to built-in control structures such as loops in imperative languages.


          


          Strict, non-strict and lazy evaluation


          Functional languages can be categorized by whether they use strict or non-strict evaluation, concepts that refer to how function arguments are processed when an expression is being evaluated. To illustrate, consider the following two functions f and g:

          
f(x) := x^2+x+1
g(x, y) := x+y



          The following expression can be evaluated in one of two ways.

          
f(g(1, 4))



          Evaluate the innermost function g first:

          
f(g(1, 4))  f(1+4)  f(5)  5^2+5+1  31



          Or evaluate the outermost function f first:

          
f(g(1, 4))  g(1,4)^2+g(1,4)+1  (1+4)^2+(1+4)+1  5^2+5+1  31



          The first case is an instance of strict evaluation: arguments to a function are evaluated before the function call; while the second case is an instance of non-strict evaluation where arguments are passed to the function unevaluated and the calling function determines when the arguments are to be evaluated.


          Strict evaluation has efficiency advantages. An argument is evaluated once with strict evaluation, while it may be evaluated multiple times with non-strict evaluation, as can be seen in the above example where g(1,4) is evaluated twice. Also, strict evaluation is easier to implement since the arguments passed to a function are data values, whereas with non-strict evaluation arguments may be expressions, requiring some notion of closure. For these reasons, the earliest functional languages, such as Lisp, ISWIM and ML use strict evaluation.


          However there are reasons for preferring non-strict evaluation. Lambda calculus provides a stronger theoretic foundation for languages that employ non-strict evaluation. Also non-strict evaluation provides for a more expressive language. For example, it supports infinite data structures, such as a list of all prime numbers (such structures are of use when an indefinite but finite part of the structure is required).


          The need for a more efficient form of non-strict evaluation led to the development of lazy evaluation, a type of non-strict evaluation, where the initial evaluation of an argument is shared throughout the evaluation sequence. Consequently an argument (such as g(1,4) in the above example) is never evaluated more than once. Lazy evaluation tends to be used by pure functional languages such as Miranda, Clean and Haskell; however many other more recent functional languages continue to use strict evaluation.


          


          Functional programming in non-functional languages


          It is possible to employ a functional style of programming in languages that are not traditionally considered functional languages. Some non-functional languages have borrowed features such as higher-order functions, and list comprehensions from functional programming languages. This makes it easier to adopt a functional style when using these languages. Functional constructs such as higher-order functions and lazy lists can be obtained in C++ via libraries. In C one can use function pointers to get some of the effects of higher-order functions, for example one can implement the common function map using function pointers. Widespread declarative domain specific languages like SQL and Lex/ Yacc, while not always Turing-complete, use some elements of functional programming, especially in eschewing mutable values.


          


          Comparison of functional and imperative programming


          Functional programming is very different from imperative programming. The most significant differences stem from the fact that functional programming avoids side effects, which are used in imperative programming to implement state and I/O. Pure functional programming disallows side effects completely. Disallowing side effects provides for referential transparency, which makes it easier to verify, optimize, and parallelize programs, and easier to write automated tools to perform those tasks.


          Higher order functions are rarely used in older imperative programming. Where a traditional imperative program might use a loop to traverse a list, a functional style would often use a higher-order function, map, that takes as arguments a function and a list, applies the function to each element of the list, and returns a list of the results.


          


          Simulating state


          There are tasksfor example, maintaining a bank account balancethat often seem most naturally implemented with state. Pure functional programming performs these tasks, and I/O tasks such as accepting user input and printing to the screen, in a different way.


          The pure functional programming language Haskell implements them using monads, derived from category theory. Monads are powerful and offer an intuitive way to model state (and other side effects such as IO) in an imperative manner without losing purity. While existing monads are easy to use, many find it difficult to understand how to define new monads (which is sometimes needed for certain types of libraries).


          Alternative methods such as Hoare logic and uniqueness have been developed to track side effects in programs. Some modern research languages use effect systems to make explicit the presence of side effects.


          


          Efficiency issues


          Functional programming languages have automatic memory management with garbage collection, in contrast to older imperative languages like C and Pascal which use explicit memory management. Functional programming languages have been perceived as less efficient in their use of CPU and memory than those languages. However, many modern imperative languages such as Java, Perl, Python, and Ruby also perform automatic memory management.


          Functional programming languages have become more efficient over the years. For programs that perform intensive numerical computations, functional languages such as OCaml and Clean are similar in speed to C. For programs that handle large matrices and multidimensional databases, array functional languages (such as J and K) were designed with speed optimization in mind.


          Purely functional languages have a reputation for being slower than imperative languages. However, immutability of data can, in many cases, lead to execution efficiency in allowing the compiler to make assumptions that are unsafe in an imperative language. The worst-case slowdown was shown to be exponential. Situations where such slowdowns arise occur very rarely in practice. They do imply, however, that non-functional supersets of applicative languages are sometimes important.


          


          Coding styles


          Imperative programs tend to emphasize the series of steps taken by a program in carrying out an action, while functional programs tend to emphasize the composition and arrangement of functions, often without specifying explicit steps. A simple example of two solutions to the same programming goal (using the same multi-paradigm language Python) illustrates this.


          
            
# imperative style
target = [] # create empty list
for item in source_list: # iterate over each thing in source
 trans1 = G(item) # transform the item with the G() function
 trans2 = F(trans1) # second transform with the F() function
 target.append(trans2) # add transformed item to target


          


          A functional version has a different feel to it:


          
            
# functional style
# FP-oriented languages often have standard compose()
compose2 = lambda F, G: lambda x: F(G(x))
target = map(compose2(F,G), source_list)


          


          In contrast to the imperative style that describes the steps involved in building target, the functional style describes the mathematical relationship between source_list and target.
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        Function composition


        
          

          In mathematics, a composite function, formed by the composition of one function on another, represents the application of the former to the result of the application of the latter to the argument of the composite. The functions f:XY and g:YZ can be composed by first applying f to an argument x and then applying g to the result. Thus one obtains a function gof: XZ defined by (gof)(x)= g(f(x)) for all x in X. The notation gof is read as "g circle f", or "g composed with f", "g following f", or just "g of f".


          


          The composition of functions is always associative. That is, if f, g, and h are three functions with suitably chosen domains and codomains, then fo(goh)=(fog)oh. Since there is no distinction between the choices of placement of parentheses, they may be safely left off.


          The functions g and f commute with each other if gof = fog. In general, composition of functions will not be commutative. Commutativity is a special property, attained only by particular functions, and often in special circumstances. For example, [image: \left | x \right | + 3 = \left | x + 3 \right |\,] only when [image: x \ge 0]. But inverse functions always commute to produce the identity mapping.


          Derivatives of compositions involving differentiable functions can be found using the chain rule. "Higher" derivatives of such functions are given by Fa di Bruno's formula.


          


          Example


          As an example, suppose that an airplane's elevation at time t is given by the function h(t) and that the oxygen concentration at elevation x is given by the function c(x). Then (coh)(t) describes the oxygen concentration around the plane at time t.


          


          Functional powers


          If [image: Y \subseteq X] then [image: f: X\rightarrow Y] may compose with itself; this is sometimes denoted [image: f^2\,]. Thus:


          
            	[image: (f\circ f)(x) = f(f(x)) = f^2(x)]

          


          
            	[image: (f\circ f\circ f)(x) = f(f(f(x))) = f^3(x)]

          


          Repeated composition of a function with itself is called function iteration.


          The functional powers [image: f\circ f^n=f^n\circ f=f^{n+1}] for natural [image: n\,] follow immediately.


          
            	By convention, [image: f^0= id_{D(f)}\,] [image: \big(]the identity map on the domain of [image: f\big)].


            	If [image: f: X\rightarrow X] admits an inverse function, negative functional powers [image: f^{-k}\,] [image: (k>0\,)] are defined as the opposite power of the inverse function, [image: (f^{-1})^k\,].

          


          Note: If f takes its values in a ring (in particular for real or complex-valued f), there is a risk of confusion, as fn could also stand for the n-fold product of f, e.g. f2(x) = f(x)f(x).


          (For trigonometric functions, usually the latter is meant, at least for positive exponents. For example, in trigonometry, this superscript notation represents standard exponentiation when used with trigonometric functions: sin2(x)=sin(x)sin(x). However, for negative exponents (especially 1), it nevertheless usually refers to the inverse function, e.g., tan1 = arctan ( 1/tan).


          In some cases, an expression for f in g(x)=f r(x) can be derived from the rule for g given non-integer values of r. This is called fractional iteration. A simple example would be that where f is the successor function, f r(x) = x + r.


          Iterated functions occur naturally in the study of fractals and dynamical systems.


          


          Composition monoids


          Suppose one has two (or more) functions f: X  X, g: X  X having the same domain and range. Then one can form long, potentially complicated chains of these functions composed together, such as fofogof. Such long chains have the algebraic structure of a monoid, sometimes called the composition monoid. In general, composition monoids can have remarkably complicated structure. One particular notable example is the de Rham curve. The set of all functions f: X  X is called the full transformation semigroup on X.


          If the functions are bijective, then the set of all possible combinations of these functions form a group; and one says that the group is generated by these functions.


          The set of all bijective functions f:XX form a group with respect to the composition operator. This is the symmetric group, also sometimes called the composition group.


          


          Alternative notation


          In the mid-20th century, some mathematicians decided that writing "gof" to mean "first apply f, then apply g" was too confusing and decided to change notations. They wrote "xf" for "f(x)" and "xfg" for "g(f(x))". This can be more natural and seem simpler than writing functions on the left in some areas.


          Category Theory uses f;g interchangeably with gof.


          


          Composition operator


          Given a function g, the composition operator Cg is defined as that operator which maps functions to functions as


          
            	[image: C_g f = f \circ g.]

          


          Composition operators are studied in the field of operator theory.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Function_composition"
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        Function (mathematics)


        
          

          
            [image: Graph of example function, ]

            Graph of example function,

            [image: \begin{align}&\scriptstyle f \colon [-1,1.5] \to [-1,1.5] \\ &\textstyle x \mapsto \frac{(4x^3-6x^2+1)\sqrt{x+1}}{3-x}\end{align}]

          


          The mathematical concept of a function expresses dependence between two quantities, one of which is given (the independent variable, argument of the function, or its "input") and the other produced (the dependent variable, value of the function, or "output"). A function associates a single output to each input element drawn from a fixed set, such as the real numbers.


          There are many ways to give a function: by a formula, by a plot or graph, by an algorithm that computes it, by a description of its properties. Sometimes, a function is described through its relationship to other functions (see, for example, inverse function). In applied disciplines, functions are frequently specified by their tables of values or by a formula. Not all types of description can be given for every possible function, and one must make a firm distinction between the function itself and multiple ways of presenting or visualizing it.


          One idea of enormous importance in all of mathematics is composition of functions: if z is a function of y and y is a function of x, then z is a function of x. We may describe it informally by saying that the composite function is obtained by using the output of the first function as the input of the second one. This feature of functions distinguishes them from other mathematical constructs, such as numbers or figures, and provides the theory of functions with its most powerful structure.


          


          Introduction


          Functions play a fundamental role in all areas of mathematics, as well as in other sciences and engineering. However, the intuition pertaining to functions, notation, and even the very meaning of the term "function" varies between the fields. More abstract areas of mathematics, such as set theory, consider very general types of functions, which may not be specified by a concrete rule and are not governed by any familiar principles. The characteristic property of a function in the most abstract sense is that it relates exactly one output to each of its admissible inputs. Such functions need not involve numbers and may, for example, associate each of a set of words with their own first letters.


          Functions in algebra are usually expressible in terms of algebraic operations. Functions studied in analysis, such as the exponential function, may have additional properties arising from continuity of space, but in the most general case cannot be defined by a single formula. Analytic functions in complex analysis may be defined fairly concretely through their series expansions. On the other hand, in lambda calculus, function is a primitive concept, instead of being defined in terms of set theory. The terms transformation and mapping are often synonymous with function. In some contexts, however, they differ slightly. In the first case, the term transformation usually applies to functions whose inputs and outputs are elements of the same set or more general structure. Thus, we speak of linear transformations from a vector space into itself and of symmetry transformations of a geometric object or a pattern. In the second case, used to describe sets whose nature is arbitrary, the term mapping is the most general concept of function.


          Mathematical functions are denoted frequently by letters, and the standard notation for the output of a function  with the input x is (x). A function may be defined only for certain inputs, and the collection of all acceptable inputs of the function is called its domain. The set of all resulting outputs is called the range of the function. However, in many fields, it is also important to specify the codomain of a function, which contains the range, but need not be equal to it. The distinction between range and codomain lets us ask whether the two happen to be equal, which in particular cases may be a question of some mathematical interest.


          For example, the expression (x) = x2 describes a function  of a variable x, which, depending on the context, may be an integer, a real or complex number or even an element of a group. Let us specify that x is an integer; then this function relates each input, x, with a single output, x2, obtained from x by squaring. Thus, the input of 3 is related to the output of 9, the input of 1 to the output of 1, and the input of 2 to the output of 4, and we write (3) = 9, (1)=1, (2)=4. Since every integer can be squared, the domain of this function consists of all integers, while its range is the set of perfect squares. If we choose integers as the codomain as well, we find that many numbers, such as 2, 3, and 6, are in the codomain but not the range.


          It is a usual practice in mathematics to introduce functions with temporary names like ; in the next paragraph we might define (x)= 2x+1, and then (3)= 7. When a name for the function is not needed, often the form y=x2 is used.


          If we use a function often, we may give it a more permanent name as, for example,


          
            	[image: \operatorname{Square}(x) = x^2 . \,\!]

          


          The essential property of a function is that for each input there must be a unique output. Thus, for example, the formula


          
            	[image: \operatorname{Root}(x) = \pm \sqrt x ]

          


          does not define a function of a positive real variable, because it assigns two outputs to each number: the square roots of 9 are 3 and 3. To make the square root a function, we must specify which square root to choose. The definition


          
            	[image: \operatorname{Posroot}(x) = \sqrt x \,\!]

          


          for any positive input chooses the positive square root as an output.


          As mentioned above, a function need not involve numbers. By way of examples, consider the function that associates with each word its first letter or the function that associates with each triangle its area.


          


          Definitions


          Because functions are used in so many areas of mathematics, and in so many different ways, no single definition of function has been universally adopted. Some definitions are elementary, while others use technical language that may obscure the intuitive notion. Nevertheless, the essential idea is the same in every definition.


          One elementary definition is that


          
            	A function is given by an arithmetic expression describing how one number depends on another.

          


          An example of such a function is y=5x20x3+16x5, where the value of y depends on the value of x. This is entirely satisfactory for parts of elementary mathematics, but is too clumsy and restrictive for more advanced areas. For example, the cosine function used in trigonometry cannot be written in this way; the best we can do is an infinite series,


          
            	[image: \cos(x) = 1 - \frac12 x^2 + \frac 1{24} x^4 - \frac 1{720} x^6 + \dotsb]

          


          That said, if we are willing to accept series as an extended sense of "arithmetic expression", we have a definition that served mathematics reasonably well for hundreds of years.


          Eventually the gradual transformation of intuitive "calculus" into formal "analysis" brought the need for a broader definition. The emphasis shifted from how a function was presented  as a formula or rule  to a more abstract concept. Part of the new foundation was the use of sets, so that functions were no longer restricted to numbers. Thus we can say that


          
            	A function  from a set X to a set Y associates to each element x in X an element y=(x) in Y.

          


          Note that X and Y need not be different sets; it is possible to have a function from a set to itself. Although it is possible to interpret the term "associates" in this definition with a concrete rule for the association, it is essential to move beyond that restriction. For example, we can sometimes prove that a function with certain properties exists, yet not be able to give any explicit rule for the association. In fact, in some cases it is impossible to give an explicit rule producing a specific y for each x, even though such a function exists. In the context of functions defined on arbitrary sets, it is not even clear how the phrase "explicit rule" should be interpreted.


          As functions take on new roles and find new uses, the relationship of the function to the sets requires more precision. Perhaps every element in Y is associated with some x, perhaps not. In some parts of mathematics, including recursion theory and functional analysis, it is convenient to allow values of x with no association (in this case, the term partial function is often used). To be able to discuss such distinctions, many authors split a function into three parts, each a set:


          
            	A function  is an ordered triple of sets (F,X,Y) with restrictions, where

              
                	F (the graph) is a set of ordered pairs (x,y),


                	X (the source) contains all the first elements of F and perhaps more, and


                	Y (the target) contains all the second elements of F and perhaps more.

              

            

          


          The most common restrictions are that F pairs each x with just one y, and that X is just the set of first elements of F and no more.


          When no restrictions are placed on F, we speak of a relation between X and Y rather than a function. The relation is "single-valued" when the first restriction holds: (x,y1)F and (x,y2)F together imply y1=y2. Relations that are not single valued are sometimes called multivalued functions. A relation is "total" when a second restriction holds: if xX then (x,y)F for some y. Thus we can also say that


          
            	A function from X to Y is a single-valued, total relation between X and Y.

          


          The range of F, and of , is the set of all second elements of F; it is often denoted by rng. The domain of F is the set of all first elements of F; it is often denoted by dom. There are two common definitions for the domain of  some authors define it as the domain of F, while others define it as the source of F.


          The target Y of  is also called the codomain of , denoted by cod; and the range of  is also called the image of , denoted by im. The notation :XY indicates that  is a function with domain X and codomain Y.


          Some authors omit the source and target as unnecessary data. Indeed, given only the graph F, one can construct a suitable triple by taking domF to be the source and rngF to be the target; this automatically causes F to be total. However, most authors in advanced mathematics prefer the greater power of expression afforded by the triple, especially the distinction it allows between range and codomain.


          Incidentally, the ordered pairs and triples we have used are not distinct from sets; we can easily represent them within set theory. For example, we can use {{x},{x,y}} for the pair (x,y). Then for a triple (x,y,z) we can use the pair ((x,y),z). An important construction is the Cartesian product of sets X and Y, denoted by XY, which is the set of all possible ordered pairs (x,y) with xX and yY. We can also construct the set of all possible functions from set X to set Y, which we denote by either [XY] or YX.


          We now have tremendous flexibility. By using pairs for X we can treat, say, subtraction of integers as a function, sub:ZZZ. By using pairs for Y we can draw a planar curve using a function, crv:RRR. On the unit interval, I, we can have a function defined to be one at rational numbers and zero otherwise, rat:I2. By using functions for X we can consider a definite integral over the unit interval to be a function, int:[IR]R.


          Yet we still are not satisfied. We may want even more generality, like a function whose integral is a step function; thus we define so-called generalized functions. We may want less generality, like a function we can always actually use to get a definite answer; thus we define primitive recursive functions and then limit ourselves to those we can prove are effectively computable. Or we may want to relate not just sets, but algebraic structures, complete with operations; thus we define homomorphisms.


          


          History


          The history of the function concept in mathematics is described by da Ponte (1992). As a mathematical term, "function" was coined by Gottfried Leibniz in 1694, to describe a quantity related to a curve, such as a curve's slope at a specific point. The functions Leibniz considered are today called differentiable functions. For this type of function, one can talk about limits and derivatives; both are measurements of the output or the change in the output as it depends on the input or the change in the input. Such functions are the basis of calculus.


          The word function was later used by Leonhard Euler during the mid-18th century to describe an expression or formula involving various arguments, e.g. (x) = sin(x) + x3.


          During the 19th century, mathematicians started to formalize all the different branches of mathematics. Weierstrass advocated building calculus on arithmetic rather than on geometry, which favoured Euler's definition over Leibniz's (see arithmetization of analysis).


          At first, the idea of a function was rather limited. Joseph Fourier, for example, claimed that every function had a Fourier series, something no mathematician would claim today. By broadening the definition of functions, mathematicians were able to study "strange" mathematical objects such as continuous functions that are nowhere differentiable. These functions were first thought to be only theoretical curiosities, and they were collectively called "monsters" as late as the turn of the 20th century. However, powerful techniques from functional analysis have shown that these functions are in some sense "more common" than differentiable functions. Such functions have since been applied to the modeling of physical phenomena such as Brownian motion.


          Towards the end of the 19th century, mathematicians started to formalize all of mathematics using set theory, and they sought to define every mathematical object as a set. Dirichlet and Lobachevsky are traditionally credited with independently giving the modern "formal" definition of a function as a relation in which every first element has a unique second element, but Dirichlet's claim to this formalization is disputed by Imre Lakatos:


          
            	There is no such definition in Dirichlet's works at all. But there is ample evidence that he had no idea of this concept. In his [1837], for instance, when he discusses piecewise continuous functions, he says that at points of discontinuity the function has two values: ...


            	(Proofs and Refutations, 151, Cambridge University Press 1976.)

          


          Hardy (1908), pp.2628) defined a function as a relation between two variables x and y such that "to some values of x at any rate correspond values of y." He neither required the function to be defined for all values of x nor to associate each value of x to a single value of y. This broad definition of a function encompasses more relations than are ordinarily considered functions in contemporary mathematics.


          The notion of a function as a rule for computing, rather than a special kind of relation, has been studied extensively in mathematical logic and theoretical computer science. Models for these computable functions include the lambda calculus, the -recursive functions and Turing machines.


          


          Vocabulary


          A specific input in a function is called an argument of the function. For each argument value x, the corresponding unique y in the codomain is called the function value at x, or the image of x under . The image of x may be written as (x) or as y. (See the section on notation.)


          The graph of a function  is the set of all ordered pairs (x, (x)), for all x in the domain X. If X and Y are subsets of R, the real numbers, then this definition coincides with the familiar sense of "graph" as a picture or plot of the function, with the ordered pairs being the Cartesian coordinates of points.


          The concept of the image can be extended from the image of a point to the image of a set. If A is any subset of the domain, then (A) is the subset of the range consisting of all images of elements of A. We say the (A) is the image of A under f.


          Notice that the range of  is the image (X) of its domain, and that the range of  is a subset of its codomain.


          The preimage (or inverse image, or more precisely, complete inverse image) of a subset B of the codomain Y under a function  is the subset of the domain X defined by


          
            	[image: f^{-1}(B) = \{x \in X�: f(x) \in B\}]

          


          So, for example, the preimage of {4, 9} under the squaring function is the set {3,2,+2,+3}.


          In general, the preimage of a singleton set (a set with exactly one element) may contain any number of elements. For example, if (x) = 7, then the preimage of {5} is the empty set but the preimage of {7} is the entire domain. Thus the preimage of an element in the codomain is a subset of the domain. The usual convention about the preimage of an element is that 1(b) means 1({b}), i.e


          
            	[image: f^{-1}(b) = \{x \in X�: f(x) = b\}]

          


          Three important kinds of function are the injections (or one-to-one functions), which have the property that if (a) = (b) then a must equal b; the surjections (or onto functions), which have the property that for every y in the codomain there is an x in the domain such that (x) = y; and the bijections, which are both one-to-one and onto. This nomenclature was introduced by the Bourbaki group.


          When the first definition of function given above is used, since the codomain is not defined, the "surjection" must be accompanied with a statement about the set the function maps onto. For example, we might say  maps onto the set of all real numbers.


          


          Restrictions and extensions


          Informally, a restriction of a function  is the result of trimming its domain.


          More precisely, if  is a function from a X to Y, and S is any subset of X, the restriction of  to S is the function |S from S to Y such that |S(s) = (s) for all s in S.


          If g is any restriction of , we say that  is an extension of g.


          


          Notation


          It is common to omit the parentheses around the argument when there is little chance of ambiguity, thus: sinx. In some formal settings, use of reverse Polish notation, x, eliminates the need for any parentheses; and, for example, the factorial function is always written n!, even though its generalization, the gamma function, is written (n).


          Formal description of a function typically involves the function's name, its domain, its codomain, and a rule of correspondence. Thus we frequently see a two-part notation, an example being


          
            	[image: \begin{align} f\colon \mathbb{N} &\to \mathbb{R} \ n &\mapsto \frac{n}{\pi} \end{align}]

          


          where the first part is read:


          
            	" is a function from N to R" (one often writes informally "Let : X  Y" to mean "Let  be a function from X to Y"), or


            	" is a function on N into R", or


            	" is a R-valued function of an N-valued variable",

          


          and the second part is read:


          
            	[image:  n \,] maps to [image:  \frac{n}{\pi} \,\! ]

          


          Here the function named "" has the natural numbers as domain, the real numbers as codomain, and maps n to itself divided by . Less formally, this long form might be abbreviated


          
            	[image:  f(n) = \frac{n}{\pi} , \,\! ]

          


          though with some loss of information; we no longer are explicitly given the domain and codomain. Even the long form here abbreviates the fact that the n on the right-hand side is silently treated as a real number using the standard embedding.


          An alternative to the colon notation, convenient when functions are being composed, writes the function name above the arrow. For example, if  is followed by g, where g produces the complex number eix, we may write


          
            	[image:  \mathbb{N} \xrightarrow{f} \mathbb{R} \xrightarrow{g} \mathbb{C} . \,\! ]

          


          A more elaborate form of this is the commutative diagram.


          Use of (A) to denote the image of a subset AX is consistent so long as no subset of the domain is also an element of the domain. In some fields (e.g. in set theory, where ordinals are also sets of ordinals) it is convenient or even necessary to distinguish the two concepts; the customary notation is [A] for the set { (x): x  A }; some authors write `x instead of (x), and ``A instead of [A].


          


          Function composition


          The function composition of two or more functions uses the output of one function as the input of another. For example, (x) = sin(x2) is the composition of the sine function and the squaring function. The functions :XY and g:YZ can be composed by first applying  to an argument x to obtain y = (x) and then applying g to y to obtain z = g(y). The composite function formed in this way from general  and g may be written


          
            	[image: \begin{align} g\circ f\colon X &\to Z \ x &\mapsto g(f(x)). \end{align}]

          


          The function on the right acts first and the function on the left acts second, reversing English reading order. We remember the order by reading the notation as "g of ". The order is important, because rarely do we get the same result both ways. For example, suppose (x)= x2 and g(x)= x+1. Then g((x))= x2+1, while (g(x))= (x+1)2, which is x2+2x+1, a different function.


          


          Identity function


          The unique function over a set X that maps each element to itself is called the identity function for X, and typically denoted by idX. Each set has its own identity function, so the subscript cannot be omitted unless the set can be inferred from context. Under composition, an identity function is "neutral": if  is any function from X to Y, then


          
            	[image: \begin{align} f \circ \mathrm{id}_X &= f , \ \mathrm{id}_Y \circ f &= f . \end{align}]

          


          


          Inverse function


          If  is a function from X to Y then an inverse function for , denoted by 1, is a function in the opposite direction, from Y to X, with the property that a round trip (a composition) returns each element to itself. Not every function has an inverse; those that do are called invertible.


          As a simple example, if  converts a temperature in degrees Celsius to degrees Fahrenheit, the function converting degrees Fahrenheit to degrees Celsius would be a suitable 1.


          
            	[image: \begin{align} f(C) &= \tfrac95 C + 32 \ f^{-1}(F) &= \tfrac59 (F - 32) \end{align}]

          


          The notation for composition reminds us of multiplication; in fact, sometimes we denote it using juxtaposition, g, without an intervening circle. Under this analogy, identity functions are like 1, and inverse functions are like reciprocals (hence the notation).


          


          Specifying a function


          A function can be defined by any mathematical condition relating each argument to the corresponding output value. If the domain is finite, a function  may be defined by simply tabulating all the arguments x and their corresponding function values (x). More commonly, a function is defined by a formula, or (more generally) an algorithm  a recipe that tells how to compute the value of (x) given any x in the domain.


          There are many other ways of defining functions. Examples include recursion, algebraic or analytic closure, limits, analytic continuation, infinite series, and as solutions to integral and differential equations. The lambda calculus provides a powerful and flexible syntax for defining and combining functions of several variables.


          


          Computability


          Functions that send integers to integers, or finite strings to finite strings, can sometimes be defined by an algorithm, which gives a precise description of a set of steps for computing the output of the function from its input. Functions definable by an algorithm are called computable functions. For example, the Euclidean algorithm gives a precise process to compute the greatest common divisor of two positive integers. Many of the functions studied in the context of number theory are computable.


          Fundamental results of computability theory show that there are functions that can be precisely defined but are not computable. Moreover, in the sense of cardinality, almost all functions from the integers to integers are not computable. The number of computable functions from integers to integers is countable, because the number of possible algorithms is. The number of all functions from integers to integers is higher: the same as the cardinality of the real numbers. Thus most functions from integers to integers are not computable. Specific examples of uncomputable functions are known, including the busy beaver function and functions related to the halting problem and other undecidable problems.


          


          Functions with multiple inputs and outputs


          The concept of function can be extended to an object that takes a combination of two (or more) argument values to a single result. This intuitive concept is formalized by a function whose domain is the Cartesian product of two or more sets.


          For example, consider the multiplication function that associates two integers to their product: (x, y) = xy. This function can be defined formally as having domain ZZ , the set of all integer pairs; codomain Z; and, for graph, the set of all pairs ((x,y), xy). Note that the first component of any such pair is itself a pair (of integers), while the second component is a single integer.


          The function value of the pair (x,y) is ((x,y)). However, it is customary to drop one set of parentheses and consider (x,y) a function of two variables (or with two arguments), x and y.


          The concept can still further be extended by considering a function that also produces output that is expressed as several variables. For example consider the function mirror(x, y) = (y, x) with domain RR and codomain RR as well. The pair (y, x) is a single value in the codomain seen as a cartesian product.


          


          Binary operations


          The familiar binary operations of arithmetic, addition and multiplication, can be viewed as functions from RR to R. This view is generalized in abstract algebra, where n-ary functions are used to model the operations of arbitrary algebraic structures. For example, an abstract group is defined as a set X and a function  from XX to X that satisfies certain properties.


          Traditionally, addition and multiplication are written in the infix notation: x+y and xy instead of +(x, y) and (x, y).


          


          Function spaces


          The set of all functions from a set X to a set Y is denoted by X  Y, by [X  Y], or by YX. The latter notation is justified by the fact that |YX| = |Y||X| and is an example of the convention from enumerative combinatorics that provides notations for sets based on their cardinalities.


          See the article on cardinal numbers for more details.


          We may interpret : X  Y to mean   [X  Y]; that is, " is a function from X to Y".


          


          Pointwise operations


          If :XR and g:XR are functions with common domain X and common codomain a ring R, then one can define the sum function +g:XR and the product function g:XR as follows:


          
            	[image: \begin{align} (f+g)(x) &= f(x)+g(x) , \ (f\cdot g)(x) &= f(x) \cdot g(x) , \end{align}]

          


          for all x in X.


          This turns the set of all such functions into a ring. The binary operations in that ring have as domain ordered pairs of functions, and as codomain functions. This is an example of climbing up in abstraction, to functions of more complex types.


          By taking some other algebraic structure A in the place of R, we can turn the set of all functions from X to A into an algebraic structure of the same type in an analogous way.


          


          Other properties


          There are many other special classes of functions that are important to particular branches of mathematics, or particular applications. Here is a partial list:


          
            
              	bijection, injection and surjection. You can also visit injective function, surjective function and bijective function separately.


              	continuous


              	differentiable, integrable


              	linear, polynomial, rational


              	algebraic, transcendental


              	trigonometric


              	fractal


              	odd or even


              	convex, monotonic, unimodal


              	holomorphic, meromorphic, entire


              	vector-valued


              	computable

            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Function_%28mathematics%29"
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        Fundamental Rights, Directive Principles and Fundamental Duties of India


        
          

          
            [image: The Preamble of the Constitution of India — India's fundamental and supreme law]

            
              The Preamble of the Constitution of India  India's fundamental and supreme law
            

          


          The Fundamental Rights, Directive Principles of State Policy and Fundamental Duties are sections of the Constitution of India that prescribe the fundamental obligations of the State to its citizens and the duties of the citizens to the State. These sections comprise a constitutional bill of rights and guidelines for government policy-making and the behaviour and conduct of citizens. These sections are considered vital elements of the constitution, which was developed between 1947 and 1949 by the Constituent Assembly of India.


          The Fundamental Rights are defined as the basic human rights of all citizens. These rights, defined in Part III of the Constitution, apply irrespective of race, place of birth, religion, caste, creed or gender. They are enforceable by the courts, subject to specific restrictions.


          The Directive Principles of State Policy are guidelines for the framing of laws by the government. These provisionsset out in Part IV of the Constitutionare not enforceable by the courts, but the principles on which they are based are fundamental guidelines for governance that the State is expected to apply in framing and passing laws.


          The Fundamental Duties are defined as the moral obligations of all citizens to help promote a spirit of patriotism and to uphold the unity of India. These dutiesset out in Part IVA of the constitutionconcern individuals and the nation. Like the Directive Principles, they are not legally enforceable.


          


          History


          The development of constitutional rights in India was inspired by historical documents such as England's Bill of Rights, the United States Bill of Rights and France's Declaration of the Rights of Man.


          In 1928, an All Parties Conference of representatives from Indian political parties proposed constitutional reforms for India. This 11-member committee, led by Motilal Nehru, had been called into existence as a formal instrument to complement the widespread civil disobedience campaigns of the 1920s. These mass campaigns had originally been a response to the Rowlatt Acts, which in 1919 had given the British colonial government the powers of arrest and detention, conduction of searches and seizures without warrants, restriction of public gatherings and censorship of the press. Demanding dominion status and elections under universal suffrage, the committee called for guarantees of rights deemed fundamental, representation for religious and ethnic minorities and limitations on government powers.


          In 1931, the Indian National Congress, at its Karachi session, adopted resolutions defining, as well as committing itself to the defence of fundamental civil rights, including socio-economic rights such as minimum wage, the abolition of untouchability and serfdom. Committing themselves to socialism in 1936, the leaders of the Congress party took examples from the Soviet constitution, which inspired the fundamental duties of citizens as a means of collective, patriotic responsibility.


          The task of developing a constitution for an independent India was undertaken by the Constituent Assembly of India, which composed of elected representatives under the presidency of Rajendra Prasad. The assembly appointed a constitution drafting committee headed by Bhimrao Ramji Ambedkar. The process was influenced by the adoption of the Universal Declaration of Human Rights by the U.N. General Assembly on 10 December 1948. The declaration called upon all member States to adopt these rights in their constitutions. The Fundamental Rights and Directive Principles were included in the final draft of the constitution promulgated on 26 November 1949, while the Fundamental Duties were later added to the constitution by the 42nd Amendment Act in 1976. Changes in Fundamental Rights, Directive Principles and Fundamental Duties require a constitutional amendment, that must be passed by a two-thirds majority in both houses of Parliament.


          


          Fundamental Rights


          


          The Fundamental Rights  embodied in Part III of the constitution  guarantee civil liberties such that all Indians can lead their lives in peace as citizens of India. The six fundamental rights are right to equality, right to freedom, right against exploitation, right to freedom of religion, cultural and educational rights and right to constitutional remedies.


          These include individual rights common to most liberal democracies, incorporated in the fundamental law of the land and are enforceable in a court of law. Violations of these rights result in punishments as prescribed in the Indian Penal Code, subject to discretion of the judiciary. These rights are neither absolute nor immune from constitutional amendments. They have been aimed at overturning the inequalities of pre-independence social practises. Specifically, they resulted in abolishment of untouchability and prohibit discrimination on the grounds of religion, race, caste, sex, or place of birth. They forbid human trafficking and unfree labour. They protect cultural and educational rights of ethnic and religious minorities by allowing them to preserve their languages and administer their own educational institutions.


          All people, irrespective of race, religion, caste or sex, have the right to approach the High Courts or the Supreme Court for the enforcement of their fundamental rights. It is not necessary that the aggrieved party has to be the one to do so. In public interest, anyone can initiate litigation in the court on their behalf. This is known as " Public interest litigation". High Court and Supreme Court judges can also act on their own on the basis of media reports.
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          The Fundamental Rights emphasise equality by guaranteeing to all citizens the access and use of public institutions and protections, irrespective of their background. The rights to life and personal liberty apply for persons of any nationality, while others, such as the freedom of speech and expression are applicable only to the citizens of India (including non-resident Indian citizens). The right to equality in matters of public employment cannot be conferred to overseas citizens of India.


          Fundamental Rights primarily protect individuals from any arbitrary State actions, but some rights are enforceable against private individuals too. For instance, the constitution abolishes untouchability and prohibits begar. These provisions act as a check both on State action and actions of private individuals. Fundamental Rights are not absolute and are subject to reasonable restrictions as necessary for the protection of national interest. In the Kesavananda Bharati vs. state of Kerala case, the Supreme Court ruled that all provisions of the constitution, including Fundamental Rights can be amended. However, the Parliament cannot alter the basic structure of the constitution like secularism, democracy, federalism, separation of powers. Often called the "Basic structure doctrine", this decision is widely regarded as an important part of Indian history. In the 1978 Maneka Gandhi v. Union of India case, the Supreme Court extended the doctrine's importance as superior to any parliamentary legislation. According to the verdict, no act of parliament can be considered a law if it violated the basic structure of the constitution. This landmark guarantee of Fundamental Rights was regarded as a unique example of judicial independence in preserving the sanctity of Fundamental Rights.


          The Fundamental Rights can only be altered by a constitutional amendment, hence their inclusion is a check not only on the executive branch, but also on the Parliament and state legislatures. The imposition of a state of emergency may lead to a temporary suspension of the rights conferred by Article 19 (including freedoms of speech, assembly and movement, etc.) to preserve national security and public order. The President can, by order, suspend the right to constitutional remedies as well.
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          Personal rights


          The right to equality is one of the chief guarantees given in Articles 14, 15, 16, 17 and 18 of the constitution. It is the principal foundation of all other rights, guaranteeing equality of all citizens before law, social equality, equal access to public areas, equality in matters of public employment, the abolition of untouchability and of titles. However, reservations (i.e, quotas in jobs, education, etc.) can be made for women, children, scheduled castes and scheduled tribes.


          The State cannot discriminate against anyone in the matters of employment except for the implementation of any mandated quotas, though exceptions can be made where specific knowledge is required. To preserve religious freedom, the holder of an office of any religious institution should be a person professing that particular religion. The right to equality in matters regarding public employment is not conferred to overseas citizens of India. The practise of untouchability has been declared an offence punishable by law. The State cannot confer any titles and the citizens of India cannot accept titles from a foreign State. Indian aristocratic titles such as Rai Bahadurs and Khan Bahadurs have been abolished. However, military and academic distinctions can be conferred on the citizens of India. Awards such as the Bharat Ratna "cannot be used by the recipient as a title." A ruling by the Supreme Court on 15 December 1995 upheld the validity of such awards.
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          The Right to freedom is stated in Articles 19, 20, 21 and 22 with the view of guaranteeing individual rights that were considered vital by the framers of the constitution. The right to freedom encompasses the freedom of expression, the freedom to assemble peacefully without arms, the freedom to form associations and unions, the freedom to move freely and settle in any part of the territory of India and the freedom to practise any profession. Restrictions can be imposed on all these rights in the interest of security, decency and morality. The constitution guarantees the right to life and personal liberty. Protection with respect to conviction for offences, protection of life and personal liberty and the rights of a person arrested under ordinary circumstances are laid down in the right to life and personal liberty.


          The Right to freedom of religion'covered in Articles 25, 26, 27 and 28provides religious freedom to all citizens and preserves the principle of secularism in India. According to the constitution, all religions are equal before the State. Citizens are free to preach, practise and propagate any religion of their choice. Several distinct and often controversial practises, such as the wearing and carrying of kirpans is included in the profession of Sikhism and protected under law. Religious communities can set up charitable institutions of their own, subject to certain restrictions in the interest of public order, morality and health. No person can be compelled to pay taxes for the promotion of a religion and a State-run institution cannot impart education that is associated with a particular religion.


          


          Economic and social rights


          The cultural and educational rightsgiven in Articles 29 and 30are measures to protect the rights of ethnic and religious minorities. Any community that has a language and a script of its own has the right to conserve and develop them. No citizen can be discriminated against for admission in State or State-aided institutions. All religious and ethno-linguistic communities can set up their own educational institutions in order to preserve and develop their own culture. In granting aid to institutions, the State cannot discriminate against any institution on the basis of the fact that it is administered by a minority institution. The right to education at elementary level has been made one of the Fundamental Rights under right to life and personal liberty by the 86th constitutional amendment of 2002.
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          The Right against exploitation, given in Articles 23 and 24 provides for the abolition of human trafficking, and the abolition of employment of children below the age of 14 years in dangerous jobs like factories and mines. Child labour is considered a violation of the spirit and provisions of the constitution. Begar (forced and unfree labour), practised in the past by landlords, has been declared a crime punishable by law. Trafficking in humans for the purpose of slave trade or prostitution is prohibited by law. An exception is made in employment without payment for services for public purposes, such as compulsory military conscription.


          The Right to constitutional remedies empowers the citizens to approach a court of law to appeal against denial of the Fundamental Rights. For instance, in case of imprisonment, the person can ask the court to see if it is in accordance with the provisions of the law of the country. If the court finds that it is not, the person will be released from custody. This procedure of asking the courts to preserve or safeguard the citizens' Fundamental Rights can be done in various ways. The courts can issue writs, namely habeas corpus, mandamus, prohibition, quo warranto and certiorari. When a national or state emergency is declared, this right is suspended by the central government.


          The Right to property was a former Fundamental Right under Article 32 before it was revoked by the 44th Amendment Act of 1978. A new article, Article 300-A, was added to the constitution which provided that no person shall be deprived of his property, except by the authority of law. If a legislature makes a law depriving a person of his property, there would be no obligation on the part of the State to pay any compensation. The aggrieved person will have no right to move the court under Article 32. The right to property is no longer a fundamental right, though it is still a constitutional right. If the government appears to have acted unfairly, the action can be challenged in a court of law.


          


          Directive Principles of State Policy


          The Directive Principles of State Policy, embodied in Part IV of the constitution, are directions given to the central and state governments to guide the establishment of a just society in the country. According to the constitution, the government should keep them in mind while framing laws, even though they are non-justiciable in nature. Directive Principles are classified under the following categories: Gandhian, social, economic, political, administrative, legal, environmental, protection of monuments, peace and security.


          The Directive Principles act as a check on the government; theorised as a yardstick in the hands of the people to measure the performance of the government. Article 31-C, added by the 25th Amendment Act of 1971, seeks to upgrade the Directive Principles. If laws are made to give effect to the Directive Principles over Fundamental Rights, they shall not be invalid on the grounds that they take away the Fundamental Rights. In case of a conflict between Fundamental Rights and Directive Principles, if the latter aim at promoting larger interest of the society, the courts will have to uphold the case in favour of Directive Principles.


          The Directive Principles commit the State to promote the welfare of the people by affirming social, economic and political justice, as well as to fight economic inequality. The State must continually work towards providing an adequate means of livelihood for all citizens, equal pay for equal work for men and women, proper working conditions, protection against exploitation and reduce the concentration of wealth and means of production from the hands of a few. The State must provide free legal aid to ensure that opportunities for securing justice are not denied to any citizen for reason of economic or other disabilities. The State should work for organisation of village panchayats, provide the right to work, education and public assistance in certain cases; as well as the provision of just and humane conditions of work and maternity relief. A living wage and safe working conditions for citizens must be ensured, as must their participation in the management of industries. The State is encouraged to secure a uniform civil code for all citizens, provide free and compulsory education to children, and to work for the economic uplift of scheduled castes, scheduled tribes and other backward classes.


          The Directive Principles commit the State to raise the standard of living and improve public health, and organise agriculture and animal husbandry on modern and scientific lines. The State must safeguard the environment and wildlife of the country. The State must ensure the preservation of monuments and objects of national importance and separation of judiciary from executive in public services The State must also strive for the maintenance of international peace.


          The Directive Principles have been amended to meet definite objectives. Article 45, which ensures Provision for free and compulsory education for children, was added by the 86th Amendment Act, 2002. Article 48-A, which ensures Protection of the environment and wildlife, was added by the 42nd Amendment Act, 1976.


          


          


          Fundamental Duties


          The Fundamental Duties of citizens were added by the 42nd Amendment Act in 1976. The ten Fundamental Dutiesgiven in Article 51-A of the constitutioncan be classified as either duties towards self, duties concerning the environment, duties towards the State and duties towards the nation. The 11th Fundamental Duty, which states that every citizen "who is a parent or guardian, to provide opportunities for education to his child or, as the case may be, ward between the age of six and fourteen years" was added by the 86th constitutional amendment in 2002.


          Citizens are morally obligated by the constitution to perform these duties. However, these are non-justiciable, incorporated only with the purpose of promoting patriotism among citizens. These obligations extend not only to the citizens, but also to the State. There is reference to such duties in international instruments such as the Universal Declaration of Human Rights and International Covenant on Civil and Political Rights. The Fundamental Duties obligate all citizens to respect the national symbols of India (including the constitution), to cherish its heritage and assist in its defence. It aims to promote the equality of all individuals, protect the environment and public property, to develop "scientific temper", to abjure violence, to strive towards excellence and to provide free and compulsory education.


          


          Criticism and analysis
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          The Fundamental Rights have been criticised as inadequate in providing freedom and opportunity for all Indians. Many political groups have demanded that the right to work, the right to economic assistance in case of unemployment and similar socio-economic rights be enshrined as constitutional guarantees, that are presently listed in the directive principles of state policy. The right to freedom contains a number of limiting clauses and has been criticised for failing to check government powers such as provisions of preventive detention and suspension of fundamental rights in times of emergency. The phrases "security of State", "public order" and "morality" are unclear, having wide implication. The meaning of phrases like "reasonable restrictions" and "the interest of public order" have not been explicitly stated in the constitution, leading to frequent litigations. The Maintenance of Internal Security Act (1975) was strongly criticised for giving then-Prime Minister Indira Gandhi the authority to arrest opposition leaders following the declaration of emergency in 1975. The Prevention of Terrorism Act (2002), now repealed, has been criticised as unfairly targeting the Muslim community. Initially, the Supreme Court provided extensive power to the State in its verdict to the A. K. Gopalan vs. state of Madras case in 1950. The Court held that howsoever unreasonable, a law was valid if made by a legislature competent to enact it. If Parliament validly enacted a law permitting the State to kill without any judicial process, this would amount to "procedure established by law" and such killings would not violate the guarantee contained in Article 21.2. This interpretation was abandoned in a series of decisions starting from the 1970s and culminating in the judgement in 1978 Maneka Gandhi v. Union of India, which issued the basic structure doctrine. In D. K. Basu vs. state of West Bengal the Supreme Court ruled that the limiting clauses of the constitution as well as international human rights instruments do not come in the way of the Courts awarding of compensation in the cases of illegal arrest or detention, protecting the rights of citizens in spite of prevailing circumstances. The freedom to assemble peaceably and without arms is allowed, but in many cases, these meetings are broken up by the police if they become disruptive.


          Freedom of press, meant to guarantee freedom of expression, has not been included in the constitution. Employment of child labour in hazardous environments has been reduced, but their employment in non-hazardous jobs, including their prevalent employment as domestic help violates the spirit of the constitution in the eyes of many critics and human rights advocates, as more than 16.5million children are being used as labour. India was ranked 88 out of 159 countries in 2005, according to the degree to which corruption is perceived to exist among public officials and politicians.


          Efforts to implement the Directive Principles include the Programme for the Universalisation of Elementary Education and the Five-Year Plans have accorded the highest priority in order to provide free education to all children up to the age of 14. The 86th constitutional amendment of 2002 created Article 21-A, that seeks to provide free and compulsory education to all children aged 6 to 14 years. The State runs welfare programmes such as boys' and girls' hostels for scheduled castes and scheduled tribes' students. The year 19901991 was declared as the "Year of Social Justice" in the memory of B.R. Ambedkar. The government provides free textbooks to students belonging to scheduled castes and tribes pursuing medicine and engineering courses. During 20022003, a sum of Rs.4.77crore (47.7million) was released for this purpose. In order to protect scheduled castes and tribes from discrimination, the government enacted the Prevention of Atrocities Act in 1995, prescribing severe punishments for such actions.


          Land reform legislations have been enacted several times to provide ownership rights to poor farmers. Up to September 2001, more than 20million acres (81,000 km) of land had been distributed to scheduled castes, scheduled tribes and the landless poor. A core objective of the banking policy is to improve banking facilities in the rural areas. The Minimum Wages Act of 1948 empowers government to fix minimum wages for people working across the economic spectrum. The Consumer Protection Act of 1986 provides for the better protection of consumers. The act is intended to provide simple, speedy and inexpensive redressal to the consumers' grievances, award relief and compensation wherever appropriate to the consumer. The Equal Remuneration Act of 1976 provides for equal pay for equal work for both men and women. The Sampoorna Grameen Rozgar Yojana (Universal Rural Employment Programme) was launched in 2001 to attain the objective of providing gainful employment for the rural poor. The programme was implemented through the Panchayati Raj institutions.


          A system of elected village councils, known as Panchayati Raj covers almost all states and territories of India. One-third of the total number of seats have been reserved for women in Panchayats at every level; and in the case of Bihar, half the seats have been reserved for women. Legal aid at the expense of the State has been made compulsory in all cases pertaining to criminal law, if the accused does not have the means to engage a lawyer. The judiciary has been separated from the executive "in all the states and territories except Jammu and Kashmir and Nagaland." India's foreign policy has been influenced by the Directive Principles. India supported the United Nations in peace-keeping activities, with the Indian Army having participated in 37 UN peace-keeping operations.


          The implementation of a uniform civil code for all citizens has not been achieved owing to widespread opposition from various religious groups and political parties. The Shah Bano case (198586) provoked a political firestorm in India when the Supreme Court ruled that Shah Bano, a Muslim woman who had been divorced by her husband in 1978 was entitled to receive alimony from her former husband under Indian law applicable for all Indian women. This decision evoked outrage in the Muslim community, which sought the application of the Muslim personal law and in response the Parliament passed the Muslim Women (Protection of Rights on Divorce) Act, 1986 overturning the Supreme Court's verdict. This act provoked further outrage, as jurists, critics and politicians alleged that the fundamental right of equality for all citizens irrespective of religion or gender was being jettisoned to preserve the interests of distinct religious communities. The verdict and the legislation remain a source of heated debate, with many citing the issue as a prime example of the poor implementation of Fundamental Rights.


          The Fundamental Duties have been criticised for being ambiguously worded, with the real meaning of phrases like "scientific temper" and "spirit of enquiry and reform" being debated. As the duties cannot be enforced through courts, their relevance to practical affairs is questioned. However, actions damaging public property and showing disrespect to the National Flag are offences punishable by law. Similarly, people may be called upon to defend the country by compulsorily recruitment to the armed forces of the country through conscription.
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          The Fundamental Rights in India enshrined in the Part III of the Constitution of India guarantee civil liberties such that all Indians can lead their lives in peace and harmony as citizens of India. These include individual rights common to most liberal democracies, such as equality before law, freedom of speech and expression, freedom of association and peaceful assembly, freedom to practice religion, and the right to constitutional remedies for the protection of civil rights by means of writs such as habeas corpus. Violations of these rights result in punishments as prescribed in the Indian Penal Code, subject to discretion of the judiciary. The Fundamental Rights are defined as basic human freedoms which every Indian citizen has the right to enjoy for a proper and harmonious development of personality. These rights universally apply to all citizens, irrespective of race, place of birth, religion, caste, creed, colour or sex. They are enforceable by the courts, subject to certain restrictions. The Rights have their origins in many sources, including England's Bill of Rights, the United States Bill of Rights and France's Declaration of the Rights of Man.


          The seven fundamental rights are:


          
            	Right to equality


            	Right to freedom


            	Right against exploitation


            	Right to freedom of religion


            	Cultural and educational rights


            	Right to constitutional remedies


            	Right to Life and personal liberty (As per 86th amendment of 2002)

          


          Rights literally mean those freedoms which are essential for personal good as well as the good of the community. The rights guaranteed under the Constitution of India are fundamental as they have been incorporated into the Fundamental Law of the Land and are enforceable in a court of law. However, this does not mean that they are absolute or that they are immune from Constitutional amendment.


          Fundamental rights for Indians have also been aimed at overturning the inequalities of pre-independence social practices. Specifically, they have also been used to abolish untouchability and hence prohibit discrimination on the grounds of religion, race, caste, sex, or place of birth. They also forbid trafficking of human beings and forced labour. They also protect cultural and educational rights of ethnic and religious minorities by allowing them to preserve their languages and also establish and administer their own education institutions.


          


          Genesis


          The development of constitutionally guaranteed fundamental human rights in India was inspired by historical examples such as England's Bill of Rights (1689), the United States Bill of Rights (approved on September 17, 1787, final ratification on December 15, 1791) and France's Declaration of the Rights of Man (created during the revolution of 1789, and ratified on August 26, 1789). Under the educational system of British Raj, students were exposed to ideas of democracy, human rights and European political history. The Indian student community in England was further inspired by the workings of parliamentary democracy and British political parties.


          


          In 1919, the Rowlatt Acts gave extensive powers to the British government and police, and allowed indefinite arrest and detention of individuals, warrant-less searches and seizures, restrictions on public gatherings, and intensive censorship of media and publications. The public opposition to this act eventually led to mass campaigns of non-violent civil disobedience throughout the country demanding guaranteed civil freedoms, and limitations on government power. Indians, who were seeking independence and their own government, were particularly influenced by the independence of Ireland and the development of the Irish constitution. Also, the directive principles of state policy in Irish constitution were looked upon by the people of India as an inspiration for the independent India's government to comprehensively tackle complex social and economic challenges across a vast, diverse nation and population.


          In 1928, the Nehru Commission composing of representatives of Indian political parties proposed constitutional reforms for India that apart from calling for dominion status for India and elections under universal suffrage, would guarantee rights deemed fundamental, representation for religious and ethnic minorities, and limit the powers of the government. In 1931, the Indian National Congress (the largest Indian political party of the time) adopted resolutions committing itself to the defense of fundamental civil rights, as well as socio-economic rights such as the minimum wage and the abolition of untouchability and serfdom. Committing themselves to socialism in 1936, the Congress leaders took examples from the constitution of the erstwhile USSR, which inspired the fundamental duties of citizens as a means of collective patriotic responsibility for national interests and challenges.
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          When India obtained independence on 15 August 1947, the task of developing a constitution for the nation was undertaken by the Constituent Assembly of India, composing of elected representatives under the presidency of Rajendra Prasad. While members of Congress composed of a large majority, Congress leaders appointed persons from diverse political backgrounds to responsibilities of developing the constitution and national laws. Notably, Bhimrao Ramji Ambedkar became the chairperson of the drafting committee, while Jawaharlal Nehru and Sardar Vallabhbhai Patel became chairpersons of committees and sub-committees responsible for different subjects. A notable development during that period having significant effect on the Indian constitution took place on 10 December 1948 when the United Nations General Assembly adopted the Universal Declaration of Human Rights and called upon all member states to adopt these rights in their respective constitutions.


          The Fundamental Rights were included in the Ist Draft Constitution (February 1948), the IInd Draft Constitution ( 17 October 1948) and the IIIrd and final Draft Constitution ( 26 November 1949), being prepared by the Drafting Committee.


          


          Significance and characteristics


          The Fundamental Rights were included in the constitution because they were considered essential for the development of the personality of every individual and to preserve human dignity. The writers of the constitution regarded democracy of no avail if civil liberties, like freedom of speech and religion were not recognized and protected by the State. According to them, "democracy" is, in essence, a government by opinion and therefore, the means of formulating public opinion should be secured to the people of a democratic nation. For this purpose, the constitution guaranteed to all the citizens of India the freedom of speech and expression and various other freedoms in the form of the Fundamental Rights.
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          All people, irrespective of race, religion, caste or sex, have been given the right to move the Supreme Court and the High Courts for the enforcement of their Fundamental Rights. It is not necessary that the aggrieved party has to be the one to do so. Poverty stricken people may not have the means to do so and therefore, in the public interest, anyone can commence litigation in the court on their behalf. This is known as " Public interest litigation". In some cases, High Court judges have acted on their own on the basis of newspaper reports.


          These Fundamental Rights help not only in protection but also the prevention of gross violations of human rights. They emphasize on the fundamental unity of India by guaranteeing to all citizens the access and use of the same facilities, irrespective of background. Some Fundamental Rights apply for persons of any nationality whereas others are available only to the citizens of India. The right to life and personal liberty is available to all people and so is the right to freedom of religion. On the other hand, freedoms of speech and expression and freedom to reside and settle in any part of the country are reserved to citizens alone, including non-resident Indian citizens. The right to equality in matters of public employment cannot be conferred to overseas citizens of India.


          Fundamental rights primarily protect individuals from any arbitrary state actions, but some rights are enforceable against individuals. For instance, the Constitution abolishes untouchability and also prohibits begar. These provisions act as a check both on state action as well as the action of private individuals. However, these rights are not absolute or uncontrolled and are subject to reasonable restrictions as necessary for the protection of general welfare. They can also be selectively curtailed. The Supreme Court has ruled that all provisions of the Constitution, including Fundamental Rights can be amended. However, the Parliament cannot alter the basic structure of the constitution. Features such as secularism and democracy fall under this category. Since the Fundamental Rights can only be altered by a constitutional amendment, their inclusion is a check not only on the executive branch, but also on the Parliament and state legislatures.


          A state of national emergency has an adverse effect on these rights. Under such a state, the rights conferred by Article 19 (freedoms of speech, assembly and movement, etc.) remain suspended. Hence, in such a situation, the legislature may make laws which go against the rights given in Article 19. Also, the President may by order suspend the right to move court for the enforcement of other rights as well.


          


          Right to equality


          Right to equality is an important right provided for in Articles 14, 15, 16, 17 and 18 of the constitution. It is the principal foundation of all other rights and liberties, and guarantees the following:


          
            	Equality before law: Article 14 of the constitution guarantees that all citizens shall be equally protected by the laws of the country. It means that the State cannot discriminate against a citizen on the basis of caste, creed, colour, sex, religion or place of birth. According to the Electricity Act of 26 January 2003 the Parliament has the power to create special courts for the speedy trial of offences committed by persons holding high offices. Creation of special courts is not a violation of this right.

          


          
            	Social equality and equal access to public areas: Article 15 of the constitution states that no person shall be discriminated on the basis of caste, colour, language etc. Every person shall have equal access to public places like public parks, museums, wells, bathing ghats and temples etc. However, the State may make any special provision for women and children. Special provisions may be made for the advancements of any socially or educationally backward class or scheduled castes or scheduled tribes.

          


          
            	Equality in matters of public employment: Article 16 of the constitution lays down that the State cannot discriminate against anyone in the matters of employment. All citizens can apply for government jobs. There are some exceptions. The Parliament may enact a law stating that certain jobs can only be filled by applicants who are domiciled in the area. This may be meant for posts that require knowledge of the locality and language of the area. The State may also reserve posts for members of backward classes, scheduled castes or scheduled tribes which are not adequately represented in the services under the State to bring up the weaker sections of the society. Also, there a law may be passed which requires that the holder of an office of any religious institution shall also be a person professing that particular religion. According to the Citizenship (Amendment) Bill, 2003, this right shall not be conferred to Overseas citizens of India.

          


          
            	Abolition of untouchability: Article 17 of the constitution abolishes the practice of untouchability. Practice of untouchability is an offense and anyone doing so is punishable by law. The Untouchability Offences Act of 1955 (renamed to Protection of Civil Rights Act in 1976) provided penalties for preventing a person from entering a place of worship or from taking water from a tank or well.

          


          
            	Abolition of Titles: Article 18 of the constitution prohibits the State from conferring any titles. Citizens of India cannot accept titles from a foreign State. The British government had created an aristocratic class known as Rai Bahadurs and Khan Bahadurs in India  these titles were also abolished. However, Military and academic distinctions can be conferred on the citizens of India. The awards of Bharat Ratna and Padma Vibhushan cannot be used by the recipient as a title and do not, accordingly, come within the constitutional prohibition". The Supreme Court, on 15 December 1995, upheld the validity of such awards.

          


          


          Right to freedom


          The Constitution of India contains the right to freedom, given in articles 19, 20, 21 and 22, with the view of guaranteeing individual rights that were considered vital by the framers of the constitution. The right to freedom in Article 19 guarantees the following six freedoms:


          
            	Freedom of speech and expression, which enable an individual to participate in public activities. The phrase, " freedom of press" has not been used in Article 19, but freedom of expression includes freedom of press. Reasonable restrictions can be imposed in the interest of public order, security of State, decency or morality.

          


          
            	Freedom to assemble peacefully without arms, on which the State can impose reasonable restrictions in the interest of public order and the sovereignty and integrity of India.

          


          
            	Freedom to form associations or unions on which the State can impose reasonable restrictions on this freedom in the interest of public order, morality and the sovereignty and integrity of India.

          


          
            	Freedom to move freely throughout the territory of India though reasonable restrictions can be imposed on this right in the interest of the general public, for example, restrictions may be imposed on movement and travelling, so as to control epidemics.

          


          
            	Freedom to reside and settle in any part of the territory of India which is also subject to reasonable restrictions by the State in the interest of the general public or for the protection of the scheduled tribes because certain safeguards as are envisaged here seem to be justified to protect indigenous and tribal peoples from exploitation and coercion.

          


          
            	Freedom to practice any profession or to carry on any occupation, trade or business on which the State may impose reasonable restrictions in the interest of the general public. Thus, there is no right to carry on a business which is dangerous or immoral. Also, professional or technical qualifications may be prescribed for practicing any profession or carrying on any trade.

          


          The constitution also guarantees the right to life and personal liberty, which in turn cites specific provisions in which these rights are applied and enforced:


          
            	Protection with respect to conviction for offences is guaranteed in the right to life and personal liberty. According to Article 20, no one can be awarded punishment which is more than what the law of the land prescribes at that time. This legal axiom is based on the principle that no criminal law can be made retrospective, that is, for an act to become an offence, the essential condition is that it should have been an offence legally at the time of committing it. Moreover, no person accused of any offence shall be compelled to be a witness against himself. "Compulsion" in this article refers to what in law is called " Duress" (injury, beating or unlawful imprisonment to make a person do something that he does not want to do). This article is known as a safeguard against self incrimination. The other principle enshrined in this article is known as the principle of double jeopardy, that is, no person can be convicted twice for the same offence, which has been derived from Anglo Saxon law. This principle was first established in the Magna Carta.

          


          
            	Protection of life and personal liberty is also stated under right to life and personal liberty. Article 21 declares that no citizen can be denied his life and liberty except by law. This means that a person's life and personal liberty can only be disputed if that person has committed a crime. However, the right to life does not include the right to die, and hence, suicide or an attempt thereof, is an offence. (Attempted suicide being interpreted as a crime has seen many debates. The Supreme Court of India gave a landmark ruling in the year 1994. The court repealed section 309 of the Indian penal code, under which people attempting suicide could face prosecution and prison terms of up to one year. In the year 1996 however another Supreme Court ruling nullified the earlier one. ) "Personal liberty" includes all the freedoms which are not included in Article 19 (that is, the six freedoms). The right to travel abroad is also covered under "personal liberty" in Article 21.

          


          A little understanding of Article 21 is required here as it says, No Person shall be deprived of his life or personal liberty except according to the procedure established by law. Initially, in A.K.Gopalan v State of Madras, AIR 1950 SC 27; 1950 SCR 88, as early as 1950, where the validity of the Preventive Detention Act, 1950 was challenged, the main question was whether Article 21 envisaged any procedure laid down by a law enacted by a legislature, or whether the procedure should be fair and reasonable. By this case, an attempt was made to win for the detenu better procedural safeguards than were available to him under the relevant detention law and Article 22, and a very important question was raised which required interpretation of Constitution. But the attempt failed as the Supreme Court of India rejected the argument that expression 'procedure established by law' introduces into India the American concept of procedural due process which enables the courts to see whether the law fulfils the requisite elements of a reasonable procedure.


          In fact, the draft Constitution of India had contained the words 'due process of law' but these words were later dropped and the present phraseology adopted instead. But as per the Supreme Court of India, this was strong evidence to show that the Constituent Assembly did not desire to introduce into India the concept of procedural due process which was done mainly to avoid the uncertainty surrounding the due process concept in the USA. However, the decision in Gopalan case was a majority decision and Justice Fazl Ali disagreed with the majority view and accepted the due process argument.


          Then in 1978, in Maneka Gandhi Case, mentioned above, the Supreme Court re-interpreted Article 21 and practically overruled Gopalan Case and gave a highly creative judicial pronouncement. This case shows how liberal tendencies have influenced the Supreme Court of India in the matter of interpreting Fundamental Rights, particularly Article 21. The leading opinion in this case was pronounced by Justice Bhagwati, who also gave the Doctrine of Absolute Liability and Deep Pocket Theory in the famous Oleum Gas Leak Case. Justice Bhagwati was also the only judge in minority opinion when the Constitutionality of the Death Penalty was challenged on the grounds of being violative of Article 21 (amongst a few others) in Bachan Singh v State of Punjab (for Justice Bhagwati's opinion see AIR 1982 SC 1325, 1350). The Court held that the procedure must satisfy certain requisites in the sense of being fair and reasonable. The procedure cannot be arbitrary, unfair or unreasonable. According to Justice Bhagwati, Article 21 embodies a constitutional value of supreme importance in a democratic society (Francis Coralie v Union Territory of Delhi, AIR 1981 SC 746).


          
            	In 2002, through the 86th Amendment Act, Article 21(A) was incorporated. It made primary education as a fundamental right. It says that " to the children in the age group of six to fourteen years shall be provided free and compulsory education " by the state.

          


          
            	Rights of a person arrested under ordinary circumstances is laid down in the right to life and personal liberty. No one can be arrested without being told the grounds for his arrest. If arrested the person has the right to defend himself by a lawyer of his choice. Also an arrested citizen has to be brought before the nearest magistrate within 24 hours. The rights of a person arrested under ordinary circumstances are not available to an enemy alien. They are also not available to persons detained under the Preventive Detention Act. Under preventive detention, the government can imprison a person for a maximum of three months. It means that if the government feels that a person being at liberty can be a threat to the law and order or to the unity and integrity of the nation, it can detain or arrest that person to prevent him from doing this possible harm. After three months such a case is brought before an advisory board for review.

          


          
            	Right to education by the 86th Constitutional amendment has been made one of the Fundamental Rights under the right to life and personal liberty.

          


          The constitution also imposes restrictions on these rights. The government restricts these freedoms in the interest of the independence, sovereignty and integrity of India. In the interest of morality and public order, the government can also impose restrictions. However, the right to life and personal liberty cannot be suspended. The six freedoms are also automatically suspended or have restrictions imposed on them during a state of emergency.


          


          Right against exploitation


          
            [image: Child labour and Begar is prohibited under Right against exploitation.]

            
              Child labour and Begar is prohibited under Right against exploitation.
            

          


          The right against exploitation, given in Articles 23 and 24, provides for two provisions, namely the abolition of trafficking in human beings and Begar (forced labor), and abolition of employment of children below the age of 14 years in dangerous jobs like factories and mines. Child labour is considered a gross violation of the spirit and provisions of the constitution. Begar, practised in the past by landlords, has been declared a crime and is punishable by law. Trafficking in humans for the purpose of slave trade or prostitution is also prohibited by law. An exception is made in employment without payment for compulsory services for public purposes. Compulsory military conscription is covered by this provision.


          


          Right to freedom of religion


          Right to freedom of religion, covered in Articles 25, 26, 27 and 28, provides religious freedom to all citizens of India. The objective of this right is to sustain the principle of secularism in India. According to the Constitution, all religions are equal before the State and no religion shall be given preference over the other. Citizens are free to preach, practice and propagate any religion of their choice. However, certain practices like wearing and carrying of Kirpans in the profession of the Sikh religion, can be restricted in the interest of public order, morality and health.


          Religious communities can set up charitable institutions of their own. However, activities in such institutions which are not religious are performed according to the laws laid down by the government. Establishing a charitable institution can also be restricted in the interest of public order, morality and health. No person shall be compelled to pay taxes for the promotion of a particular religion. A State run institution cannot impart education that is pro-religion. Also, nothing in this article shall affect the operation of any existing law or prevent the State from making any further law regulating or restricting any economic, financial, political or other secular activity which may be associated with religious practice, or providing for social welfare and reform.


          


          Cultural and educational rights


          
            [image: The Flag of India]

            
              The Flag of India
            

          


          As India is a country of many languages, religions, and cultures, the Constitution provides special measures, in Articles 29 and 30, to protect the rights of the minorities. Any community which has a language and a script of its own has the right to conserve and develop them. No citizen can be discriminated against for admission in State or State aided institutions.


          All minorities, religious or linguistic, can set up their own educational institutions in order to preserve and develop their own culture. In granting aid to institutions, the State cannot discriminate against any institution on the basis of the fact that it is administered by a minority institution. But the right to administer does not mean that the State can not interfere in case of maladministration. In a precedent-setting judgment in 1980, the Supreme Court held that "the State can certainly take regulatory measures to promote the efficiency and excellence of educational standards. It can also issue guidelines for ensuring the security of the services of the teachers or other employees of the institution. In another landmark judgement delivered on 31 October 2002, the Supreme Court ruled that in case of aided minority institutions offering professional courses, admission could only be through a common entrance test conducted by State or a university. Even an unaided minority institution ought not to ignore the merit of the students for admission.


          


          Right to constitutional remedies


          Right to constitutional remedies empowers the citizens to move a court of law in case of any denial of the fundamental rights. For instance, in case of imprisonment, the citizen can ask the court to see if it is according to the provisions of the law of the country. If the court finds that it is not, the person will have to be freed. This procedure of asking the courts to preserve or safeguard the citizens' fundamental rights can be done in various ways. The courts can issue various kinds of writs. These writs are habeas corpus, mandamus, prohibition, quo warranto and certiorari. When a national or state emergency is declared, this right is suspended by the central government.


          


          Right to property  a former fundamental right


          The Constitution originally provided for the right to property under Articles 19 and 31. Article 19 guaranteed to all citizens the right to acquire, hold and dispose off property. Article 31 provided that "no person shall be deprived of his property save by authority of law." It also provided that compensation would be paid to a person whose property has been take for public purposes.


          The provisions relating to the right to property were changed a number of times. The 44th amendment act of 1978 deleted the right to property from the list of Fundamental Rights. A new article, Article 300-A, was added to the constitution which provided that "no person shall be deprived of his property save by authority of law". Thus if a legislature makes a law depriving a person of his property, there would be no obligation on the part of the State to pay anything as compensation. The aggrieved person shall have no right to move the court under Article 32. Thus, the right to property is no longer a fundamental right, though it is still a constitutional right. If the government appears to have acted unfairly, the action can be challenged in a court of law by citizens.


          


          Critical analysis


          The Fundamental Rights have been criticised for many reasons. Political groups have demanded that the right to work, the right to economic assistance in case of unemployment, old age, and similar rights be enshrined as constitutional guarantees to address issues of poverty and economic insecurity, though these provisions have been enshrined in the Directive Principles of state policy. The right to freedom and personal liberty has a number of limiting clauses, and thus have been criticized for failing to check the sanctioning of powers often deemed "excessive". There is also the provision of preventive detention and suspension of Fundamental Rights in times of Emergency. The provisions of acts like MISA ( Maintenance of Internal Security Act) and NSA ( National Security Act) are a means of countering the fundamental rights, because they sanction excessive powers with the aim of fighting internal and cross-border terrorism and political violence, without safeguards for civil rights. The phrases "security of State", "public order" and "morality" are of wide implication. The meaning of phrases like "reasonable restrictions" and "the interest of public order" have not been explicitly stated in the constitution, and this ambiguity leads to unnecessary litigation. The freedom to assemble peacably and without arms is exercised, but in some cases, these meetings are broken up by the police through the use of non-fatal methods.


          " Freedom of press" has not been included in the right to freedom, which is necessary for formulating public opinion and to make freedom of expression more legitimate. Employment of child labour in hazardous job environments has been reduced, but their employment even in non-hazardous jobs, including their prevalent employment as domestic help violates the spirit and ideals of the constitution. More than 16.5 million children are employed and working in India. India was ranked 88 out of 159 in 2005, according to the degree to which corruption is perceived to exist among public officials and politicians worldwide. The right to equality in matters regarding public employment shall not be conferred to Overseas citizens of India, according to the Citizenship (Amendment) Bill, 2003.


          


          Amendments


          Changes in Fundamental Rights require a Constitutional amendment which has to be passed by a special majority of both houses of the Parliament. This means that an amendment requires the approval of two-thirds of the members present and voting. However, the number of members voting should not be less than the simple majority of the house  whether the Lok Sabha or Rajya Sabha.


          
            	The right to property was originally included as a fundamental right. However, the 44th Amendment passed in 1978, revised the status of property rights by stating that "No person shall be deprived of his property save by authority of law" to further the goals of socialism.


            	The right to education at elementary level has been made one of the Fundamental Rights under right to life and personal liberty by the 86th constitutional amendment of 2002.
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        Fundamental theorem of arithmetic


        
          

          In number theory, the fundamental theorem of arithmetic (or unique-prime-factorization theorem) states that every natural number greater than 1 can be written as a unique product of prime numbers. For instance,


          
            	[image: 6936 = 2^3 \times 3 \times 17^2 , \,\!]

          


          
            	[image: 1200 = 2^4 \times 3 \times 5^2 . \,\!]

          


          There are no other possible factorizations of 6936 or 1200 into prime numbers. The above representation collapses repeated prime factors into powers for easier identification. Because multiplication is commutative and associative, the order of factors is irrelevant and usually written from least to greatest.


          Many authors take the natural numbers to begin with 0, which has no prime factorization. Thus Theorem1 of Hardy & Wright (1979) takes the form, Every positive integer, except 1, is a product of primes, and Theorem2 (their "Fundamental") asserts uniqueness. The number 1 is not itself prime, but since it is the product of no numbers, it is often convenient to include it in the theorem by the empty product rule. (See, for example, Calculating the gcd.)


          Hardy & Wright define an abnormal number to be a hypothetical number that does not have a unique prime factorization. They prove the fundamental theorem of arithmetic by proving that there does not exist an abnormal number.


          


          Applications


          The fundamental theorem of arithmetic establishes the importance of prime numbers. Prime numbers are the basic building blocks of any positive integer, in the sense that each positive integer can be constructed from the product of primes with one unique construction. Finding the prime factorization of an integer allows derivation of all its divisors, both prime and non-prime.


          For example, the above factorization of 6936 shows that any positive divisor of 6936 must have the form 2a * 3b * 17c, where a takes one of the 4 values in {0, 1, 2, 3}, where b takes one of the 2 values in {0, 1}, and where c takes one of the 3 values in {0, 1, 2}. Multiplying the numbers of independent options together produces a total of 4 * 2 * 3 = 24 positive divisors.


          Once the prime factorizations of two numbers are known, their greatest common divisor and least common multiple can be found quickly. For instance, from the above it is shown that the greatest common divisor of 6936 and 1200 is 23 * 3 = 24. However, if the prime factorizations are not known, the use of the Euclidean algorithm generally requires much less calculation than factoring the two numbers.


          The fundamental theorem ensures that additive and multiplicative arithmetic functions are completely determined by their values on the powers of prime numbers.


          


          Proof


          The theorem was practically proved by Euclid, but the first full and correct proof is found in the Disquisitiones Arithmeticae by Carl Friedrich Gauss. It may be important to note that Egyptians like Ahmes used earlier practical aspects of the factoring, and lowest common multiple, of the fundamental theorem of arithmetic allowing a long tradition to develop, as formalized by Euclid, and rigorously proven by Gauss.


          Although at first sight the theorem seems 'obvious', it does not hold in more general number systems, including many rings of algebraic integers. This was first pointed out by Ernst Kummer in 1843, in his work on Fermat's last theorem. The recognition of this failure is one of the earliest developments in algebraic number theory.


          


          Euclid's proof


          The proof consists of two steps. In the first step every number is shown to be a product of zero or more primes. In the second, the proof shows that any two representations may be unified into a single representation.


          


          Non-prime composite numbers


          Suppose there were a positive integer which cannot be written as a product of primes. Then there must be a smallest such number (see well-order): let it be n. This number n cannot be 1, because of the empty-product convention above. It cannot be a prime number either, since any prime number is a product of a single prime, itself. So it must be a composite number. Thus


          
            	n = ab

          


          where both a and b are positive integers smaller than n. Since n is the smallest number which cannot be written as a product of primes, both a and b can be written as products of primes. But then


          
            	n = ab

          


          can be written as a product of primes as well, a proof by contradiction. This is a minimal counterexample argument.


          


          Proof by infinite descent


          A proof of the uniqueness of the prime factorization of a given integer uses infinite descent: Assume that a certain integer can be written as (at least) two different products of prime numbers: then there must exist a smallest integer [image: s\!] with such a property. Denote these two factorizations of [image: s\!] as [image: p_1\ldots p_m\!] and [image: q_1\ldots q_n\!], such that [image: s = p_1 p_2\ldots p_m = q_1 q_2\ldots q_n\!].


          No [image: p_i\!] (with [image: 1 \le i \le m\!]) can be equal to any [image: q_j\!] (with [image: 1 \le j \le n\!]), as there would otherwise be a smaller integer factorizable in two ways (by removing prime factors common in both products), violating the above assumption. Now it can be assumed without loss of generality that [image: p_1\!] is a prime factor smaller than any [image: q_j\!] (with [image: 1 \le j \le n\!]). Let [image: d\!] be the quotient and [image: r\!] the remainder from dividing [image: q_1\!] by [image: p_1\!]. By the division algorithm [image: d\!] and [image: r\!] are guaranteed to be integers such that [image: q_1\ = dp_1 + r\!] and [image: 0 \le r < p_1\!]. Note that [image: r\!] can't be [image: 0\!], as that would make [image: q_1\!] a multiple of [image: p_1\!] and not prime. Also [image: d \ge 1\!], since [image: q_1\!] is greater than [image: p_1\!].


          Substituting in for [image: q_1\!] in the original definition of [image: s\!] above,


          
            	[image: s = p_1 p_2\ldots p_m = (dp_1 + r) q_2\ldots q_n\!]

          


          By distributivity:


          
            	[image: s = p_1 p_2\ldots p_m = d p_1 q_2\ldots q_n + r q_2\ldots q_n\!]

          


          Define a new integer [image: k = s - d p_1 q_2\ldots q_n = r q_2\ldots q_n\!]. Since [image: d \ge 1\!], it is clear that [image: k\!] must be smaller than [image: s\!]. And since [image: r > 0\!], [image: k\!] must be positive. From the definition of [image: k\!], it follows that:


          
            	[image: k = p_1 p_2\ldots p_m - d p_1 q_2\ldots q_n\!]

          


          and by factoring out [image: p_1\!]:


          
            	[image: k = p_1 (p_2\ldots p_m - d q_2\ldots q_n)\!]

          


          Therefore there is a prime factorization of [image: k\!] that includes [image: p_1\!]. But it is also true that


          
            	[image: k = r q_2\ldots q_n\!]

          


          Since [image: r < p_1\!], [image: p_1\!] cannot be a prime factor of [image: r\!]. Thus, by combining the prime factors of [image: r\!] with [image: q_2\ldots q_n\!], it is also possible to construct a prime factorization of [image: k\!] that does not include [image: p_1\!]. Therefore [image: k\!] has two different prime factorizations, contradicting the original assumption that [image: s\!] is the smallest integer factorizable in more than one way. Thus the original assumption must be false.
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          The fundamental theorem of calculus specifies the relationship between the two central operations of calculus, differentiation and integration.


          The first part of the theorem, sometimes called the first fundamental theorem of calculus, shows that an indefinite integration can be reversed by a differentiation.


          The second part, sometimes called the second fundamental theorem of calculus, allows one to compute the definite integral of a function by using any one of its infinitely many antiderivatives. This part of the theorem has invaluable practical applications, because it markedly simplifies the computation of definite integrals.


          The first published statement and proof of a restricted version of the fundamental theorem was by James Gregory (1638-1675). Isaac Barrow proved the first completely general version of the theorem, while Barrow's student Isaac Newton (16431727) completed the development of the surrounding mathematical theory. Gottfried Leibniz (16461716) systematized the knowledge into a calculus for infinitesimal quantities.


          


          Intuition


          Intuitively, the theorem simply states that the sum of infinitesimal changes in a quantity over time (or some other quantity) add up to the net change in the quantity.


          To comprehend this statement, we will start with an example. Suppose a particle travels in a straight line with its position given by x(t) where t is time and x(t) means that x is a function of t. The derivative of this function is equal to the infinitesimal change in quantity, dx, per infinitesimal change in time, dt (of course, the derivative itself is dependent on time). Let us define this change in distance per change in time as the speed v of the particle. In Leibniz's notation:


          
            	[image: \frac{\mathrm dx}{\mathrm dt} = v(t). ]

          


          Rearranging this equation, it follows that:


          
            	[image: \mathrm dx = v(t)\,\mathrm dt. ]

          


          By the logic above, a change in x (x) is the sum of the infinitesimal changes dx. It is also equal to the sum of the infinitesimal products of the derivative and time. This infinite summation is integration; hence, the integration operation allows the recovery of the original function from its derivative. As one can reasonably infer, this operation works in reverse as we can differentiate the result of our integral to recover the original derivative.


          


          Formal statements


          There are two parts to the Fundamental Theorem of Calculus. Loosely put, the first part deals with the derivative of an antiderivative, while the second part deals with the relationship between antiderivatives and definite integrals.


          


          First part


          This part is sometimes referred to as First Fundamental Theorem of Calculus.


          Let f be a continuous real-valued function defined on a closed interval [a, b]. Let F be the function defined, for all x in [a, b], by


          
            	[image: F(x) = \int_a^x f(t)\, \mathrm dt]

          


          Then, F is differentiable on [a, b], and for every x in [a, b],


          
            	[image: F'(x) = f(x)\,].

          


          The operation [image: \int_a^x f(t)\, \mathrm dt] is a definite integral with variable upper limit, and its result F(x) is one of the infinitely many antiderivatives of f.


          


          Second part


          This part is sometimes referred to as Second Fundamental Theorem of Calculus.


          Let f be a continuous real-valued function defined on a closed interval [a, b]. Let F be an antiderivative of f, that is one of the infinitely many functions such that, for all x in [a, b],


          
            	[image: f(x) = F'(x)\,].

          


          Then


          
            	[image: \int_a^b f(x)\,\mathrm dx = F(b) - F(a)].

          


          


          Corollary


          Let f be a real-valued function defined on a closed interval [a, b]. Let F be a function such that, for all x in [a, b],


          
            	[image: f(x) = F'(x)\,]

          


          Then, for all x in [a, b],


          
            	[image: F(x) = \int_a^x f(t)\,\mathrm dt + F(a)]

          


          and


          
            	[image: f(x) = \frac{\mathrm d}{\mathrm dx} \int_a^x f(t)\,\mathrm dt].

          


          


          Examples


          As an example, suppose you need to calculate


          
            	[image: \int_2^5 x^2\, \mathrm dx. ]

          


          Here, f(x) = x2 and we can use [image: F(x) = {x^3\over 3} ] as the antiderivative. Therefore:


          
            	[image: \int_2^5 x^2\, \mathrm dx = F(5) - F(2) = {125 \over 3} - {8 \over 3} = {117 \over 3} = 39.]

          


          Or, more generally, suppose you need to calculate


          
            	[image: {\mathrm d \over \mathrm dx} \int_0^x t^3\, \mathrm dt. ]

          


          Here, f(t) = t3 and we can use [image: F(t) = {t^4 \over 4} ] as the antiderivative. Therefore:


          
            	[image: {\mathrm d \over \mathrm dx} \int_0^x t^3\, \mathrm dt = {\mathrm d \over \mathrm dx} F(x) - {\mathrm d \over \mathrm dx} F(0) = {\mathrm d \over \mathrm dx} {x^4 \over 4} = x^3.]

          


          But this result could have been found much more easily as


          
            	[image: {\mathrm d \over \mathrm dx} \int_0^x t^3\, \mathrm dt = f(x) {\mathrm dx \over \mathrm dx} - f(0) {\mathrm d0 \over \mathrm dx} = x^3.]

          


          


          Proof


          Suppose that


          
            	[image: F(x) = \int_{a}^{x} f(t) \mathrm dt.]

          


          Let there be two numbers x1 and x1 + x in [a, b]. So we have


          
            	[image: F(x_1) = \int_{a}^{x_1} f(t) \mathrm dt]

          


          and


          
            	[image: F(x_1 + \Delta x) = \int_{a}^{x_1 + \Delta x} f(t) \mathrm dt.]

          


          Subtracting the two equations gives


          
            	[image: F(x_1 + \Delta x) - F(x_1) = \int_{a}^{x_1 + \Delta x} f(t) \mathrm dt - \int_{a}^{x_1} f(t) \mathrm dt. \qquad (1)]

          


          It can be shown that


          
            	[image: \int_{a}^{x_1} f(t) \mathrm dt + \int_{x_1}^{x_1 + \Delta x} f(t) \mathrm dt = \int_{a}^{x_1 + \Delta x} f(t) \mathrm dt. ]


            	(The sum of the areas of two adjacent regions is equal to the area of both regions combined.)

          


          Manipulating this equation gives


          
            	[image: \int_{a}^{x_1 + \Delta x} f(t) \mathrm dt - \int_{a}^{x_1} f(t) \mathrm dt = \int_{x_1}^{x_1 + \Delta x} f(t) \mathrm dt. ]

          


          Substituting the above into (1) results in


          
            	[image: F(x_1 + \Delta x) - F(x_1) = \int_{x_1}^{x_1 + \Delta x} f(t)\mathrm dt. \qquad (2)]

          


          According to the mean value theorem for integration, there exists a c in [x1, x1 + x] such that


          
            	[image: \int_{x_1}^{x_1 + \Delta x} f(t) \mathrm dt = f(c) \Delta x ].

          


          Substituting the above into (2) we get


          
            	[image: F(x_1 + \Delta x) - F(x_1) = f(c) \Delta x \,].

          


          Dividing both sides by x gives


          
            	[image: \frac{F(x_1 + \Delta x) - F(x_1)}{\Delta x} = f(c). ]


            	Notice that the expression on the left side of the equation is Newton's difference quotient for F at x1.

          


          Take the limit as x  0 on both sides of the equation.


          
            	[image: \lim_{\Delta x \to 0} \frac{F(x_1 + \Delta x) - F(x_1)}{\Delta x} = \lim_{\Delta x \to 0} f(c). ]

          


          The expression on the left side of the equation is the definition of the derivative of F at x1.


          
            	[image: F'(x_1) = \lim_{\Delta x \to 0} f(c). \qquad (3) ]

          


          To find the other limit, we will use the squeeze theorem. The number c is in the interval [x1, x1 + x], so x1  c  x1 + x.


          Also, [image: \lim_{\Delta x \to 0} x_1 = x_1] and [image: \lim_{\Delta x \to 0} x_1 + \Delta x = x_1].


          Therefore, according to the squeeze theorem,


          
            	[image: \lim_{\Delta x \to 0} c = x_1.]

          


          Substituting into (3), we get


          
            	[image: F'(x_1) = \lim_{c \to x_1} f(c).]

          


          The function f is continuous at c, so the limit can be taken inside the function. Therefore, we get


          
            	[image: F'(x_1) = f(x_1) \,].

          


          which completes the proof.


          (Leithold et al, 1996)


          


          Alternative proof


          This is a limit proof by Riemann sums.


          Let f be continuous on the interval [a, b], and let F be an antiderivative of f. Begin with the quantity


          
            	[image: F(b) - F(a)\,].

          


          Let there be numbers


          
            	x1, ..., xn

          


          such that


          
            	[image: a = x_0 < x_1 < x_2 < \ldots < x_{n-1} < x_n = b].

          


          It follows that


          
            	[image: F(b) - F(a) = F(x_n) - F(x_0) \,].

          


          Now, we add each F(xi) along with its additive inverse, so that the resulting quantity is equal:


          
            	[image: \begin{matrix} F(b) - F(a) & = & F(x_n)\,+\,[-F(x_{n-1})\,+\,F(x_{n-1})]\,+\,\ldots\,+\,[-F(x_1) + F(x_1)]\,-\,F(x_0) \, \ & = & [F(x_n)\,-\,F(x_{n-1})]\,+\,[F(x_{n-1})\,+\,\ldots\,-\,F(x_1)]\,+\,[F(x_1)\,-\,F(x_0)] \, \end{matrix}]

          


          The above quantity can be written as the following sum:


          
            	[image: F(b) - F(a) = \sum_{i=1}^n [F(x_i) - F(x_{i-1})] \qquad (1)]

          


          Next we will employ the mean value theorem. Stated briefly,


          Let F be continuous on the closed interval [a, b] and differentiable on the open interval (a, b). Then there exists some c in (a, b) such that


          
            	[image: F'(c) = \frac{F(b) - F(a)}{b - a}.]

          


          It follows that


          
            	[image: F'(c)(b - a) = F(b) - F(a). \,]

          


          The function F is differentiable on the interval [a, b]; therefore, it is also differentiable and continuous on each interval xi-1. Therefore, according to the mean value theorem (above),


          
            	[image: F(x_i) - F(x_{i-1}) = F'(c_i)(x_i - x_{i-1}). \,]

          


          Substituting the above into (1), we get


          
            	[image: F(b) - F(a) = \sum_{i=1}^n [F'(c_i)(x_i - x_{i-1})].]

          


          The assumption implies F'(ci) = f(ci). Also, xi  xi  1 can be expressed as x of partition i.


          
            	[image: F(b) - F(a) = \sum_{i=1}^n [f(c_i)(\Delta x_i)] \qquad (2)]

          


          
            [image: A converging sequence of Riemann sums. The numbers in the upper right are the areas of the grey rectangles. They converge to the integral of the function.]

            
              A converging sequence of Riemann sums. The numbers in the upper right are the areas of the grey rectangles. They converge to the integral of the function.
            

          


          Notice that we are describing the area of a rectangle, with the width times the height, and we are adding the areas together. Each rectangle, by virtue of the Mean Value Theorem, describes an approximation of the curve section it is drawn over. Also notice that xi does not need to be the same for any value of i, or in other words that the width of the rectangles can differ. What we have to do is approximate the curve with n rectangles. Now, as the size of the partitions get smaller and n increases, resulting in more partitions to cover the space, we will get closer and closer to the actual area of the curve.


          By taking the limit of the expression as the norm of the partitions approaches zero, we arrive at the Riemann integral. That is, we take the limit as the largest of the partitions approaches zero in size, so that all other partitions are smaller and the number of partitions approaches infinity.


          So, we take the limit on both sides of (2). This gives us


          
            	[image: \lim_{\| \Delta \| \to 0} F(b) - F(a) = \lim_{\| \Delta \| \to 0} \sum_{i=1}^n [f(c_i)(\Delta x_i)]\,.]

          


          Neither F(b) nor F(a) is dependent on ||||, so the limit on the left side remains F(b) - F(a).


          
            	[image: F(b) - F(a) = \lim_{\| \Delta \| \to 0} \sum_{i=1}^n [f(c_i)(\Delta x_i)]]

          


          The expression on the right side of the equation defines an integral over f from a to b. Therefore, we obtain


          
            	[image: F(b) - F(a) = \int_{a}^{b} f(x)\,\mathrm dx]

          


          which completes the proof.


          


          Generalizations


          We don't need to assume continuity of f on the whole interval. Part I of the theorem then says: if f is any Lebesgue integrable function on [a, b] and x0 is a number in [a, b] such that f is continuous at x0, then


          
            	[image: F(x) = \int_a^x f(t)\, \mathrm dt]

          


          is differentiable for x = x0 with F'(x0) = f(x0). We can relax the conditions on f still further and suppose that it is merely locally integrable. In that case, we can conclude that the function F is differentiable almost everywhere and F'(x) = f(x) almost everywhere. This is sometimes known as Lebesgue's differentiation theorem.


          Part II of the theorem is true for any Lebesgue integrable function f which has an antiderivative F (not all integrable functions do, though).


          The version of Taylor's theorem which expresses the error term as an integral can be seen as a generalization of the Fundamental Theorem.


          There is a version of the theorem for complex functions: suppose U is an open set in C and f: U  C is a function which has a holomorphic antiderivative F on U. Then for every curve : [a, b]  U, the curve integral can be computed as


          
            	[image: \int_{\gamma} f(z) \,\mathrm dz = F(\gamma(b)) - F(\gamma(a)).]

          


          The fundamental theorem can be generalized to curve and surface integrals in higher dimensions and on manifolds.


          One of the most powerful statements in this direction is Stokes' theorem.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Fundamental_theorem_of_calculus"
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                  Clockwise from top left: Amanita muscaria, a basidiomycete; Sarcoscypha coccinea, an ascomycete; black bread mold, a zygomycete; a chytrid; a Penicillium conidiophore.
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          A fungus (pronounced /ˈfʌŋgəs/) is a eukaryotic organism that is a member of the kingdom Fungi (pronounced /ˈfʌndʒaɪ/). The fungi are heterotrophic organisms possessing a chitinous cell wall. The majority of species grow as multicellular filaments called hyphae forming a mycelium; some fungal species also grow as single cells. Sexual and asexual reproduction of the fungi is commonly via spores, often produced on specialized structures or in fruiting bodies. Some species have lost the ability to form specialized reproductive structures, and propagate solely by vegetative growth. Yeasts, molds, and mushrooms are examples of fungi. The fungi are a monophyletic group that is phylogenetically clearly distinct from the morphologically similar slime molds ( myxomycetes) and water molds ( oomycetes). The fungi are more closely related to animals than plants, yet the discipline of biology devoted to the study of fungi, known as mycology, often falls under a branch of botany.


          Occurring worldwide, most fungi are largely invisible to the naked eye, living for the most part in soil, dead matter, and as symbionts of plants, animals, or other fungi. They perform an essential role in all ecosystems in decomposing organic matter and are indispensable in nutrient cycling and exchange. Some fungi become noticeable when fruiting, either as mushrooms or molds. Many fungal species have long been used as a direct source of food, such as mushrooms and truffles and in fermentation of various food products, such as wine, beer, and soy sauce. More recently, fungi are being used as sources for antibiotics used in medicine and various enzymes, such as cellulases, pectinases, and proteases, important for industrial use or as active ingredients of detergents. Many fungi produce bioactive compounds called mycotoxins, such as alkaloids and polyketides that are toxic to animals including humans. Some fungi are used recreationally or in traditional ceremonies as a source of psychotropic compounds. Several species of the fungi are significant pathogens of humans and other animals, and losses due to diseases of crops (e.g., rice blast disease) or food spoilage caused by fungi can have a large impact on human food supply and local economies.


          


          Etymology and definition


          The English word fungus is directly adopted from the Latin fungus, meaning "mushroom", used in Horace and Pliny. This in turn is derived from the Greek word sphongos/ ("sponge"), referring to the macroscopic structures and morphology of some mushrooms and molds and also used in other languages (e.g., the German Schwamm ("sponge") or Schwammerl for some types of mushroom).


          


          Diversity


          Fungi have a worldwide distribution, and grow in a wide range of habitats, including deserts. Most fungi grow in terrestrial environments, but several species occur only in aquatic habitats. Fungi along with bacteria are the primary decomposers of organic matter in most if not all terrestrial ecosystems worldwide. Based on observations of the ratio of the number of fungal species to the number of plant species in some environments, the fungal kingdom has been estimated to contain about 1.5 million species. Around 70,000 fungal species have been formally described by taxonomists, but the true dimension of fungal diversity is still unknown. Most fungi grow as thread-like filaments called hyphae, which form a mycelium, while others grow as single cells. Until recently many fungal species were described based mainly on morphological characteristics, such as the size and shape of spores or fruiting structures, and biological species concepts; the application of molecular tools, such as DNA sequencing, to study fungal diversity has greatly enhanced the resolution and added robustness to estimates of diversity within various taxonomic groups.


          


          Importance for human use


          
            [image: Sacharomyces cerevisiae cells in DIC microscopy.]

            
              Sacharomyces cerevisiae cells in DIC microscopy.
            

          


          Human use of fungi for food preparation or preservation and other purposes is extensive and has a long history: yeasts are required for fermentation of beer, wine and bread, some other fungal species are used in the production of soy sauce and tempeh. Mushroom farming and mushroom gathering are large industries in many countries. Many fungi are producers of antibiotics, including -lactam antibiotics such as penicillin and cephalosporin. Widespread use of these antibiotics for the treatment of bacterial diseases, such as tuberculosis, syphilis, leprosy, and many others began in the early 20th century and continues to play a major part in anti-bacterial chemotherapy. The study of the historical uses and sociological impact of fungi is known as ethnomycology.


          


          Cultured foods


          Baker's yeast or Saccharomyces cerevisiae, a single-cell fungus, is used in the baking of bread and other wheat-based products, such as pizza and dumplings. Several yeast species of the genus Saccharomyces are also used in the production of alcoholic beverages through fermentation. Mycelial fungi, such as the shoyu koji mold ( Aspergillus oryzae), are used in the brewing of Shoyu ( soy sauce) and preparation of tempeh. Quorn is a high-protein product made from the mold, Fusarium venenatum, and is used in vegetarian cooking.


          


          Other human uses


          Fungi are also used extensively to produce industrial chemicals like lactic acid, antibiotics and even to make stonewashed jeans. Several fungal species are ingested for their psychedelic properties, both recreationally and religiously (see main article, Psilocybin mushrooms).


          


          Mycotoxins


          Many fungi produce compounds with biological activity. Several of these compounds are toxic and are therefore called mycotoxins, referring to their fungal origin and toxic activity. Of particular relevance to humans are those mycotoxins that are produced by moulds causing food spoilage and poisonous mushrooms (see below). Particularly infamous are the aflatoxins, which are insidious liver toxins and highly carcinogenic metabolites produced by Aspergillus species often growing in or on grains and nuts consumed by humans, and the lethal amatoxins produced by mushrooms of the genus Amanita. Other notable mycotoxins include ochratoxins, patulin, ergot alkaloids, and trichothecenes and fumonisins, all of which have significant impact on human food supplies or animal livestock.


          Mycotoxins belong to the group of secondary metabolites (or natural products). Originally, this group of compounds had been thought to be mere byproducts of primary metabolism, hence the name "secondary" metabolites. However, recent research has shown the existence of biochemical pathways solely for the purpose of producing mycotoxins and other natural products in fungi. Mycotoxins provide a number of fitness benefits to the fungi that produce them in terms of physiological adaptation, competition with other microbes and fungi, and protection from fungivory. These fitness benefits and the existence of dedicated biosynthetic pathways for mycotoxin production suggest that the mycotoxins are important for fungal persistence and survival.


          


          Edible and poisonous fungi


          
            [image: Asian mushrooms, clockwise from left, enokitake, buna-shimeji, bunapi-shimeji, king oyster mushroom and shiitake.]

            
              Asian mushrooms, clockwise from left, enokitake, buna-shimeji, bunapi-shimeji, king oyster mushroom and shiitake.
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              Black Prigord Truffle ( Tuber melanosporum), cut in half.
            

          


          
            [image: Stilton cheese veined with Penicillium roqueforti.]

            
              Stilton cheese veined with Penicillium roqueforti.
            

          


          Some of the best known types of fungi are the edible and the poisonous mushrooms. Many species are commercially raised, but others must be harvested from the wild. Agaricus bisporus, sold as button mushrooms when small or Portobello mushrooms when larger, are the most commonly eaten species, used in salads, soups, and many other dishes. Many Asian fungi are commercially grown and have gained in popularity in the West. They are often available fresh in grocery stores and markets, including straw mushrooms ( Volvariella volvacea), oyster mushrooms ( Pleurotus ostreatus), shiitakes ( Lentinula edodes), and enokitake ( Flammulina spp.).


          There are many more mushroom species that are harvested from the wild for personal consumption or commercial sale. Milk mushrooms, morels, chanterelles, truffles, black trumpets, and porcini mushrooms ( Boletus edulis) (also known as king boletes) all demand a high price on the market. They are often used in gourmet dishes.


          For certain types of cheeses, it is also a common practice to inoculate milk curds with fungal spores to foment the growth of specific species of mold that impart a unique flavor and texture to the cheese. This accounts for the blue colour in cheeses such as Stilton or Roquefort which is created using Penicillium roqueforti spores. Molds used in cheese production are usually non-toxic and are thus safe for human consumption; however, mycotoxins (e.g., aflatoxins, roquefortine C, patulin, or others) may accumulate due to fungal spoilage during cheese ripening or storage.


          Many mushroom species are toxic to humans, with toxicities ranging from slight digestive problems or allergic reactions as well as hallucinations to severe organ failures and death. Some of the most deadly mushrooms belong to the genera Inocybe, Cortinarius, and most infamously, Amanita. The latter genus includes the destroying angel ( A. virosa) and the death cap ( A. phalloides), the most common cause of deadly mushroom poisoning. The false morel ( Gyromitra esculenta) is considered a delicacy by some when cooked, yet can be highly toxic when eaten raw. Tricholoma equestre was considered edible until being implicated in some serious poisonings causing rhabdomyolysis.


          Fly agaric mushrooms (A. muscaria) also cause occasional poisonings, mostly as a result of ingestion for use as a recreational drug for its hallucinogenic properties. Historically Fly agaric was used by Celtic Druids in Northern Europe and the Koryak people of north-eastern Siberia for religious or shamanic purposes. It is difficult to identify a safe mushroom without proper training and knowledge, thus it is often advised to assume that a mushroom in the wild is poisonous and not to consume it.


          


          Fungi in the biological control of pests


          In agricultural settings, fungi that actively compete for nutrients and space with, and eventually prevail over, pathogenic microorganisms, such as bacteria or other fungi, via the competitive exclusion principle, or are parasites of these pathogens, may be beneficial agents for human use. For example, some fungi may be used to suppress growth or eliminate harmful plant pathogens, such as insects, mites, weeds, nematodes and other fungi that cause diseases of important crop plants. This has generated strong interest in the use and practical application of these fungi for the biological control of these agricultural pests. Entomopathogenic fungi can be used as biopesticides, as they actively kill insects. Examples of fungi that have been used as biological insecticides are Beauveria bassiana, Metarhizium anisopliae, Hirsutella spp, Paecilomyces spp, and Verticillium lecanii. Endophytic fungi of grasses of the genus Neotyphodium, such as N. coenophialum produce alkaloids that are toxic to a range of invertebrate and vertebrate herbivores. These alkaloids protect the infected grass plants from herbivory, but some endophyte alkaloids can cause poisoning of grazing animals, such as cattle and sheep. Infection of grass cultivars of turf or forage grasses with isolates of the grass endophytes that produce only specific alkaloids to improve grass hardiness and resistance to herbivores such as insects, while being non-toxic to livestock, is being used in grass breeding programs.


          Ecology


          
            [image: Polypores growing on a tree in Borneo]

            
              Polypores growing on a tree in Borneo
            

          


          Although often inconspicuous, fungi occur in every environment on Earth and play very important roles in most ecosystems. Along with bacteria, fungi are the major decomposers in most terrestrial (and some aquatic) ecosystems, and therefore play a critical role in biogeochemical cycles and in many food webs. As decomposers, they play an indispensable role in nutrient cycling, especially as saprotrophs and symbionts, degrading organic matter to inorganic molecules, which can then re-enter anabolic metabolic pathways in plants or other organisms.


          


          Symbiosis


          Many fungi have important symbiotic relationships with organisms from most if not all Kingdoms. These interactions can be mutualistic or antagonistic in nature, or in case of commensal fungi are of no apparent benefit or detriment to the host.


          


          With plants


          Mycorrhizal symbiosis between plants and fungi is one of the most well-known plant-fungus associations and is of significant importance for plant growth and persistence in many ecosystems; over 90% of all plant species engage in some kind of mycorrhizal relationship with fungi and are dependent upon this relationship for survival. The mycorrhizal symbiosis is ancient, dating to at least 400 million years ago. It often increases the plant's uptake of inorganic compounds, such as nitrate and phosphate from soils having low concentrations of these key plant nutrients. In some mycorrhizal associations, the fungal partners may mediate plant-to-plant transfer of carbohydrates and other nutrients. Such mycorrhizal communities are called "common mycorrhizal networks".


          Lichens are formed by a symbiotic relationship between algae or cyanobacteria (referred to in lichens as "photobionts") and fungi (mostly various species of ascomycetes and a few basidiomycetes), in which individual photobiont cells are embedded in a tissue formed by the fungus. As in mycorrhizas, the photobiont provides sugars and other carbohydrates, while the fungus provides minerals and water. The functions of both symbiotic organisms are so closely intertwined that they function almost as a single organism.


          


          With insects


          Many insects also engage in mutualistic relationships with various types of fungi. Several groups of ants cultivate fungi in the order Agaricales as their primary food source, while ambrosia beetles cultivate various species of fungi in the bark of trees that they infest. Termites on the African Savannah are also known to cultivate fungi.


          


          As pathogens and parasites


          However, many fungi are parasites on plants, animals (including humans), and other fungi. Serious fungal pathogens of many cultivated plants causing extensive damage and losses to agriculture and forestry include the rice blast fungus Magnaporthe oryzae, tree pathogens such as Ophiostoma ulmi and Ophiostoma novo-ulmi causing Dutch elm disease, and Cryphonectria parasitica responsible for chestnut blight, and plant-pathogenic fungi in the genera Fusarium, Ustilago, Alternaria, and Cochliobolus; fungi with the potential to cause serious human diseases, especially in persons with immuno-deficiencies, are in the genera Aspergillus, Candida, Cryptoccocus, Histoplasma, and Pneumocystis. Several pathogenic fungi are also responsible for relatively minor human diseases, such as athletes foot and ringworm. Some fungi are predators of nematodes, which they capture using an array of specialized structures, such as constricting rings or adhesive nets.


          


          Nutrition and possible autotrophy


          Growth of fungi as hyphae on or in solid substrates or single cells in aquatic environments is adapted to efficient extraction of nutrients from these environments, because these growth forms have high surface area to volume ratios. These adaptations in morphology are complemented by hydrolytic enzymes secreted into the environment for digestion of large organic molecules, such as polysaccharides, proteins, lipids, and other organic substrates into smaller molecules. These molecules are then absorbed as nutrients into the fungal cells.


          Traditionally, the fungi are considered heterotrophs, organisms that rely solely on carbon fixed by other organisms for metabolism. Fungi have evolved a remarkable metabolic versatility that allows many of them to use a large variety of organic substrates for growth, including simple compounds as nitrate, ammonia, acetate, or ethanol. Recent research raises the possibility that some fungi utilize the pigment melanin to extract energy from ionizing radiation, such as gamma radiation for "radiotrophic" growth. It has been proposed that this process might bear some similarity to photosynthesis in plants, but detailed biochemical data supporting the existence of this hypothetical pathway are presently lacking.


          


          Morphology


          


          Microscopic structures
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              Mold covering a decaying peach over a period of six days. The frames were taken approximately 12 hours apart.
            

          


          Though fungi are part of the opisthokont clade, all phyla except for the chytrids have lost their posterior flagella. Fungi are unusual among the eukaryotes in having a cell wall that, besides glucans (e.g., -1,3-glucan) and other typical components, contains the biopolymer chitin.


          Many fungi grow as thread-like filamentous microscopic structures called hyphae, and an assemblage of intertwined and interconnected hyphae is called a mycelium. Hyphae can be septate, i.e., divided into hyphal compartments separated by a septum, each compartment containing one or more nuclei or can be coenocytic, i.e., lacking hyphal compartmentalization. However, septa have pores, such as the doliporus in the basidiomycetes that allow cytoplasm, organelles, and sometimes nuclei to pass through. Coenocytic hyphae are essentially multinucleate supercells. In some cases, fungi have developed specialized structures for nutrient uptake from living hosts; examples include haustoria in plant-parasitic fungi of nearly all divisions, and arbuscules of several mycorrhizal fungi, which penetrate into the host cells for nutrient uptake by the fungus.


          


          Macroscopic structures


          Fungal mycelia can become visible macroscopically, for example, as concentric rings on various surfaces, such as damp walls, and on other substrates, such as spoilt food (see figure), and are commonly and generically called mould (American spelling, mold); fungal mycelia grown on solid agar media in laboratory petri dishes are usually referred to as colonies, with many species exhibiting characteristic macroscopic growth morphologies and colours, due to spores or pigmentation.


          Specialized fungal structures important in sexual reproduction are the apothecia, perithecia, and cleistothecia in the ascomycetes, and the fruiting bodies of the basidiomycetes, and a few ascomycetes. These reproductive structures can sometimes grow very large, and are well known as mushrooms.


          


          Morphological and physiological features for substrate penetration


          Fungal hyphae are specifically adapted to growth on solid surfaces and within substrates, and can exert astoundingly large penetrative mechanical forces. The plant pathogen, Magnaporthe grisea, forms a structure called an appressorium specifically designed for penetration of plant tissues, and the pressure generated by the appressorium, which is directed against the plant epidermis can exceed 8 MPa (80 bars). The generation of these mechanical pressures is the result of an interplay between physiological processes to increase intracellular turgor by production of osmolytes such as glycerol, and the morphology of the appressorium.


          


          Reproduction


          
            [image: Fungi on a fence post near Oros�, Costa Rica.]

            
              Fungi on a fence post near Oros, Costa Rica.
            

          


          Reproduction of fungi is complex, reflecting the heterogeneity in lifestyles and genetic make up within this group of organisms. Many fungi reproduce either sexually or asexually, depending on conditions in the environment. These conditions trigger genetically determined developmental programs leading to the expression of specialized structures for sexual or asexual reproduction. These structures aid both reproduction and efficient dissemination of spores or spore-containing propagules.


          


          Asexual reproduction


          Asexual reproduction via vegetative spores or through mycelial fragmentation is common in many fungal species and allows more rapid dispersal than sexual reproduction. In the case of the "Fungi imperfecti" or Deuteromycota, which lack a sexual cycle, it is the only means of propagation. Asexual spores, upon germination, may found a population that is clonal to the population from which the spore originated, and thus colonize new environments.


          


          Sexual reproduction


          Sexual reproduction with meiosis exists in all fungal phyla, except the Deuteromycota. It differs in many aspects from sexual reproduction in animals or plants. Many differences also exist between fungal groups and have been used to discriminate fungal clades and species based on morphological differences in sexual structures and reproductive strategies. Experimental crosses between fungal isolates can also be used to identify species based on biological species concepts. The major fungal clades have initially been delineated based on the morphology of their sexual structures and spores; for example, the spore-containing structures, asci and basidia, can be used in the identification of ascomycetes and basidiomycetes, respectively. Many fungal species have elaborate vegetative incompatibility systems that allow mating only between individuals of opposite mating type, while others can mate and sexually reproduce with any other individual or itself. Species of the former mating system are called heterothallic, and of the latter homothallic.


          Most fungi have both a haploid and diploid stage in their life cycles. In all sexually reproducing fungi, compatible individuals combine by cell fusion of vegetative hyphae by anastomosis, required for the initiation of the sexual cycle. Ascomycetes and basidiomycetes go through a dikaryotic stage, in which the nuclei inherited from the two parents do not fuse immediately after cell fusion, but remain separate in the hyphal cells (see heterokaryosis).


          In ascomycetes, dikaryotic hyphae of the hymenium form a characteristic hook at the hyphal septum. During cell division formation of the hook ensures proper distribution of the newly divided nuclei into the apical and basal hyphal compartments. An ascus (plural asci) is then formed, in which karyogamy (nuclear fusion) occurs. These asci are embedded in an ascocarp, or fruiting body, of the fungus. Karyogamy in the asci is followed immediately by meiosis and the production of ascospores. The ascospores are disseminated and germinate and may form a new haploid mycelium.


          Sexual reproduction in basidiomycetes is similar to that of the ascomycetes. Compatible haploid hyphae fuse to produce a dikaryotic mycelium. However, the dikaryotic phase is more extensive in the basidiomycetes, in many cases also present in the vegetatively growing mycelium. A specialized anatomical structure, called a clamp connection, is formed at each hyphal septum. As with the structurally similar hook in the ascomycetes, formation of the clamp connection in the basidiomycetes is required for controlled transfer of nuclei during cell division, to maintain the dikaryotic stage with two genetically different nuclei in each hyphal compartment. A basidiocarp is formed in which club-like structures known as basidia generate haploid basidiospores after karyogamy and meiosis. The most commonly known basidiocarps are mushrooms, but they may also take many other forms (see Morphology section).


          In zygomycetes, haploid hyphae of two individuals fuse, forming a zygote, which develops into a zygospore. When the zygospore germinates, it quickly undergoes meiosis, generating new haploid hyphae, which in turn may form asexual sporangiospores. These sporangiospores are means of rapid dispersal of the fungus and germinate into new genetically identical haploid fungal colonies, able to mate and undergo another sexual cycle followed by the generation of new zygospores, thus completing the lifecycle.


          


          Spore dispersal


          Both asexual and sexual spores or sporangiospores of many fungal species are actively dispersed by forcible ejection from their reproductive structures. This ejection ensures exit of the spores from the reproductive structures as well as travelling through the air over long distances. Many fungi thereby possess specialized mechanical and physiological mechanisms as well as spore-surface structures, such as hydrophobins, for spore ejection. These mechanisms include, for example, forcible discharge of ascospores enabled by the structure of the ascus and accumulation of osmolytes in the fluids of the ascus that lead to explosive discharge of the ascospores into the air. The forcible discharge of single spores termed ballistospores involves formation of a small drop of water ( Buller's drop), which upon contact with the spore leads to its projectile release with an initial acceleration of more than 10,000 g. Other fungi rely on alternative mechanisms for spore release, such as external mechanical forces, exemplified by puffballs. Attracting insects, such as flies, to fruiting structures, by virtue of their having lively colours and a putrid odour, for dispersal of fungal spores is yet another strategy, most prominently used by the stinkhorns.


          


          Other sexual processes


          Besides regular sexual reproduction with meiosis, some fungal species may exchange genetic material via parasexual processes, initiated by anastomosis between hyphae and plasmogamy of fungal cells. The frequency and relative importance of parasexual events is unclear and may be lower than other sexual processes. However, it is known to play a role in intraspecific hybridization and is also likely required for hybridization between fungal species, which has been associated with major events in fungal evolution.


          


          Phylogeny and classification
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              The mushroom Oudemansiella nocturnum eats wood
            

          


          For a long time taxonomists considered fungi to be members of the Plant Kingdom. This early classification was based mainly on similarities in lifestyle: both fungi and plant are mainly sessile, have similarities in general morphology and growth habitat (like plants, fungi often grow in soil, in the case of mushrooms forming conspicuous fruiting bodies, which sometimes bear resemblance to plants such as mosses). Moreover, both groups possess a cell wall, which is absent in the Animal Kingdom. However, the fungi are now considered a separate kingdom, distinct from both plants and animals, from which they appear to have diverged approximately one billion years ago. Many studies have identified several distinct morphological, biochemical, and genetic features in the Fungi, clearly delineating this group from the other kingdoms. For these reasons, the fungi are placed in their own kingdom.


          


          Physiological and morphological traits


          Similar to animals and unlike most plants, fungi lack the capacity to synthesize organic carbon by chlorophyll-based photosynthesis; whereas plants store the reduced carbon as starch, fungi, like animals and some bacteria, use glycogen for storage of carbohydrates. A major component of the cell wall in many fungal species is the nitrogen-containing carbohydrate, chitin, also present in some animals, such as the insects and crustaceans, while the plant cell wall consists chiefly of the carbohydrate cellulose. The defining and unique characteristics of fungal cells include growth as hyphae, which are microscopic filaments of between 2-10 microns in diameter and up to several centimetres in length, and which combined form the fungal mycelium. Some fungi, such as yeasts, grow as single ovoid cells, similar to unicellular algae and the protists.


          Unlike many plants, most fungi lack an efficient vascular system, such as xylem or phloem for long-distance transport of water and nutrients; as an example for convergent evolution, some fungi, such as Armillaria, form rhizomorphs or mycelial cords, resembling and functionally related to, but morphologically distinct from, plant roots.


          Some characteristics shared between plants and fungi include the presence of vacuoles in the cell, and a similar pathway in the biosynthesis of terpenes using mevalonic acid and pyrophosphate as biochemical precursors; plants however use an additional terpene biosynthesis pathway in the chloroplasts that is apparently absent in fungi. Ancestral traits shared among members of the fungi include chitinous cell walls and heterotrophy by absorption. A further characteristic of the fungi that is absent from other eukaryotes, and shared only with some bacteria, is the biosynthesis of the amino acid, L- lysine, via the -aminoadipate pathway.


          Similar to plants, fungi produce a plethora of secondary metabolites functioning as defensive compounds or for niche adaptation; however, biochemical pathways for the synthesis of similar or even identical compounds often differ markedly between fungi and plants.


          


          Evolutionary history


          The first organisms having features typical of fungi date to , the Proterozoic. However, fungal fossils do not become common and uncontroversial until the early Devonian, when they are abundant in the Rhynie chert.


          Even though traditionally included in many botany curricula and textbooks, fungi are now thought to be more closely related to animals than to plants and are placed with the animals in the monophyletic group of opisthokonts. For much of the Paleozoic Era, the fungi appear to have been aquatic, and consisted of organisms similar to the extant Chytrids in having flagellum-bearing spores. The early fossil record of the fungi is fragmentary, to say the least. The fungi probably colonized the land during the Cambrian, long before land plants. All modern classes of fungi were present in the Late Carboniferous (Pennsylvanian Epoch). For some time after the Permian-Triassic extinction event, a fungal spike, originally thought to be an extraordinary abundance of fungal spores in sediments formed shortly after this event, suggested that they were the dominant life form during this periodnearly 100% of the fossil record available from this period. However, the relative proportion of fungal spores relative to spores formed by algal species is difficult to assess, the spike did not appear world-wide, and in many places it did not fall on the Permian-Triassic boundary.


          Analyses using molecular phylogenetics support a monophyletic origin of the Fungi. The taxonomy of the Fungi is in a state of constant flux, especially due to recent research based on DNA comparisons. These current phylogenetic analyses often overturn classifications based on older and sometimes less discriminative methods based on morphological features and biological species concepts obtained from experimental matings.


          There is no unique generally accepted system at the higher taxonomic levels and there are constant name changes at every level, from species upwards. However, efforts among fungal researchers are now underway to establish and encourage usage of a unified and more consistent nomenclature. Fungal species can also have multiple scientific names depending on its life cycle and mode (sexual or asexual) of reproduction. Web sites such as Index Fungorum and ITIS define preferred up-to-date names (with cross-references to older synonyms), but do not always agree with each other.
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          The taxonomic groups of fungi


          The major divisions ( phyla) of fungi have been classified based mainly on their sexual reproductive structures. Currently, seven fungal divisions are proposed:
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            [image: Conidiophores of molds of the genus Aspergillus, an ascomycete, seen under microscope.]
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            	The Chytridiomycota are commonly known as chytrids. These fungi are ubiquitous with a worldwide distribution; chytrids produce zoospores that are capable of active movement through aqueous phases with a single flagellum. Consequently, some taxonomists had earlier classified them as protists on the basis of the flagellum. Molecular phylogenies, inferred from the rRNA-operon sequences representing the 18S, 28S, and 5.8S ribosomal subunits, suggest that the Chytrids are a basal fungal group divergent from the other fungal divisions, consisting of four major clades with some evidence for paraphyly or possibly polyphyly.


            	The Blastocladiomycota were previously considered a taxonomic clade within the Chytridiomycota. Recent molecular data and ultrastructural characteristics, however, place the Blastocladiomycota as a sister clade to the Zygomycota, Glomeromycota, and Dikarya (Ascomycota and Basiomycota). The blastocladiomycetes are fungi that are saprotrophs and parasites of all eukaryotic groups and undergo sporic meiosis unlike their close relatives, the chytrids, which mostly exhibit zygotic meiosis.


            	The Neocallimastigomycota were earlier placed in the phylum Chytridomycota. Members of this small phylum are anaerobic organisms, living in the digestive system of larger herbivorous mammals and possibly in other terrestrial and aquatic environments. They lack mitochondria but contain hydrogenosomes of mitochondrial origin. As the related chrytrids, neocallimastigomycetes form zoospores that are posteriorly uniflagellate or polyflagellate.


            	The Zygomycota contain the taxa, Zygomycetes and Trichomycetes, and reproduce sexually with meiospores called zygospores and asexually with sporangiospores. Black bread mold ( Rhizopus stolonifer) is a common species that belongs to this group; another is Pilobolus, which is capable of ejecting spores several meters through the air. Medically relevant genera include Mucor, Rhizomucor, and Rhizopus. Molecular phylogenetic investigation has shown the Zygomycota to be a polyphyletic phylum with evidence of paraphyly within this taxonomic group.


            	Members of the Glomeromycota are fungi forming arbuscular mycorrhizae with higher plants. Only one species has been observed forming zygospores; all other species solely reproduce asexually. The symbiotic association between the Glomeromycota and plants is ancient, with evidence dating to 400 million years ago.
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            	The Ascomycota, commonly known as sac fungi or ascomycetes, constitute the largest taxonomic group within the Eumycota. These fungi form meiotic spores called ascospores, which are enclosed in a special sac-like structure called an ascus. This division includes morels, a few mushrooms and truffles, single-celled yeasts (e.g., of the genera Saccharomyces, Kluyveromyces, Pichia, and Candida), and many filamentous fungi living as saprotrophs, parasites, and mutualistic symbionts. Prominent and important genera of filamentous ascomycetes include Aspergillus, Penicillium, Fusarium, and Claviceps. Many ascomycetes species have only been observed undergoing asexual reproduction (called anamorphic species), but molecular data has often been able to identify their closest teleomorphs in the Ascomycota. Because the products of meiosis are retained within the sac-like ascus, several ascomyctes have been used for elucidating principles of genetics and heredity (e.g. Neurospora crassa).


            	Members of the Basidiomycota, commonly known as the club fungi or basidiomycetes, produce meiospores called basidiospores on club-like stalks called basidia. Most common mushrooms belong to this group, as well as rust (fungus) and smut fungi, which are major pathogens of grains. Other important Basidiomyces include the maize pathogen, Ustilago maydis, human commensal species of the genus Malassezia, and the opportunistic human pathogen, Cryptococcus neoformans.

          


          


          Phylogenetic relationships with other fungus-like organisms


          Because of some similarities in morphology and lifestyle, the slime molds (myxomycetes) and water molds (oomycetes) were formerly classified in the kingdom Fungi. Unlike true fungi, however, the cell walls of these organisms contain cellulose and lack chitin. Slime molds are unikonts like fungi, but are grouped in the Amoebozoa. Water molds are diploid bikonts, grouped in the Chromalveolate kingdom. Neither water molds nor slime molds are closely related to the true fungi, and, therefore, taxonomists no longer group them in the kingdom Fungi. Nonetheless, studies of the oomycetes and myxomycetes are still often included in mycology textbooks and primary research literature.


          It has been suggested that the nucleariids, currently grouped in the Choanozoa, may be a sister group to the oomycete clade, and as such could be included in an expanded fungal kingdom.
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              	Sudan, Chad
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          The Fur language (Fur ble fr or fraŋ ble, Arabic فوراوي Frw; sometimes called Konjara by linguists, after a former ruling clan) is the language of the Fur of Darfur in western Sudan. It belongs to the Fur branch of the Nilo-Saharan phylum. It has about 3,000,000 speakers (500,000 in 1983.)


          


          Phonology


          The consonantal phonemes are:


          
            	Bilabial: f b m w


            	Dental/Alveolar: t d s n l r


            	Palatal: j  y


            	Velar: k g (h) ŋ

          


          All symbols have their IPA value except for the following: j = [ɟ],  = [ɲ] and y = [j]. z occurs only as an allophone of y. Arabic consonants are sometimes used in loanwords. /h/ is very rare.


          The vowels are as in Latin: a e i o u. There is dispute as to whether the +ATR vowels ɛ, ɔ, ɪ, ʊ are phonetic variants or separate phonemes. /f/ varies along a range between [p] and [f]; thus some sources give the name of the language as pɔɔr.


          There are two underlying tonemes, L (low) and H (high); phonetically, L, H, mid, HL and LH are all found.


          Interestingly, metathesis is an extremely common, and regular, grammatical phenomenon in Fur; when a consonant pronoun prefix is prefixed to a verb that begins with a consonant, either the verb's first consonant is deleted or it changes places with the following vowel. Eg: lem- "lick" > -elm-; ba- "drink" > -ab-; tuum- "build" > -utum-. There are also a variety of assimilation rules.


          


          Morphology


          


          Plurals


          Noun, and optionally adjective, plurals can be formed with -a (-ŋa after vowels): ldi "story" > ldiŋa "stories", tŋ "(a certain species of) antelope"> tŋ "antelopes"; bin "old" > bin "old (pl.)". This suffix also gives the inanimate 3rd person plural of the verb: liŋ "he bathes" > liŋa "they (inanimate) bathe", kaliŋa "they (animate) bathe".


          Vowel-final adjectives can take a plural in -l, as well as -ŋa: lulla "cold" > lullal or lullaŋ "cold (pl.)". A similar suffix (metathesized and assimilated to become -l/-l/-l) is used for the plural of the verb in some tenses.


          A few CVV nouns take the plural suffix H-ta; r "river" > rota "rivers"; ri "field" > rito "fields".


          At least two nouns take the suffix -i: koor "spear" > koori "spears", dote "mouse" > kuuti "mice".


          Nouns with the singular prefix d- (> n- before a nasal) take the plural k-; these are about 20% of all nouns. In some cases (mostly body parts) it is accompanied by L. Eg: dilo "ear" > kilo "ears"; nuŋi "eye" > kuŋi "eyes"; dagi "tooth" > kgi "teeth"; drmi "nose" > krm "noses".


          
            	In some cases the singular also has a suffix -ŋ, not found in the plural: daulaŋ "shoe" > kaula "shoes", droŋ "egg" > kr "eggs".


            	Sometimes a further plural suffix from those listed above is added: nunm "granary" > kunm "granaries", nuum "snake" > kuumi "snakes", dwwo "new" > kwwol "new (pl.)"


            	Sometimes the suffix -(n)ta, is added: dwr "porcupine" > kwrt "porcupines"; dw "tail" > kwnt "tails".


            	One noun, as well as the demonstratives and the interrogative "which", take a plural by simply prefixing k-L: uu "cow" > k; ei "which (one)?" > k "which (ones)?".


            	Several syntactic plurals with no singulars, mostly denoting liquids, have k-L-a; kw "blood", kr "water", kn "name, song".

          


          


          Nouns


          The locative can be expressed by the suffix -le or by reversing the noun's final tone, eg: tŋ "house" > toŋ "at the house"; loo "place", krr "far" > loo krr-le "at a far place".


          The genitive (English 's) is expressed by the suffix -iŋ (the i is deleted after a vowel.) If the relationship is possessive, the possessor comes first; otherwise, it comes last. Eg: nuum "snake" > nuumiŋ tb "snake's head"; jt "forest" > krab jtăŋ "animals of the forest".


          


          Pronouns


          Independent subject:


          
            
              	I

              	ka

              	we

              	ki
            


            
              	you (sg.)

              	ji

              	you (pl.)

              	bi
            


            
              	he, she, it

              	ie

              	they

              	-ŋ
            

          


          The object pronouns are identical apart from being low tone and having -ŋ added to the plural forms.


          Prefixed subject pronouns:


          
            
              	I

              	- (triggers metathesis)

              	we

              	k-
            


            
              	you (sg.)

              	j-

              	you (pl.)

              	b-
            


            
              	he, she, it

              	- (causes vowel raising; *i-)

              	they (animate)

              they (inanimate)

              	k- (+pl. suffix)

              (*i-) (+pl. suffix)
            

          


          Thus, for example, on the verb bu- "tire":


          
            
              	I tired

              	m

              	we tired

              	km
            


            
              	you (sg.) tired

              	jm

              	you (pl.) tired

              	bm
            


            
              	he/she tired

              	bu

              	they tired

              	kmul
            

          


          gi, described as the "participant object pronoun", represents first or second person objects in a dialogue, depending on context.


          Possessives (singular; take k- with plural nouns):


          
            
              	my

              	duiŋ

              	our

              	daŋ
            


            
              	your (sg.)

              	diiŋ

              	you (pl.)

              	diŋ
            


            
              	his, her, its

              	deeŋ

              	their

              	diŋ
            

          


          


          Verbs


          The Fur verbal system is quite complicated; verbs fall into a variety of conjugations. There are three tenses: present, perfect, and future. Subjunctive is also marked. Aspect is distinguished in the past tense.


          Derivational suffixes include -iŋ (intransitive/reflexive; eg lii "he washes" > liiŋ "he washes himself) and gemination of the middle consonant plus -/ (intensive; eg jabi "drop" > jappi/jabbi "throw down".)


          Negation is done with the marker a-...-b surrounding the verb; a-bai-b "he does not drink".


          


          Adjectives


          Most adjectives have two syllables, and a geminate middle consonant: eg ppa "big", fkka "red", lecka "sweet". Some have three syllables: dkkure "solid".


          Adverbs can be derived from adjectives by addition of the suffix -nd or L-n, eg: klle "fast" > kllend or klln "quickly".


          Abstract nouns can be derived from adjectives by adding -iŋ and lowering all tones, deleting any final vowel of the adjective, eg: drro "heavy" > drrŋ "heaviness".
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              	Born

              	October 30, 1821(1821-10-30)

              Moscow, Russian Empire
            


            
              	Died

              	January 28, 1881 (aged59)

              Saint Petersburg, Russian Empire
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          Fyodor Mikhailovich Dostoevsky (Russian: Фёдор Миха́йлович Достое́вский, Russian pronunciation: [ˈfʲodər mʲɪˈxajləvʲɪtɕ dəstɐˈjɛfskʲɪj], sometimes transliterated Dostoyevsky, Dostoievsky, Dostojevskij or Dostoevski listen) ( November 11 [ O.S. October 30] 1821  February 9 [ O.S. January 28] 1881) was a Russian novelist and writer of fiction whose works include Crime and Punishment and The Brothers Karamazov.


          Dostoevsky's literary output explores human psychology in the troubled political, social and spiritual context of 19th-century Russian society. Considered by many as a founder or precursor of 20th century existentialism, his Notes from Underground (1864), written in the embittered voice of the anonymous "underground man", was called by Walter Kaufmann the "best overture for existentialism ever written."


          


          Biography


          


          Family origins


          Dostoevsky was Russian on his mother's side. His paternal ancestors were from a place called Dostoyeve, natives of the government of Minsk, not far from Pinsk. The last name of the paternal family is assumed to be 'Rdishev' prior to its assumption of the township eponym 'Dostoevsky', though the ethnic origins of his paternal ancestors remain in dispute. According to one theory, Dostoevsky's paternal ancestors were Polonized nobles ( szlachta) and went to war bearing Polish Radwan Coat of Arms. Dostoevsky (Polish "Dostojewski") Radwan armorial bearings were drawn for the Dostoevsky Museum in Moscow. The family eventually passed into Ukraine.


          


          Early life


          Dostoevsky was the second of seven children born to Mikhail and Maria Dostoevsky. Dostoevsky's father Mikhail was a retired military surgeon and a violent alcoholic, who served as a doctor at the Mariinsky Hospital for the Poor in Moscow. The hospital was situated in one of the worst areas in Moscow. Local landmarks included a cemetery for criminals, a lunatic asylum, and an orphanage for abandoned infants. This urban landscape made a lasting impression on the young Dostoevsky, whose interest in and compassion for the poor, oppressed, and tormented was apparent. Though his parents forbade it, Dostoevsky liked to wander out to the hospital garden, where the suffering patients sat to catch a glimpse of sun. The young Dostoevsky loved to spend time with these patients and hear their stories.


          There are many stories of Dostoevsky's father's despotic treatment of his children. After returning home from work, he would take a nap while his children, ordered to keep absolutely silent, stood by their slumbering father in shifts and swatted at any flies that came near his head. However, it is the opinion of Joseph Frank, a biographer of Dostoevsky, that the father figure in The Brothers Karamazov is not based on Dostoevsky's own father. Letters and personal accounts demonstrate that they had a fairly loving relationship.


          Shortly after his mother died of tuberculosis in 1837, Dostoevsky and his brother were sent to the Military Engineering Academy at Saint Petersburg. Fyodor's father died in 1839. Though it has never been proven, it is believed by some that he was murdered by his own serfs. According to one account, they became enraged during one of his drunken fits of violence, restrained him, and poured vodka into his mouth until he drowned. Another story holds that Mikhail died of natural causes, and a neighboring landowner invented the story of his murder so that he might buy the estate inexpensively. Some have argued that his father's personality had influenced the character of Fyodor Pavlovich Karamazov, the "wicked and sentimental buffoon", father of the main characters in his 1880 novel The Brothers Karamazov, but such claims fail to withstand the scrutiny of many critics.


          Dostoevsky had epilepsy and his first seizure occurred when he was 9 years old. Epileptic seizures recurred sporadically throughout his life, and Dostoevsky's experiences are thought to have formed the basis for his description of Prince Myshkin's epilepsy in his novel The Idiot and that of Smerdyakov in The Brothers Karamazov, among others.


          At the Saint Petersburg Academy of Military Engineering, Dostoevsky was taught mathematics, a subject he despised. However, he also studied literature by Shakespeare, Pascal, Victor Hugo and E.T.A. Hoffmann. Though he focused on areas different from mathematics, he did well on the exams and received a commission in 1841. That year, he is known to have written two romantic plays, influenced by the German Romantic poet/playwright Friedrich Schiller: Mary Stuart and Boris Godunov. The plays have not been preserved. Dostoevsky described himself as a "dreamer" when he was a young man, and at that time revered Schiller. However, in the years during which he yielded his great masterpieces, his opinions changed and he sometimes poked fun at Schiller.


          


          Beginnings of a literary career


          Dostoevsky was made a lieutenant in 1842, and left the Engineering Academy the following year. He completed a translation into Russian of Balzac's novel Eugnie Grandet in 1843, but it brought him little or no attention. Dostoevsky started to write his own fiction in late 1844 after leaving the army. In 1845, his first work, the epistolary short novel, Poor Folk, published in the periodical The Contemporary ( Sovremennik), was met with great acclaim. As legend has it, the editor of the magazine, poet Nikolai Nekrasov, walked into the office of liberal critic Vissarion Belinsky and announced, "a new Gogol has arisen!" Belinsky, his followers and many others agreed and after the novel was fully published in book form at the beginning of the next year, Dostoevsky became a literary celebrity at the age of 24.


          In 1846, Belinsky and many others reacted negatively to his novella, The Double, a psychological study of a bureaucrat whose alter ego overtakes his life. Dostoevsky's fame began to cool. Much of his work after Poor Folk met with mixed reviews and it seemed that Belinsky's prediction that Dostoevsky would be one of the greatest writers of Russia was mistaken.


          


          Exile in Siberia


          Dostoevsky was arrested and imprisoned on April 23, 1849 for being a part of the liberal intellectual group, the Petrashevsky Circle. Tsar Nicholas I after seeing the Revolutions of 1848 in Europe was harsh on any sort of underground organization which he felt could put autocracy into jeopardy. On November 16 that year Dostoevsky, along with the other members of the Petrashevsky Circle, was sentenced to death. After a mock execution, in which he and other members of the group stood outside in freezing weather waiting to be shot by a firing squad, Dostoevsky's sentence was commuted to four years of exile with hard labor at a katorga prison camp in Omsk, Siberia. Dostoevsky described later to his brother the sufferings he went through as the years in which he was "shut up in a coffin." Describing the dilapidated barracks which, as he put in his own words, "should have been torn down years ago", he wrote:


          
            
              In summer, intolerable closeness; in winter, unendurable cold. All the floors were rotten. Filth on the floors an inch thick; one could slip and fall...We were packed like herrings in a barrel...There was no room to turn around. From dusk to dawn it was impossible not to behave like pigs...Fleas, lice, and black beetles by the bushel...

            


            
              
            

          


          He was released from prison in 1854, and was required to serve in the Siberian Regiment. Dostoevsky spent the following five years as a private (and later lieutenant) in the Regiment's Seventh Line Battalion, stationed at the fortress of Semipalatinsk, now in Kazakhstan. While there, he began a relationship with Maria Dmitrievna Isaeva, the wife of an acquaintance in Siberia. They married in February 1857, after her husband's death.


          


          Post-prison maturation as writer


          Dostoevsky's experiences in prison and the army resulted in major changes in his political and religious convictions. Firstly, his ordeal somehow caused him to become disillusioned with 'Western' ideas; he repudiated the contemporary Western European philosophical movements, and instead paid greater tribute in his writing to traditional, rural-based, rustic Russian 'values'. But even more significantly, he had what his biographer Joseph Frank describes as a conversion experience in prison, which greatly strengthened his Christian, and specifically Orthodox, faith (Dostoevsky would later depict his conversion experience in the short story, The Peasant Marey (1876)).


          Dostoevsky now displayed a much more critical stance on contemporary European philosophy and turned with intellectual rigour against the Nihilist and Socialist movements; and much of his post-prison work -- particularly the novel, The Possessed and the essays, The Diary of a Writer -- contains both criticism of socialist and nihilist ideas, as well as thinly-veiled parodies of contemporary Western-influenced Russian intellectuals ( Timofey Granovsky), revolutionaries ( Sergey Nechayev), and even fellow novelists ( Ivan Turgenev). In social circles, Dostoevsky allied himself with well-known conservatives, such as the statesman Konstantin Pobedonostsev. His post-prison essays praised the tenets of the Pochvennichestvo movement, a late-19th century Russian nativist ideology closely aligned with Slavophilism.


          Dostoevsky's post-prison fiction abandoned the European-style domestic melodramas and quaint character studies of his youthful work in favour of dark, more complex story-lines and situations, played-out by brooding, tortured characters -- often styled partly on Dostoevsky himself -- who agonized over existential themes of spiritual torment, religious awakening, and the psychological confusion caused by the conflict between traditional Russian culture and the influx of modern, Western philosophy. This, nonetheless, does not take from the debt which Dostoevsky owed to the earlier (Western influenced within Russia Gogol) writers whose work grew from out of the irrational and anti-authoritarian spiritualist ideas contained within the Romantic movement which had immediately preceded Dostoevsky in Europe. However, Dostoevsky's major novels focused on the idea that utopias and positivist ideas being utilitarian were unrealistic and unobtainable.


          


          Later literary career


          In December 1859, Dostoevsky returned to Saint Petersburg, where he ran a series of unsuccessful literary journals, Vremya (Time) and Epokha (Epoch), with his older brother Mikhail. The latter had to be shut down as a consequence of its coverage of the Polish Uprising of 1863. That year Dostoevsky traveled to Europe and frequented the gambling casinos. There he met Apollinaria Suslova, the model for Dostoevsky's "proud women," such as the two characters named Katerina Ivanovna, in Crime and Punishment and The Brothers Karamazov.


          Dostoevsky was devastated by his wife's death in 1864, which was followed shortly thereafter by his brother's death. He was financially crippled by business debts and the need to provide for his wife's son from her earlier marriage and his brother's widow and children. Dostoevsky sank into a deep depression, frequenting gambling parlors and accumulating massive losses at the tables.


          Dostoevsky suffered from an acute gambling compulsion as well as from its consequences. By one account Crime and Punishment, possibly his best known novel, was completed in a mad hurry because Dostoevsky was in urgent need of an advance from his publisher. He had been left practically penniless after a gambling spree. Dostoevsky wrote The Gambler simultaneously in order to satisfy an agreement with his publisher Stellovsky who, if he did not receive a new work, would have claimed the copyrights to all of Dostoevsky's writings.


          Motivated by the dual wish to escape his creditors at home and to visit the casinos abroad, Dostoevsky traveled to Western Europe. There, he attempted to rekindle a love affair with Suslova, but she refused his marriage proposal. Dostoevsky was heartbroken, but soon met Anna Grigorevna Snitkina, a twenty-year-old stenographer. Shortly before marrying her in 1867, he dictated The Gambler to her. This period resulted in the writing of what are generally considered to be his greatest books. From 1873 to 1881 he published the Writer's Diary, a monthly journal full of short stories, sketches, and articles on current events. The journal was an enormous success.


          Dostoevsky is also known to have influenced and been influenced by the philosopher Vladimir Sergeyevich Solovyov. Solovyov is noted as the inspiration for the character Alyosha Karamazov.


          In 1877, Dostoevsky gave the keynote eulogy at the funeral of his friend, the poet Nekrasov, to much controversy. On June 8, 1880, shortly before he died, he gave his famous Pushkin speech at the unveiling of the Pushkin monument in Moscow.


          In his later years, Fyodor Dostoevsky lived for a long time at the resort of Staraya Russa in northwestern Russia, which was closer to Saint Petersburg and less expensive than German resorts. He died on February 9 ( January 28 O.S.), 1881 of a lung hemorrhage associated with emphysema and an epileptic seizure. He was interred in Tikhvin Cemetery at the Alexander Nevsky Monastery in Saint Petersburg. Forty thousand mourners attended his funeral. His tombstone reads "Verily, Verily, I say unto you, Except a corn of wheat fall into the ground and die, it abideth alone: but if it die, it bringeth forth much fruit." from John 12:24, which is also the epigraph of his final novel, The Brothers Karamazov.


          


          Works and influence
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              Dostoevsky's tomb at the Alexander Nevsky Monastery.
            

          


          Dostoevsky's influence has been acclaimed by a wide variety of writers, including Marcel Proust, William Faulkner, Charles Bukowski, Albert Camus, Friedrich Nietzsche, Ayn Rand, Franz Kafka, Henry Miller, Yukio Mishima, Cormac McCarthy, Gabriel Garca Mrquez, Jack Kerouac, Allen Ginsberg, Orhan Pamuk and Joseph Heller. American novelist Ernest Hemingway cited Dostoevsky as a major influence on his work in his autobiographical novella A Moveable Feast.


          In a book of interviews with Arthur Power (Conversations with James Joyce), James Joyce praised Dostoevsky's influence:


          
            
              ...he is the man more than any other who has created modern prose, and intensified it to its present-day pitch. It was his explosive power which shattered the Victorian novel with its simpering maidens and ordered commonplaces; books which were without imagination or violence.

            

          


          In her essay The Russian Point of View, Virginia Woolf stated that,


          
            
              The novels of Dostoevsky are seething whirlpools, gyrating sandstorms, waterspouts which hiss and boil and suck us in. They are composed purely and wholly of the stuff of the soul. Against our wills we are drawn in, whirled round, blinded, suffocated, and at the same time filled with a giddy rapture. Out of Shakespeare there is no more exciting reading.

            


            
              
            

          


          Dostoevsky displayed a nuanced understanding of human psychology in his major works. He created an opus of vitality and almost hypnotic power, characterized by feverishly dramatized scenes where his characters are, frequently in scandalous and explosive atmosphere, passionately engaged in Socratic dialogues  la Russe; the quest for God, the problem of Evil and suffering of the innocents haunt the majority of his novels.


          His characters fall into a few distinct categories: humble and self-effacing Christians ( Prince Myshkin, Sonya Marmeladova, Alyosha Karamazov, Starets Zosima), self-destructive nihilists ( Svidrigailov, Smerdyakov, Stavrogin, the underground man), cynical debauchees (Fyodor Karamazov), and rebellious intellectuals ( Raskolnikov, Ivan Karamazov, Ippolit); also, his characters are driven by ideas rather than by ordinary biological or social imperatives. In comparison with Tolstoy, whose characters are realistic, the characters of Dostoevsky are usually more symbolic of the ideas they represent, thus Dostoevsky is often cited as one of the forerunners of Literary Symbolism in specific Russian Symbolism (see Alexander Blok).
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          Dostoevsky's novels are compressed in time (many cover only a few days) and this enables the author to get rid of one of the dominant traits of realist prose, the corrosion of human life in the process of the time flux  his characters primarily embody spiritual values, and these are, by definition, timeless. Other obsessive themes include suicide, wounded pride, collapsed family values, spiritual regeneration through suffering (the most important motif), rejection of the West and affirmation of Russian Orthodoxy and Tsarism. Literary scholars such as Bakhtin have characterized his work as ' polyphonic': unlike other novelists, Dostoevsky does not appear to aim for a 'single vision', and beyond simply describing situations from various angles, Dostoevsky engendered fully dramatic novels of ideas where conflicting views and characters are left to develop unevenly into unbearable crescendo.


          Dostoevsky and the other giant of late 19th century Russian literature, Lev Nikolayevich Tolstoy, never met in person, even though each praised, criticized and influenced each other (Dostoevsky remarked of Tolstoy's Anna Karenina that it was a "flawless work of art"; Henri Troyat reports that Tolstoy once remarked of Crime and Punishment that, "Once you read the first few chapters you know pretty much how the novel will end up"). There was, however, a meeting arranged, but there was a confusion about where the meeting place was and they never rescheduled. Tolstoy reportedly burst into tears when he learnt of Dostoevsky's death. A copy of The Brothers Karamazov was found on the nightstand next to Tolstoy's deathbed at the Astapovo railway station. Since their time, the two are considered by the critics and public as two of the greatest novelists produced by their homeland.


          Dostoevsky has also been noted as having expressed anti-Semitic sentiments. In the recent biography by Joseph Frank, The Mantle of the Prophet, Frank spent much time on A Writer's Diary - a regular column which Dostoevsky wrote in the periodical The Citizen from 1873 to the year before his death in 1881. Frank notes that the Diary is "filled with politics, literary criticism, and pan-Slav diatribes about the virtues of the Russian Empire, [and] represents a major challenge to the Dostoevsky fan, not least on account of its frequent expressions of anti-Semitism." Frank, in his foreword that he wrote for the book Dostoevsky and the Jews, attempts to place Dostoevsky as a product of his time. Frank notes that Dostoevsky did make anti-semitic remarks, but that Dostoevsky's writing and stance by and large was one where Dostoevsky held a great deal of guilt for his comments and positions that were anti-semitic. Steven Cassedy, for example, alleges in his book, Dostoevsky's Religion, that much of the points made that depict Dostoevskys views as an anti-Semite, do so by denying that Dostoevsky expressed support for the equal rights of and for the Russian Jewish population, a position that was not widely supported in Russia at the time. Cassedy also notes that this criticism of Dostoevsky also appears to deny his sincerity in the statements that Dostoevsky made, that he was for equal rights for the Russian Jewish populace, and the Serfs of his own country (since neither group at that point in history had equal rights). Cassedy further notes that the criticism maintains that Dostoevsky was insincere when he stated that he did not hate Jewish people and was not an Anti-Semite. According to Cassedy, this position was maintained without taking into consideration Dostoevsky's expressed desire to peacefully reconcile Jews and Christians into a single universal brotherhood of all mankind.


          


          Dostoevsky and Existentialism


          With the publication of Crime and Punishment in 1866, Fyodor Dostoevsky became one of Russia's most prominent authors in the nineteenth century. Dostoevsky has also been called one of the founding fathers of the philosophical movement known as existentialism. In particular, his Notes from Underground, first published in 1864, has been depicted as a founding work of existentialism. For Dostoevsky, war is the rebellion of the people against the idea that reason guides everything. And thus, reason is the ultimate principle of guidance for neither history nor mankind. Having been exiled to the city of Omsk (Siberia) in 1849, many of Dostoevsky's works entail notions of suffering and despair.


          Nietzsche referred to Dostoevsky as "the only psychologist from whom I have something to learn: he belongs to the happiest windfalls of my life, happier even than the discovery of Stendhal." He said that Notes from the Underground "cried truth from the blood." According to Mihajlo Mihajlov's "The great catalyzer: Nietzsche and Russian neo-Idealism", Nietzsche constantly refers to Dostoevsky in his notes and drafts through out the winter of 1886-1887. Nietzsche also wrote abstracts of several of Dostoevsky's works.


          Freud wrote an article entitled Dostoevsky and Parricide that asserts that the greatest works in world literature are all about parricide (though he is critical of Dostoevsky's work overall, the inclusion of The Brothers Karamazov in a set of the three greatest works of literature is remarkable).


          


          Major works


          
            	Бедные люди Poor Folk (1846)


            	Двойник. Петербургская поэма The Double: A Petersburg Poem (1846)


            	Неточка Незванова Netochka Nezvanova (1849)


            	The Uncle's Dream (1859)


            	Село Степанчиково и его обитатели The Village of Stepanchikovo (1859)


            	Униженные и оскорбленные The Insulted and Humiliated (1861)


            	Записки из мертвого дома The House of the Dead (1862)


            	Записки из подполья Notes from Underground (1864)


            	Преступление и наказание Crime and Punishment (1866)


            	Игрок The Gambler (1867)


            	Идиот The Idiot (1869)


            	The Eternal Husband (Вечный Муж) (1870)


            	Бесы The Possessed (1872)


            	Подросток The Raw Youth (1875)


            	Братья Карамазовы The Brothers Karamazov (1880)


            	Дневник писателя A Writer's Diary (1873-1881)

          


          


          Short stories


          
            	Mr Prokharchin (1846)


            	Novel in Nine Letters (1847)


            	Polzunkov (1847)


            	The Landlady (1847)


            	The Jealous Husband (1848)


            	White Nights (Белые ночи) (1848)


            	A Christmas Tree and a Wedding (Елка и свадьба) (1848)


            	A Weak Heart (Слабое сердце) (1848)


            	An Honest Thief (Честный вор) (1848)


            	The Little Hero (1849)


            	A Nasty Story (1862)


            	Winter Notes on Summer Impressions (1863)


            	The Crocodile (1865)


            	Bobok (1873)


            	The Peasant Marey (Мужик Марей) (1876)


            	The Heavanly Christmas Tree (1876)


            	A Gentle Creature (Кроткая, sometimes translated as The Meek Girl) (1876)


            	The Dream of a Ridiculous Man (Сон смешного человека) (1877)
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              	Anthem: La Concorde

            


            
              	
                
                  [image: Location of Gabon]
                


                

              
            


            
              	Capital

              (and largest city)

              	Libreville

            


            
              	Official languages

              	French
            


            
              	Demonym

              	Gabonese
            


            
              	Government

              	Republic
            


            
              	-

              	President

              	Omar Bongo
            


            
              	-

              	Prime Minister

              	Jean Eyeghe Ndong
            


            
              	Independence
            


            
              	-

              	from France

              	August 17, 1960
            


            
              	Area
            


            
              	-

              	Total

              	267,668km

              103,347 sqmi
            


            
              	-

              	Water(%)

              	3.76%
            


            
              	Population
            


            
              	-

              	July 2005estimate

              	1,454,867( 150th)
            


            
              	-

              	Density

              	5.4/km( 216th)

              13.5/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$9.621 billion( 136th)
            


            
              	-

              	Per capita

              	$14,083( 53rd)
            


            
              	HDI(2007)

              	▲ 0.677(medium)( 119th)
            


            
              	Currency

              	CFA franc ( XAF)
            


            
              	Time zone

              	WAT ( UTC+1)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+1)
            


            
              	Internet TLD

              	.ga
            


            
              	Calling code

              	+241
            

          


          Gabon (pronounced /gəˈbɒn/ or /gaˈb/ in French) is a country in west central Africa sharing borders with Equatorial Guinea, Cameroon, Republic of the Congo and the Gulf of Guinea. The capital and largest city is Libreville. Since its independence from France on August 17, 1960, the Republic has been ruled by four presidents. In the early 1990s, Gabon introduced a multi party system and a new democratic constitution that allowed for a more transparent electoral process and reformed many governmental institutions. A small population (less than two million), abundant natural resources, and foreign private investment have helped make Gabon one of the most prosperous countries in the region, with the highest HDI in Sub-Saharan Africa.


          


          History


          The earliest inhabitants of the area were Pygmy peoples. They were largely replaced and absorbed by Bantu tribes as they migrated.


          In the 15th century, the first Europeans arrived. The nation's name originates from these days as 'Gabo' is Portuguese for cabin, which is roughly the shape of the estuary of the Komo River by Libreville. French explorer Pierre Savorgnan de Brazza led his first mission to the Gabon-Congo area in 1875. He founded the town of Franceville, and was later colonial governor. Several Bantu groups lived in the area that is now Gabon when France officially occupied it in 1885.


          In 1910, Gabon became one of the four territories of French Equatorial Africa, a federation that survived until 1959. These territories became independent on August 17, 1960. The first president of Gabon, elected in 1961, was Lon Mba, with Omar Bongo Ondimba as his vice president. When M'Ba died in 1967, Bongo replaced him as president, and has been the head of state ever since, winning each contested election with a substantial majority.


          


          Government
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          In March of 1991, a new constitution was enacted. Among its provisions are a bill of rights, the creation of a body to guarantee those rights ( National Council of Democracy) and a governmental advisory board which deals with economic and social issues. Multi-party legislative elections were held in 1990-91 even though opposition parties had not yet been formally declared legal.


          President El Hadj Omar Bongo Ondimba, in power since 1967 , was re-elected to his third consecutive seven-year term on November 27, 2005. According to figures provided by Gabon's Interior Ministry, he received a 79.1% majority of votes. Voting age in Gabon is 21 years of age. In 2003, the President amended the Constitution of Gabon to remove any restrictions on the number of terms a president is allowed to serve. The president retains strong powers, such as authority to dissolve the National Assembly, declare a state of siege, delay legislation, conduct referendums, and appoint or dismiss the prime minister as well as cabinet members. In provisional results, the ruling Gabonese Democratic Party (PDG) won 84 out of 120 parliamentary seats.


          As with previous Gabonese elections, the opposition parties have contested the results. There were calls for a boycott and accusations of electoral fraud and bribery. There were also incidences of violence and protest, particularly in the first round of voting held two weeks prior. However, several international observers including the Economic Community of Central African States have reported that the election "met international standards" for democratic voting.


          Gabon has a small, professional military of about 5,000 personnel, divided into army, navy, air force, gendarmerie, and national police. Gabonese forces are oriented to the defense of the country and have not been trained for an offensive role. A 1,800-member guard provides security for the president.


          In September, 2007, Ren Ndmezo'o Obiang, the government's spokesperson, announced that Gabon's cabinet council had decided to formally abolish the death penalty, which had not been applied in the country in over a decade.


          


          Provinces and departments
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          Gabon is divided into 9 provinces and further divided into 37 departments.


          The provinces are:


          
            	Estuaire


            	Haut-Ogoou


            	Moyen-Ogoou


            	Ngouni


            	Nyanga


            	Ogoou-Ivindo


            	Ogoou-Lolo


            	Ogoou-Maritime


            	Woleu-Ntem

          


          


          Geography
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          Gabon is located on the Atlantic coast of central Africa. Located on the equator, Gabon has an equatorial climate with an extensive system of rainforests covering 85% of the country. There are three distinct regions: the coastal plains (ranging between 20 to 300 km from the ocean's shore), the mountains (the Cristal Mountains to the northeast of Libreville, the Chaillu Massif in the centre, culminating at 1575 m with Mont Iboundji), and the savanna in the east. Gabon's largest river is the Ogoou which is 1200 km long. Gabon has three karst areas where there are hundreds of caves located in the dolomite and limestone rocks. Some of the caves include Grotte du Lastoursville, Grotte du Lebamba, Grotte du Bongolo, and Grotte du Kessipougou. Many caves have not been explored yet. A National Geographic Expedition is heading to the caves in the summer of 2008 to document them ( Expedition Website. Gabon is also noted for efforts to preserve the natural environment. In 2002, President Omar Bongo Ondimba put Gabon firmly on the map as an important future ecotourism destination by nominating more than 11% of the nation's territory as National Park (13 in total), which may be the largest area of nature parks in the world. Natural resources include: petroleum, magnesium, iron, gold, uranium, and forests.


          


          Economy


          Gabon is more prosperous than most nearby countries, with a per capita income of four times the average for Sub-Saharan Africa. This is in large part due to offshore oil production. Critics note that the income was not invested in modernizing or diversifying the economy and Gabon remains heavily reliant on its natural resources. Gabon was a full member of OPEC from 1975 to 1995. It is an exporter of manganese, iron, and wood. Uranium mines near Franceville were shut down in 2001 with the arrival of new competition on the global market and is work in progress to re-open them. Plans to exploit rich iron deposits north-east of Makokou are foreseen to begin in 2012.


          During the 1990s, devaluation of the CFA franc left Gabon struggling to pay its overseas debt; France and the IMF have provided further loans and aid in exchange for the implementation of changes to the economy. Gabon's principal trading partners are the United States, China, and Russia for exports while importing mainly from France.


          On December 5, JPMorgan acted as Joint-Bookrunner on the Gabonese Republics (BB-/BB-) debut international US$1 billion 10-year bond issue. The issue was very well received despite the challenging market environment.


          


          Demographics
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          The population of Gabon is nearly 1.5 million (1,454,867 ). Almost all Gabonese are of Bantu origin, though Gabon has at least forty ethnic groups with separate languages and cultures. The Fang are generally thought to be the largest, although recent census data seem to favour the Bandjabi (or Nzebi). Others include the Myene, Bakota, Eshira, Bapounou, and Okande. Ethnic group boundaries are less sharply drawn in Gabon than elsewhere in Africa. French, the official language, may be regarded as a unifying force. It is estimated that 80% of the country's population are able to speak French, and that one-third of Libreville residents are native speakers of the language. More than 10,000 French people live in Gabon, and France is the predominant foreign cultural and commercial influence.


          Historical and environmental factors caused Gabon's population to decline between 1900 and 1940. It has one of the lowest population densities of any country in Africa, and labor shortages form a major obstacle to development and a draw for foreign workers. Most inhabitants are Christians (with estimates of the Christian population ranging from 55 to 77%), mostly members of the Roman Catholic Church. Other religious groups include animists, Muslims, and practitioners of indigenous African religions. Gabon's literacy rate is 63.2%
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Location of Gaborone in Botswana
              
            


            
              	Coordinates:
            


            
              	Country

              	Botswana
            


            
              	District

              	South-East
            


            
              	Elevation

              	900 m (2,953 ft)
            


            
              	Population ( 1 January 2005)
            


            
              	-Total

              	208,411
            


            
              	Time zone

              	GMT +2 ( UTC)
            

          


          Gaborone (pronounced /ˌxɑːbəˈroʊni/, or spelling pronunciation /ˌɡbəˈroʊni/), estimated population 208,411 ( 1 January 2005), is the capital of Botswana. Gaborone lies in the flat valley between Kgale and Oodi Hills, on the Notwane River in the south eastern corner of Botswana, and 15kilometers (9mi) from the South African border. It is the administrative capital of the South-East district.


          


          History


          Before 1969, the city was known as Gaberones . Gaberones replaced Mafeking as the capital of the Bechuanaland Protectorate in 1965. Mafeking (now Mafikeng) was outside the Bechuanaland Protectorate, in what is now the North West Province of South Africa, an odd arrangement that dated from the early colonial period. When the Protectorate became independent, Botswana needed a capital city within its territory; earlier it had been thought Lobatse might serve as capital but it was decided that it would be too limited, and instead a new capital city would be created adjacent to Gaberones, a small colonial administrative settlement. The original name, Gaberones, is from Gaborone's Village, following the early practice of referring to African tribal capitals by the name of the chief, in this case Chief Kgosi Gaborone of the BaTlokwa, whose village, now called Tlokweng, was just across a river from the "Government Camp" (colonial government headquarters). "Gabs" is still a common abbreviation for Gaborone, sometimes used in casual speech. A newer nickname for Gaborone is 'GC' or 'Gabz' as the city has grown in leaps and bounds over the last decade.


          The centre of the city was constructed in three years, including Assembly buildings, government offices, a power station, a hospital, schools, a radio station, a telephone exchange, police stations, a post office, and more than 1,000 houses. The basic infrastructure was in place for Independence Day on 30 September 1966, when Bechuanaland was the eleventh British dependency in Africa to become independent. The first mayor of Gaborone was Reverend J. D. Jones, whose town council led the planning and development of the town in preparation for Independence day. The old Gaberones became a suburb of the new Gaborone, and is now known as "the Village".
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          Infrastructure


          For many years, Gaborone was the fastest growing city in the world. Even today, it is still considered the fastest growing city in Africa. Every year, the majority of the country's infrastructural budget goes towards improving the city's roads, buildings, and services. Since most of the large buildings are relatively new, the entire downtown area tends towards modernism, built generally with a mix of glass, steel and bricks. The modernist city is surrounded by lower-rise development that has not been subject to the same planning as the city's centre. But the city is surrounded by villages- Ramotswa to the south east, Mogoditshane to the north west, and Mochudi to the east and Tlokweng. A lot of people live in these villages and work in Gaborone.


          The new city has a relatively good water supply, which has facilitated growth. A railway line divides the city into two. Suburbs in Gaborone include Broadhurst, Gaborone West, The Village, and Naledi. Public transport in the city is generally not bad, when compared with major African cities. 'Kombis' and taxis ply the routes within the city while buses service surrounding villages and other towns in Botswana. A posh suburb lies outside the city's boundary - Phakalane. Here, one will find a 5 star hotels, good restaurants, and a buzzing night life. It was originally planned as a relatively small town, and its rapid development has necessitated construction of a larger city dam to provide an adequate water supply. Sir Seretse Khama International Airport lies about 10km north of the city and connects with Johannesburg, Cape Town, Harare, Francistown and Maun. Currently, there are about 130 houses newly constructed in Block 7, north of the city in a joint venture between BHC, a parastatal and Chinese owned companies. There is also some development in the northeastern parts of the city, along the A1 highway. Interestingly, the city's CBD is still under construction so when one says 'donwntown', they actually mean the Mall and Government Enclave areas where tall buildings are usually found.


          Gaborone's industrial areas are found along the railway line, notably in Broadhurst, Gaborone West and in Phase 4. Kgalagadi ( Coca-Cola) beverages owns a bottling factory in Broadhurst. There isn't any sort of heavy industry in Gaborone. Recently a car-assembly factory owned by Hyundai closed citing viability problems. Still, a lot of businesses are setting up in Gaborone.


          The Southern African Development Community (SADC) has its headquarters in Gaborone; the organization was formed in 1980 to increase economic cooperation among its members and reduce dependence on South Africa. The main campus of the University of Botswana is in the city.


          


          Mayors


          
            [image: Sir Seretse Khama International Airport]

            
              Sir Seretse Khama International Airport
            

          


          
            	J. D. Jones


            	Serara T. Ketlogetswe


            	Botsalo Bagwasi


            	Nelson Ramaotwana


            	Paul Rantao


            	Harry Mothei
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              	General
            


            
              	Name, Symbol, Number

              	gadolinium, Gd, 64
            


            
              	Chemical series

              	lanthanides
            


            
              	Group, Period, Block

              	n/a, 6, f
            


            
              	Appearance

              	silvery white

              [image: ]
            


            
              	Standard atomic weight

              	157.25 (3) gmol1
            


            
              	Electron configuration

              	[Xe] 4f7 5d1 6s2
            


            
              	Electrons per shell

              	2, 8, 18, 25, 9, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	7.90 gcm3
            


            
              	Liquid density at m.p.

              	7.4 gcm3
            


            
              	Melting point

              	1585 K

              (1312 C, 2394 F)
            


            
              	Boiling point

              	3546 K

              (3273 C, 5923 F)
            


            
              	Heat of fusion

              	10.05  kJmol1
            


            
              	Heat of vaporization

              	301.3  kJmol1
            


            
              	Specific heat capacity

              	(25C) 37.03 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure (calculated)
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1836

                    	2028

                    	2267

                    	2573

                    	2976

                    	3535
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal
            


            
              	Oxidation states

              	3

              (mildly basic oxide)
            


            
              	Electronegativity

              	1.20 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 593.4  kJmol1
            


            
              	2nd: 1170 kJmol1
            


            
              	3rd: 1990 kJmol1
            


            
              	Atomic radius

              	180  pm
            


            
              	Atomic radius (calc.)

              	233 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	ferromagnetic
            


            
              	Electrical resistivity

              	( r.t.) (, poly)

              1.310 m
            


            
              	Thermal conductivity

              	(300K) 10.6 Wm1K1
            


            
              	Thermal expansion

              	(100 C) (, poly)

              9.4 m/(mK)
            


            
              	Speed of sound (thin rod)

              	(20 C) 2680 m/s
            


            
              	Young's modulus

              	( form) 54.8 GPa
            


            
              	Shear modulus

              	( form) 21.8 GPa
            


            
              	Bulk modulus

              	( form) 37.9 GPa
            


            
              	Poisson ratio

              	( form) 0.259
            


            
              	Vickers hardness

              	570 MPa
            


            
              	CAS registry number

              	7440-54-2
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of gadolinium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	152Gd

                    	0.20%

                    	1.081014 y

                    	

                    	2.205

                    	148Sm
                  


                  
                    	154Gd

                    	2.18%

                    	154Gd is stable with 90 neutrons
                  


                  
                    	155Gd

                    	14.80%

                    	155Gd is stable with 91 neutrons
                  


                  
                    	156Gd

                    	20.47%

                    	156Gd is stable with 92 neutrons
                  


                  
                    	157Gd

                    	15.65%

                    	157Gd is stable with 93 neutrons
                  


                  
                    	158Gd

                    	24.84%

                    	158Gd is stable with 94 neutrons
                  


                  
                    	160Gd

                    	21.86%

                    	>1.31021 y

                    	--

                    	1.7

                    	160Dy
                  

                

              
            


            
              	References
            

          


          Gadolinium (pronounced /ˌgdəˈlɪniəm/) is a chemical element that has the symbol Gd and atomic number 64.


          
            [image: Gadolinium >99.9% purity]

            
              Gadolinium >99.9% purity
            

          


          



          


          Notable characteristics


          Gadolinium is a silvery-white, malleable and ductile rare-earth metal with a metallic luster. It crystallizes in hexagonal, close-packed alpha form at room temperature, but, when heated to 1508 K or more, it transforms into its beta form, which has a body-centered cubic structure.


          Unlike other rare earth elements, gadolinium is relatively stable in dry air. However, it tarnishes quickly in moist air and forms a loosely-adhering oxide that spalls off, and then exposes more surface to oxidation. Gadolinium reacts slowly with water, and it is soluble in dilute acids.


          Gadolinium-157 has the highest thermal neutron capture cross-section of any known nuclide with the exception of Xenon-135, 49,000 barns, but it also has a fast burn-out rate, limiting its usefulness as a nuclear control rod material.


          Gadolinium becomes superconductive below a critical temperature of 1.083 K. It is strongly paramagnetic at room temperature, and exhibits ferromagnetic properties below room temperature.


          Gadolinium demonstrates a magnetocaloric effect whereby its temperature increases when it enters a magnetic field and decreases when it leaves the magnetic field. The effect is considerably stronger for the gadolinium alloy Gd5(Si2Ge2) .


          


          Applications


          Gadolinium is used for making gadolinium yttrium garnets, which have microwave applications, and gadolinium compounds are used for making phosphors for colour TV tubes. Gadolinium is also used for manufacturing compact discs and computer memory.


          Gadolinium is used in nuclear marine propulsion systems as a burnable poison. The gadolinium slows the initial reaction rate, but, as it decays, other neutron poisons accumulate, allowing for long-running cores. Gadolinium is also used as a secondary, emergency shut-down measure in some nuclear reactors, particularly of the CANDU type.


          Gadolinium also possesses unusual metallurgic properties, with as little as 1% of gadolinium improving the workability and resistance of iron, chromium, and related alloys to high temperatures and oxidation.


          Because of their paramagnetic properties, solutions of organic gadolinium complexes and gadolinium compounds are used as intravenous radiocontrast agents to enhance images in medical magnetic resonance imaging. Magnevist is the most widespread example.


          Besides MRI, gadolinium (Gd) is also used in other imaging. In X-ray, gadolinium is contained in the phosphor layer, suspending in a polymer matrix at the detector. Terbium- doped gadolinium oxysulfide (Gd2O2S: Tb) at the phosphor layer is to convert the X-rays releasing from the source into light. Gd can emit at 540nm (green light spectrum = 520  570nm), which is very useful for enhancing the imaging quality of the X-ray that is exposed to the photographic film. Beside Gd's spectrum range, the compound also has a K-edge at 50 kiloelectron volt (keV), which means its absorption of X-ray through photoelectric interactions is great. The energy conversion of Gd is up to 20%, which means, one-fifth of the X-ray striking on the phosphor layer can be converted into light photons.


          Gadolinium oxyorthosilicate (Gd2SiO5, GSO; usually doped by 0.1-1% of Ce) is a single crystal that is used as a scintillator in medical imaging equipment like as Positron Emission Tomography (PET), and for detecting neutrons.


          Gadolinium gallium garnet (Gd3Ga5O12) is a material with good optical properties, and is used in fabrication of various optical components and as substrate material for magnetooptical films.


          In the future, gadolinium ethyl sulfate, which has extremely low noise characteristics, may be used in masers. Furthermore, gadolinium's high magnetic moment and low Curie temperature (which lies just at room temperature) suggest applications as a magnetic component for sensing hot and cold.


          Due to extremely high neutron cross-section of gadolinium, this element is very effective for use with neutron radiography.


          


          History


          In 1880, Swiss chemist Jean Charles Galissard de Marignac observed spectroscopic lines due to gadolinium in samples of didymium and gadolinite; French chemist Paul mile Lecoq de Boisbaudran separated gadolinia, the oxide of Gadolinium, from Mosander's yttria in 1886. The element itself was isolated only recently.


          Gadolinium, like the mineral gadolinite, is named after Finnish chemist and geologist Johan Gadolin.


          In older literature, the natural form of the element is often called an earth, meaning that the element came from Earth. In fact, gadolinium is the element that comes from the earth, gadolinia. Earths are compounds of the element and one or more other elements. The two most common combining-elements are oxygen and sulfur. For example, gadolinia contains gadolinium oxide (Gd2O3).


          


          Biological role


          Gadolinium has no known native biological role, but in research on biological systems it has a few roles. It is used as a component of MRI contrast agents, as, in the 3+ oxidation state, the metal has 7 unpaired f electrons. This causes water around the contrast agent to relax quickly, enhancing the quality of the MRI scan. Second, as a member of the lanthanides, it is used in various Ion Channel electrophysiology experiments, where it is used to block sodium leak channels, as well as to stretch activated ion channels.


          


          Occurrence


          Gadolinium is never found in nature as the free element, but is contained in many rare minerals such as monazite and bastnsite. It occurs only in trace amounts in the mineral gadolinite, which was also named after Johan Gadolin. Today, it is prepared by ion exchange and solvent extraction techniques, or by the reduction of its anhydrous fluoride with metallic calcium.


          


          Value


          In 1994, the cost of gadolinium was about US$ 0.12 per gram, and it has only increased in value by about US$ 0.01 per gram since then.:


          
            	
              
                	1994.....$55 per pound (or $0.121 per gram)


                	1995.....$55 per pound (or $0.121 per gram)


                	1996.....$115 per kilogram (or $0.115 per gram)


                	1997.....$115 per kilogram (or $0.115 per gram)


                	1998.....$115 per kilogram (or $0.115 per gram)


                	1999.....$115 per kilogram (or $0.115 per gram)


                	2000.....$130 per kilogram (or $0.13 per gram)


                	2001.....$130 per kilogram (or $0.13 per gram)


                	2002.....$130 per kilogram (or $0.13 per gram)


                	2003.....$130 per kilogram (or $0.13 per gram)


                	2004.....$130 per kilogram (or $0.13 per gram)


                	2005.....$130 per kilogram (or $0.13 per gram)

              

            

          


          


          Compounds


          Compounds of gadolinium include:


          
            	Fluorides: GdF3


            	Chlorides: GdCl3


            	Bromides: GdBr3


            	Nitrates: Gd(NO3)3


            	Iodides: GdI3


            	Oxides: Gd2O3


            	Sulfides: Gd2S3


            	Nitrides: GdN


            	Organics: gadodiamide

          


          


          Isotopes


          Naturally-occurring gadolinium is composed of 5 stable isotopes, 154Gd, 155Gd, 156Gd, 157Gd and 158Gd, and 2 radioisotopes, 152Gd and 160Gd, with 158Gd being the most abundant (24.84% natural abundance).


          Thirty radioisotopes have been characterized, with the most stable being 160Gd with a half-life of more than 1.31021 years (the decay has not been observed - only the lower limit on the half-life is known), alpha-decaying 152Gd with a half-life of 1.081014 years, and 150Gd with a half-life of 1.79106 years. All of the remaining isotopes are radioactive, having half-lives less than 74.7 years. The majority of these have half-lives less than 24.6 seconds. Gadolinium isotopes have 4 metastable isomers, with the most stable being 143mGd (t 110 seconds), 145mGd (t 85 seconds) and 141mGd (t 24.5 seconds).


          The primary decay mode at atomic weights lower than the most abundant stable isotope, 158Gd, is electron capture, and the primary mode at higher atomic weights is beta decay. The primary decay products for isotopes of weights lower than 158Gd are the element Eu (europium) isotopes and the primary products at higher weights are the element Tb (terbium) isotopes.


          Gadolinium-153 has a half-life of 240.4 10 days and emits gamma radiation with strong peaks at 41keV and 102keV. It is used as a gamma ray source in x-ray absorptiometry or bone density gauges for osteoporosis screening, and in the Lixiscope portable x-ray imaging system.


          


          Precautions


          As with the other lanthanides, gadolinium compounds are of low to moderate toxicity, although their toxicity has not been investigated in detail. Also, in patients on dialysis, there are data suggesting that it may cause nephrogenic fibrosing dermopathy as a side effect of MRI investigations that require the use of a Gadolinium based contrast agent.
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              	Galah
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                  Pair of Galahs
                

              
            


            
              	Conservation status
            


            
              	
                
                  [image: ]

                  Least Concern( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Psittaciformes

                  


                  
                    	Family:

                    	Cacatuidae

                  


                  
                    	Subfamily:

                    	Cacatuinae

                  


                  
                    	Genus:

                    	Eolophus

                  


                  
                    	Species:

                    	E. roseicapillus

                  

                

              
            


            
              	Binomial name
            


            
              	Eolophus roseicapillus

              Vieillot, 1817
            


            
              	
                [image: Galah range (in red; all-year resident)]


                
                  Galah range (in red; all-year resident)
                

              
            


            
              	Synonyms
            


            
              	
                Cacatua roseicapilla Vieillot,1817
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              Galah in local wattle ( Acacia saligna) tree. Perth, Western Australia.
            

          


          The Galah, Eolophus roseicapillus, (IPA: /gəˈlaː/) is also known as the Rose-breasted Cockatoo or Galah Cockatoo. It is one of the most common and widespread cockatoos, and it can be found in open country in almost all parts of mainland Australia. It is endemic in Australia (including Tasmania), where its distinctive pink and grey plumage and its bold and loud behaviour make it a familiar sight in The Bush and increasingly in urban areas. It appears to have benefited from the change in the landscape since European colonization and may be replacing the rare Major Mitchell's Cockatoo in parts of its range.


          The term galah is derived from gilaa, a word found in Yuwaalaraay and neighbouring Aboriginal languages.


          


          Description


          Galahs have a pale grey to mid-grey back, a pink face and chest, and a light pink crest. The sexes appear similar, however generally adult birds differ in eye colour; the male has a very dark brown (almost black) iris, and the female has a mid-brown/red iris. Typical birds are about 350mm long and weigh between 300 and 400 grams.


          


          Distribution and habitat


          Galahs are found in all Australian states, and are absent only from the driest areas and the far north of Cape York Peninsula. They appear to have been self-introduced to Tasmania. They are common in some metropolitan areas, for example Perth and Melbourne, and common to abundant in open habitats which offer at least some scattered trees for shelter. The changes wrought by European settlement, a disaster for many species, have been highly beneficial for the galah because of the clearing of forests in fertile areas and the provision of stock watering points in arid zones.


          


          Classification


          The classification of the Galah was difficult. It was separated in the monotypic genus Eolophus, but the further relationships were not clear. There are obvious morphological similarities between the galah and the white cockatoos that make up the genus Cacatua and indeed the galah was initially described as Cacatua roseicapilla. Early DNA studies allied the galah with the cockatiel or placed it close to some Cacatua species of completely different appearance. In consequence, it was thought that the ancestors of the galah, the cockatiel and Major Mitchell's Cockatoo diverged from the main white cockatoo line at some stage prior to that group's main radiation; this was indeed correct except for the placement of the cockatiel. Ignorance of this fact, however, led to attempts to resolve the evolutionary history and prehistoric biogeography of the cockatoos, which ultimately proved fruitless because they were based on invalid assumptions to start with.


          It fell to the study of Brown & Toft (1999) to compare the previously available data with their mitochondrial 12S rRNA sequence research and resolve the issue. Today, the galah is seen, along with Major Mitchell's Cockatoo, as an early divergence from the white cockatoo lineage which have not completely lost their ability to produce an overall pink (Major Mitchell's) or pink and grey (galah) body plumage, while already being light in colour and non-sexually dimorphic. The significance of these two (and other) characters shared by the Cacatuinae had previously been explained away in earlier studies by strict application of parsimony on misinterpreted data.


          Aviary-bred crosses of galahs and Major Mitchell's Cockatoos have been bred in Sydney, with the tapered wings of the galah and the crest and colours of the Major Mitchell's, as well as its plaintive cry. The Galah has also been shown to be capable of hybridizing with the Cockatiel, producing offspring described by the media as 'Galatiels'.


          


          Subspecies


          Three subspecies are usually recognised. The south-eastern form, E. r. albiceps, is clearly distinct from the paler-bodied Western Australian nominate subspecies, E. r. roseicapillus, although the extent and nature of the central hybrid zone remains undefined. Most pet birds outside Australia are the south-eastern form. The third form, E. r. kuhli, found right across the northern part of the continent, tends to be a little smaller and is distinguished from albiceps by differences in the shape and colour of the crest, although its status as a valid subspecies is uncertain.


          


          Aviculture


          Like most other cockatoos, Galahs create strong life-long bonds with their partners.


          


          Galahs as pets


          Galahs are highly social and very long-lived; though they are sometimes kept as pets, this is not something to be undertaken lightly as they bond socially with their owners and may well outlive them, and like most cockatoos, are noisy and require a great deal of attention and care. Both male and female galahs are great talkers but the male is thought to be the better talker. They're very loving and affectionate birds which form a very strong bond with their owner and like to think of themselves as 'part of the family'. However, they do like their privacy at times and are quite happy to simply be around the family rather than be handled all hours of the day.The galah is also very affectionate.


          


          Australian slang term


          "Galah" is also derogatory Australian slang, synonymous with 'fool' or ' idiot'. Because of the bird's distinctive bright pink, it is also used for gaudy dress. A detailed, yet comedic description of the Australian slang term can be found in the standup comedy performance of Paul Hogan, titled Stand Up Hoges. Another famous user of the slang galah is Alf Stewart from Home and Away who is often heard saying "Flaming galah!" when he is riled by somebody.


          The Australian representative team of footballers which played a series of test matches of International Rules Football against Irish sides in the late 1960s was nicknamed "The Galahs" (see "The Australian Football World Tour).
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              	Galpagos Islands*
            


            
              	UNESCO World Heritage Site
            


            
              	
                

                [image: Map of the Gal�pagos archipelago showing the names of the islands.]
              
            


            
              	StateParty

              	[image: Flag of Ecuador]Ecuador
            


            
              	Type

              	Natural environment
            


            
              	Criteria

              	vii, viii, ix, x
            


            
              	Reference

              	1
            


            
              	Region**

              	Latin America and the Caribbean
            


            
              	Inscription history
            


            
              	Inscription

              	1978 (2nd Session)
            


            
              	Extensions

              	2001
            


            
              	* Name as inscribed on World Heritage List.

              ** Region as classified by UNESCO.
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              Orthographic projection centred over the Galpagos.
            

          


          The Galpagos Islands (Official name: Archipilago de Coln; other Spanish names: Islas de Coln or Islas Galpagos, from galpago, "saddle"after the shells of saddlebacked Galpagos tortoises) are an archipelago of volcanic islands distributed around the equator, 972 km west of continental Ecuador in the Pacific Ocean.


          The Galpagos archipelago, with a population of around 40,000, is a province of Ecuador, a country in northwestern South America, and the islands are all part of Ecuador's national park system. The principal language on the islands is Spanish.


          The islands are famed for their vast number of endemic species and the studies by Charles Darwin during the voyage of the Beagle that contributed to the inception of Darwin's theory of evolution by natural selection.


          


          Etymology


          The archipelago has been known by many different names, including the "Enchanted Islands," because of the way in which the strong and swift currents made navigation difficult and also because of the beautiful geography and biodiversity. The first crude navigation chart of the islands was done by the buccaneer Ambrose Cowley in 1684. He named the islands after some of his fellow pirates or after the English noblemen who helped the pirates' cause. More recently, the Ecuadorian government gave most of the islands Spanish names. While the Spanish names are official, many users (especially ecological researchers) continue to use the older English names, particularly as those were the names used when Charles Darwin visited.


          "Galapago" is an old Spanish word, meaning saddle. The large Galapagos Tortoises on some of the islands had a shell that resembled an old Spanish saddle, thus the name. The tortoise is a unique animal found only in the Galapagos Islands, yet there are no more than 200 in the 13 main islands.


          


          Physical Geography


          
            [image: Satellite photo of the Gal�pagos islands overlayed with the names of the visible main islands.]

            
              Satellite photo of the Galpagos islands overlayed with the names of the visible main islands.
            

          


          Located in the eastern Pacific Ocean at 972 km off the west coast of South America. The closest land mass is the mainland of Ecuador to the east (the country to which they belong), to the North is Cocos Island 720 km and to the South is Easter Island and San Felix Island at 3200 km.


          The islands are found at the coordinates 140'N-136'S, 8916'-9201'W. Straddling the equator, islands in the chain are located in both the northern and southern hemisphere with Volcan Wolf and Volcano Ecuador on Isla Isabela being directly on the equator line. Espaola the southernmost island and Darwin the northernmost island are spread out over a distance of 220 km.


          The Galapagos Archipelago consists of 7880 square km of land over 45,000 square km. The largest of the islands, Isabela, measures 4,588 square km and making up half of the total land area of the Galapagos. Volcan Wolf, on Isabela is the highest point with an elevation of 1,707 m above sea level.


          
            [image: Isabela seen from Spot Satellite]

            
              Isabela seen from Spot Satellite
            

          


          The group consists of 16 main islands, 6 smaller islands, and 10 rocks and islets. The islands are located at the Galapagos Triple Junction. It is also atop the Galapagos hotspot, a place where the earth's crust is being melted from below by a mantle plume, creating volcanoes. The oldest island is thought to have formed between 5 and 10 million years ago. The youngest islands, Isabela and Fernandina, are still being formed, with the most recent volcanic eruption in 2007.


          The main islands of the archipelago (with their English names) shown alphabetically.:


          


          Baltra (South Seymour)


          Also known as South Seymour, Baltra is a small flat island located near the centre of the Galapagos. It was created by Geological uplift. The island is very arid and vegetation consists of salt bushes, prickly pear cactus and palo santo trees.


          During World War II Baltra was established as a US Air Force Base. Crews stationed at Baltra patrolled the Pacific for enemy submarines as well as providing protection for the Panama Canal. After the war the facilities were given to the government of Ecuador. Today the island continues as an official Ecuadorian military base. The foundations and other remains of the US base can still be seen as you cross the island.


          Until 1986, Baltra Airport was the only airport serving the Galpagos. Now there are two airports which receive flights from the continent, the other located on San Cristbal Island. Private planes flying to Galapagos must fly to Baltra as it is the only airport with facilities for planes overnight.


          Arriving into Baltra all visitors are immediately transported by bus to one of two docks. The first dock is located in a small bay where the boats cruising Galapagos await passengers. The second is a ferry dock which connects Baltra to the island of Santa Cruz.


          During the 1940s scientists decided to move 70 of Baltra's Land Iguanas to the neighboring North Seymour Island as part of an experiment. This move had unexpected results for during the military occupation of Baltra in World War II, the native iguanas became extinct on the island. During the 1980s iguanas from North Seymour were brought to the Charles Darwin Research Station as part of a breeding and repopulation project and in the 1990s land iguanas were reintroduced to Baltra. As of 1997 scientists counted 97 iguanas living on Baltra 13 of which were born on the islands.


          In 2007 and 2008 the Baltra airport is being remodeled to include additional restaurants, shops and an improved visitor area.


          


          Bartolom (Bartholomew)


          Bartolom Island is a volcanic islet just off the east coast of Santiago Island in the Galpagos Islands Group. It is one of the "younger" islands in the Galpagos archipelago. It is named after Lieutenant David Bartholomew of the British Navy.


          


          Darwin (Culpepper)


          This island is named after Charles Darwin. It has an area of 1.1 square kilometres (0.4 sqmi) and a maximum altitude of 168 metres (551ft). Here fur seals, frigates, Marine iguanas, Swallow-tailed Gulls, sea lions, whales, marine turtles, Red-footed and Nazca boobies can be seen.


          


          Espaola (Hood)
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              Waved Albatrosses on Espaola
            

          


          Its name was given in honour of Spain. It also is known as Hood after an English nobleman. It has an area of 60 square kilometres (23sqmi) and a maximum altitude of 206 metres (676ft).


          Espaola is the oldest island at around 3.5 million years and the southernmost in the chain. The island's remote location has a large number of endemic fauna. Secluded from the other islands, wildlife on Espaola adapted to the island's environment and natural resources. marine iguanas on Espaola are the only ones that change colour during breeding season.


          The Waved Albatross is found on the island. The island's steep cliffs serve as the perfect runways for these large birds which take off for their ocean feeding grounds near the mainland of Ecuador and Peru.


          Espaola has two visitor sites. Gardner Bay is a swimming and snorkeling site as well as offering a great beach. Punta Suarez has migrant, resident, and endemic wildlife including brightly colored Marine Iguana, Espaola Lava Lizards, Hood Mockingbirds, Swallow-tailed Gulls, Blue-footed Booby, Red-Footed Booby and Nazca Boobies, Galpagos Hawks, a selection of Finch, and the Waved Albatross.


          


          Fernandina (Narborough)


          The name was given in honour of King Ferdinand II of Aragon, who sponsored the voyage of Columbus. Fernandina has an area of 642 square kilometres (248sqmi) and a maximum altitude of 1,494 metres (4,902ft). This is the youngest and westernmost island. In May 13, 2005, a new very eruptive process began on this island when an ash and water vapour cloud rose to a height of 7 kilometers (4.4mi) and lava flows descended the slopes of the volcano on the way to the sea. Punta Espinosa is a narrow stretch of land where hundreds of Marine Iguanas gather largely on black lava rocks. The famous Flightless Cormorant inhabits this island and also Galpagos Penguins, Pelicans and Sea Lions are abundant. Different types of lava flows can be compared and the Mangrove Forests can be observed.


          


          Floreana (Charles or Santa Mara)


          It was named after Juan Jos Flores, the first president of Ecuador, during whose administration the government of Ecuador took possession of the archipelago. It is also called Santa Maria after one of the caravels of Columbus. It has an area of 173 square kilometres (66.8sqmi) and a maximum altitude of 640 metres (2,100ft). It is one of the islands with the most interesting human history and one of the earliest to be inhabited. Pink flamingos and green sea turtles nest (December to May) in this island. The "patapegada" or Galpagos petrel is found here, a sea bird which spends most of its life away from land. At Post Office Bay, since the 18th century whalers kept a wooden barrel that served as post office so that mail could be picked up and delivered to their destination mainly Europe and the United States by ships on their way home. At the Devil's Crown, an underwater volcanic cone, coral formations are found.


          


          Genovesa Island (Tower)


          The name is derived from Genoa, Italy where it is said Columbus was born. It has an area of 14 square kilometres (5.4sqmi) and a maximum altitude of 76 metres (249ft). This island is formed by the remaining edge of a large crater that is submerged. Its nickname of the bird island is clearly justified. At Darwin Bay, frigatebirds, swallow-tailed gulls, which are the only nocturnal of its species in the world can be seen. Red-footed boobies, noddy terns, lava gulls, tropic birds, doves, storm petrels and Darwin finches are also in sight. Prince Philip's Steps is a bird-watching plateau with Nazca and red-footed boobies. There is a large Palo Santo forest.


          


          Isabella (Albemarle)
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          This island was named in honour of Queen Isabela. With an area of 4,640 square kilometres (1,792sqmi), it is the largest island of the Galpagos. Its highest point is Wolf Volcano with an altitude of 1,707 metres (5,600ft). The island's seahorse shape is the product of the merging of six large volcanoes into a single landmass. On this island Galpagos Penguins, Flightless Cormorants, Marine Iguanas, pelicans and Sally Lightfoot crabs abound. At the skirts and calderas of the volcanos of Isabela, Land Iguanas and Galpagos Tortoises can be observed, as well as Darwin Finches, Galpagos Hawks, Galpagos Doves and very interesting lowland vegetation. The third-largest human settlement of the archipelago, Puerto Villamil, is located at the south-eastern tip of the island.


          


          Marchena (Bindloe)


          Named after Fray Antonio Marchena. Has an area of 130 square kilometres (50sqmi) and a maximum altitude of 343 metres (1,125ft). Galpagos hawks and sea lions inhabit this island, and it is home to the Marchena Lava Lizard, an endemic animal.


          


          Nameless


          The small islet is used mostly for scuba diving.


          


          North Seymour


          Its name was given after an English nobleman called Lord Hugh Seymour. It has an area of 1.9 square kilometres (0.7sqmi) and a maximum altitude of 28 metres (92ft). This island is home to a large population of blue-footed boobies and swallow-tailed gulls. It hosts one of the largest populations of frigate birds. It was formed from geological uplift.


          Just north of the Baltra Airport is the small islet of North Seymour. North Seymour was created by seismic uplift rather than being of volcanic origin. The island has a flat profile with cliffs only a few meters from the shoreline, where swallowtail gulls and tropicbirds sit perched in ledges. A tiny forest of silver-grey Palo santotrees stand just above the landing, usually without leaves, waiting for rain to bring them into bloom. The island is teeming with life. Visiting the island you may have to give way to a passing sea lion or marine iguana. Flocks of pelicans and swallow tailed gulls feed off shore and seasonally masked boobies can also be seen.


          North Seymour is an extraordinary place for breeding birds and is home to one of the largest populations of nesting blue-footed boobies and magnificent frigate birds. Pairs of blue-footed boobies can be seen conducting their mating ritual as they offer each other gifts, whistle and honk, stretch their necks towards the sky, spread their wings, and dance--showing off their bright blue feet. Magnificent frigatebirds perch in low bushes, near the boobies, while watching over their large chicks. The frigates are huge, dark acrobats with a 90-inch (2,300mm) wingspan. Male frigates can puff up their scarlet throat sacks to resemble a giant red balloon. Boobies and frigates have an interesting relationship. Boobies are excellent hunters and fish in flocks. The frigates by comparison are pirates, they dive bomb the boobies to force them to drop their prey. Then the acrobatic frigate swoops down and picks up the food before it hits the water.


          


          Pinzn (Duncan)


          Named after the Pinzn brothers, captains of the Pinta and Nia caravels. Has an area of 18 square kilometers (7sqmi) and a maximum altitude of 458 metres (1,503ft). Sea lions, Galpagos hawks, giant tortoises, marine iguanas, and dolphins can be seen here. The Pinta island is also home to the last remaining Pinta Tortoise, called Lonesome George. He does not actually live on Pinta Island any longer, he is at a research facility


          


          Rbida (Jervis)


          It bears the name of the convent of Rbida where Columbus left his son during his voyage to the Americas. Has an area of 4.9 square kilometres (1.9sqmi) and a maximum altitude of 367 metres (1,204ft). The high amount of iron contained in the lava at Rbida give it a distinctive red colour. White-Cheeked Pintail Ducks live in a salt-water lagoon close to the beach, where brown pelicans and boobies have built their nests. Up until recently, flamingos were also found in the salt-water lagoon, but they have since moved on to other islands, likely due to a lack of food on Rbida. Nine species of Finches have been reported in this island.


          


          San Cristbal (Chatham)


          It bears the name of the Patron Saint of seafarers, " St. Christopher". Its English name was given after William Pitt, 1st Earl of Chatham. It has an area of 558 square kilometres (215sqmi) and its highest point rises to 730 metres (2395ft). This islands hosts frigate birds, sea lions, giant tortoises, blue and red footed boobies, tropicbirds, marine iguanas, dolphins, swallow-tailed gulls. Its vegetation includes Calandrinia galapagos, Lecocarpus darwinii, and trees such as Lignum vitae.The largest fresh water lake in the archipelago, Laguna El Junco, is located in the highlands of San Cristbal. The capital of the province of Galpagos, Puerto Baquerizo Moreno, lies at the southern tip of the island.


          


          Santa Cruz (Indefatigable)


          Given the name of the Holy Cross in Spanish, its English name derives from the British vessel HMS Indefatigable. It has an area of 986 square kilometres (381sqmi) and a maximum altitude of 864 metres (2834ft). Santa Cruz is the island that hosts the largest human population in the archipelago at the town of Puerto Ayora. The Charles Darwin Research Station and the headquarters of the Galpagos National Park Service are located here. The GNPS and CDRS operate a tortoise breeding centre here, where young tortoises are hatched, reared, and prepared to be reintroduced to their natural habitat. The Highlands of Santa Cruz offer an exuberant vegetation and are famous for the lava tunnels. Large tortoise populations are found here. Black Turtle Cove is a site surrounded by mangrove which sea turtles, rays and small sharks sometimes use as a mating area. Cerro Dragn, known for its flamingo lagoon, is also located here, and along the trail one may see land iguanas foraging


          


          Santa Fe (Barrington)


          Named after a city in Spain, has an area of 24 square kilometres (9sqmi) and a maximum altitude of 259 metres (850ft). Santa Fe hosts a forest of Opuntia cactus, which are the largest of the archipelago, and Palo Santo. Weathered cliffs provide a haven for swallow-tailed gulls, red-billed tropic birds, shear-waters petrels. Santa Fe species of Galapagos Land Iguanas are often seen, as well as lava lizards.


          


          Santiago (San Salvador, James)


          Its name is equivalent to Saint James in English; it is also known as San Salvador, after the first island discovered by Columbus in the Caribbean Sea. This island has an area of 585 square kilometers (226sqmi) and a maximum altitude of 907 metres (2976ft). Marine iguanas, sea lions, fur seals, land and sea turtles, flamingos, dolphins and sharks are found here. Pigs and goats, which were introduced by humans to the islands and have caused great harm to the endemic species, have been eradicated (pigs in 2002; goat eradication is nearing finalization). Darwin Finches and Galpagos Hawks are usually seen as well as a colony of Fur Seals. At Sullivan Bay a recent (around 100 years ago) pahoehoe lava flow can be observed.


          


          South Plaza


          It is named in honour of a former president of Ecuador, General Leonidas Plaza. It has an area of 0.13 square kilometers (0.05sqmi) and a maximum altitude of 23 metres (75ft). The flora of South Plaza includes Opuntia cactua and Sesuvium plants, which forms a reddish carpet on top of the lava formations. Iguanas (land and marine and some hybrids of both species) are abundant and there are a large number of birds that can be observed from the cliffs at the southern part of the island, including tropic birds and swallow-tailed gulls.


          


          Wolf (Wenman)


          This island was named after the German geologist Theodor Wolf. It has an area of 1.3 square kilometres (0.5sqmi)and a maximum altitude of 253 metres (830ft). Here fur seals, frigatebirds, masked and red-footed boobies, Marine Iguanas, sharks, whales, dolphins and swallow-tailed gulls can be seen. The most famous resident is the vampire finch which feeds on the blood of the boobies and is only found on this island.


          


          Minor islands


          A small island directly north of Santa Cruz and directly west of Baltra, this very inaccessible island appears, though unnamed, on Ambrose Cowley's 1684 chart. It is important as the location of multi-decade finch population studies by Peter and Rosemary Grant.


          


          Weather


          Although located on the Equator, the Humboldt Current brings cold water to the islands, causing frequent drizzles during most of the year. The weather is periodically influenced by the El Nio phenomenon which brings warmer temperatures and heavy rains.


          During the season known as the "Garua" (June to November) the temperature by the sea is 22C, a steady and cold wind blows from South and Southeast, and frequent drizzles (Garuas) last most of the day, along with dense fog which conceals the islands. During the warm season (December to May) the average sea and air temperature rises to 25C, there is no wind at all, there are sporadic though strong rains and the sun shines.


          Weather changes as altitude increases in the large islands. Temperature decreases gradually with altitude, while precipitation increases due to the condensation of moisture in clouds on the slopes. There is a large variation in precipitation from one place to another, not only with altitude but also depending on the location of the islands, and also with the seasons.


          The following table corresponding to the wet 1969 shows the variation of precipitation in different places of Santa Cruz Island:


          
            
              	Location

              	Charles Darwin Station

              	Devine Farm

              	Media Luna
            


            
              	Altitude

              	6 m

              	320 m

              	620 m
            


            
              	January

              	23.0 mm

              	78.0 mm

              	172.6 mm
            


            
              	February

              	16.8 mm

              	155.2 mm

              	117.0 mm
            


            
              	March

              	249.0 mm

              	920.8 mm

              	666.7 mm
            


            
              	April

              	68.5 mm

              	79.5 mm

              	166.4 mm
            


            
              	May

              	31.4 mm

              	214.6 mm

              	309.8 mm
            


            
              	June

              	16.8 mm

              	147.3 mm

              	271.8 mm
            


            
              	July

              	12.0 mm

              	42.2 mm

              	135.6 mm
            


            
              	August

              	3.8 mm

              	13.7 mm

              	89.5 mm
            


            
              	September

              	18.5 mm

              	90.9 mm

              	282.6 mm
            


            
              	October

              	3.2 mm

              	22.6 mm

              	96.5 mm
            


            
              	November

              	11.0 mm

              	52.8 mm

              	172.7 mm
            


            
              	December

              	15.7 mm

              	84.1 mm

              	175.3 mm
            


            
              	

              	

              	
            


            
              	TOTALS

              	469.7 mm

              	1901.7 mm

              	2656.4 mm
            

          


          The precipitation also depends on the geographical location. During March 1969 the precipitation over Charles Darwin Station, on the southern coast of Santa Cruz was 249.0 mm, while on Baltra Island the precipitation during the same month was only 137.6 mm. This is due to the fact that Baltra is located behind Santa Cruz with respect to the prevailing southerly winds, so most of the moisture gets precipitated in the Santa Cruz highlands.


          There are significant changes in precipitation from one year to another too. At Charles Darwin Station the precipitation during March 1969 was 249.0 mm, but during March 1970 it was only 1.2 mm.


          


          History


          European discovery of the Galpagos Islands occurred when Dominican Fray Toms de Berlanga, the fourth Bishop of Panama, sailed to Peru to settle a dispute between Francisco Pizarro and his lieutenants. De Berlanga's vessel drifted off course when the winds diminished, and his party reached the islands on March 10, 1535. According to a 1956 study by Thor Heyerdahl and Arne Skjlsvold, remains of potsherds and other artifacts from several sites on the islands suggest visitation by South American peoples prior to the arrival of the Spanish.


          The islands first appeared on maps in about 1570 in those drawn by Abraham Ortelius and Mercator. The islands were called "Insulae de los Galopegos" (Islands of the Tortoises).


          The first English captain to visit the Galpagos Islands was Richard Hawkins, in 1593. Until the early 19th century, the archipelago was often used as a hideout by mostly English pirates who pilfered Spanish galleons carrying gold and silver from South America to Spain.


          Alexander Selkirk, whose adventures in Juan Fernndez Islands inspired Daniel Defoe to write Robinson Crusoe, visited the Galpagos in 1708 after he was picked up from Juan Fernndez by the privateer Woodes Rogers. Rogers was refitting his ships in the islands after sacking Guayaquil.


          The first scientific mission to the Galpagos arrived in 1790 under the leadership of Alessandro Malaspina, a Sicilian captain whose expedition was sponsored by the King of Spain. However, the records of the expedition were lost.


          In 1793, James Colnett made a description of the flora and fauna of Galpagos and suggested that the islands could be used as base for the whalers operating in the Pacific Ocean. He also drew the first accurate navigation charts of the islands. Whalers killed and captured thousands of the Galpagos tortoises to extract their fat. The tortoises could also be kept on board ship as a means of providing of fresh protein as these animals could survive for several months on board without any food or water. The hunting of the tortoises was responsible for greatly diminishing, and in some cases eliminating, certain species. Along with whalers came the fur-seal hunters who brought the population of this animal close to extinction.


          Ecuador annexed the Galpagos Islands on February 12, 1832, naming it Archipelago of Ecuador. This was a new name that added to several names that had been, and are still, used to refer to the archipelago. The first governor of Galpagos, General Jos de Villamil, brought a group of convicts to populate the island of Floreana and in October 1832 some artisans and farmers joined.


          The voyage of the Beagle brought the survey ship HMS Beagle under captain Robert FitzRoy to the Galpagos on September 15, 1835 to survey approaches to harbors. The captain and others on board including his companion the young naturalist Charles Darwin made a scientific study of geology and biology on four of the thirteen islands before they left on October 20 to continue on their round-the-world expedition. Darwin noticed that mockingbirds differed between islands, though he thought the birds now known as Darwin's finches were unrelated to each other and did not bother labelling them by island. The governor of the prison colony on Charles Island told him that tortoises differed from island to island. Towards the end of the voyage Darwin speculated that the distribution of the mockingbirds and the tortoises might "undermine the stability of Species". When specimens of birds were analysed on his return to England it was found that many apparently different kinds of birds were species of finches which were also unique to islands. These facts were crucial in Darwin's development of his theory of natural selection explaining evolution, which was presented in The Origin of Species.


          Jos Valdizn and Manuel Julin Cobos tried a new colonization, beginning the exploitation of a type of lichen found in the islands (Roccella portentosa) used as a coloring agent. After the assassination of Valdizn by some of his workers, Cobos brought from the continent a group of more than a hundred workers to San Cristbal island and tried his luck at planting sugar cane. He ruled in his plantation with an iron hand which lead to his assassination in 1904. Since 1897 Antonio Gil began another plantation in Isabela island.


          Over the course of a whole year, from September 1904, an expedition of the Academy of Sciences of California, led by Rollo Beck, stayed in the Galpagos collecting scientific material on geology, entomology, ornithology, botany, zoology and herpetology. Another expedition from that Academy was done in 1932 (Templeton Crocker Expedition) to collect insects, fish, shells, fossils, birds and plants.


          During World War II Ecuador authorized the United States to establish a naval base in Baltra island and radar stations in other strategic locations.


          In 1946 a penal colony was established in Isabela Island, but it was suspended in 1959.


          


          Political geography


          Galpagos was made a province in Ecuador by presidential decree by President Guillermo Rodriguez Lara on Feb. 18th, 1973. This decree was amended on March 16th, 1973 to include the Isabela Canton.


          The province is coincident with the Galpagos Islands. The capital is Puerto Baquerizo Moreno. The province is divided in 3 cantons.


          San Cristobal Canton with capital in Puerto Baquerizo Moreno. It has the following parishes: Progreso, with the following precincts: La Soledad, El Socavon, Tres Palos and El Chino, and Santa Maria Island, with the town of Puerto Velasco Ibarra. The following Islands are under the jurisdiction of this Canton: Espaola, Santa Fe and Genovesa.


          Santa Cruz Canton, with capital in Puerto Ayora. Its has the following parishes: Bellavista, with the precincts El Occidente, El Carmen, Santa Rosa, and Saasaca. Under its jurisdiction are the following Islands: Santiago, Marchena, Pinta, Pinzon, Rabida and Baltra.


          Isabela Island, with capital in Puerto Villamil, and the following parishes: Toms de Berlanga, with its precincts: Las Merceditas, San Antonio de los Tintos, Cerro Azul and Alemania. Under the jurisdiction of this Canton are the Islands of Fernandina, Wolf and Darwin.


          There is a Provincial Judge, as well as Cantonal Judges to in each Canton to deal with misdemeanor cases, as well as Laboral Judges. But for felonies punishable with prison, the province is under the jurisdiction of the Criminal Courts of the Province of Guayas in mainland Ecuador. The causes can be delivered without the use of an attorney. All of the sentences delivered by Provincial and Cantonal Judges can be appealed to the Superior Court of Justice of Guayas Province with seat in Guayaquil.


          It is expressely stated that it is the duty of the Provincial authorities to protect the flora and fauna of the Province in coordination with competent organisms and authorities, both national and international.


          This province is in the UTC-6 time zone. The continental part of Ecuador is in the UTC-5 time zone.


          


          Demographics


          It is one of the few places in the world without an indigenous population. The largest ethnic group is comprised of Ecuadorian Mestizos, the mixed descendants of Spanish colonists and indigenous Native Americans, who arrived mainly in the last century from the continental part of Ecuador.


          In 1959, approximately 1,000 to 2,000 people called the islands their home. In 1972 a census was done in the archipelago and a population of 3,488 was recorded. By the 1980s, this number had risen to more than 15,000 people, and 2006 estimates place the population around 40,000 people.


          Five of the islands are inhabited: Baltra, Floreana, Isabela, San Cristobal and Santa Cruz.


          


          Conservation
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          Though the first protective legislation for the Galpagos was enacted in 1934 and supplemented in 1936, it was not until the late 1950s that positive action was taken to control what was happening to the native flora and fauna. In 1955, the International Union for the Conservation of Nature organized a fact-finding mission to the Galpagos. Two years later, in 1957, UNESCO in cooperation with the government of Ecuador sent another expedition to study the conservation situation and choose a site for a research station.


          In 1959, the centenary year of Charles Darwin's publication of The Origin of Species, the Ecuadorian government declared 97.5% of the archipelago's land area a national park, excepting areas already colonised. The Charles Darwin Foundation was founded the same year, with its international headquarters in Brussels. Its primary objectives are to ensure the conservation of unique Galpagos ecosystems and promote the scientific studies necessary to fulfill its conservation functions. Conservation work began with the establishment of the Charles Darwin Research Station on Santa Cruz Island in 1964. During the early years, conservation programs, such as eradication of introduced species and protection of native species, were carried out by station personnel. Currently, most resident scientists pursue conservation goals; most visiting scientists' work is oriented towards pure research.


          In 1986 the surrounding 70,000 square kilometres (43,496 sq mi.) of ocean was declared a marine reserve, second only in size to Australia's Great Barrier Reef. In 1990 the archipelago became a whale sanctuary. In 1978 UNESCO recognised the islands as a World Heritage Site, and in 1985 a Biosphere Reserve. This was later extended in December 2001 to include the marine reserve.


          Noteworthy species include:


          
            	Galpagos land iguanas, Conolophus spp.


            	Marine Iguana, Amblyrhynchus cristatus, the only iguana feeding in the sea


            	Galpagos tortoise (Galpagos Giant tortoise), Geochelone elephantopus, known as Galpago in Spanish, it gave the name to the islands


            	Galpagos Green Turtle, thought to be a subspecies of the Pacific Green Turtle, Chelonia mydas agassisi


            	trepang sea cucumbers, the cause of environmental battles with fishermen over quotas of this expensive Asian delicacy.


            	Flightless Cormorant, Phalacrocorax harrisi


            	Great Frigatebird and Magnificent Frigatebird


            	Blue-footed Booby, Sula nebouxii, popular among visitors for their large blue feet which they show off in courtship


            	Galpagos Penguin, Spheniscus mendiculus, the only living tropical penguin


            	Waved Albatross, Phoebastria irrorata, the only living tropical albatross


            	Galpagos Hawk, Buteo galapagoensis, the islands' main scavenger and "environmental police"


            	4 endemic species of Galpagos Mockingbirds, the first species Darwin noticed to vary from island to island


            	13 endemic species of buntings, popularly called Darwin's finches. Among them is the Sharp-beaked Ground-finch Geospiza difficilis septentrionalis which is sometimes called the "Vampire Finch" for its blood-sucking habits, and the tool-using Woodpecker Finch, Camarhynchus pallidus


            	Galpagos Sea Lions, Zalophus californianus, closely related to the California Sea Lion, but smaller

          


          


          Environmental threats


          Introduced plants and animals, such as feral goats, cats, and cattle, brought accidentally or willingly to the islands by humans, represent the main threat to Galpagos. Quick to reproduce, these alien species decimate the habitats of native species. The native animals, lacking natural predators on the islands, are defenseless to introduced species and fall prey.


          Some of the most harmful introduced plants are the Guayaba or Guava Psidium guajava, avocado Persea americana, cascarilla Cinchona pubescens, balsa Ochroma pyramidale, blackberry Rubus glaucus, various citrus ( orange, grapefruit, lemon), floripondio Datura arborea, higuerilla Ricinus communis and the elephant grass Pennisetum purpureum. These plants have invaded large areas and eliminated endemic species in the humid zones of San Cristobal, Floreana, Isabela and Santa Cruz. Also, these harmful plants are just a few of introduced species on the Galapagos Islands. There are over 700 introduced plant species today. There are only 500 native and endemic species. This difference is creating a major problem for the islands and the natural species that inhabit them.


          Many species were introduced to the Galpagos by pirates. Thor Heyerdahl quotes documents that mention that the Viceroy of Peru, knowing that British pirates ate the goats that they themselves had released in the islands, ordered dogs to be freed there to eliminate the goats. Also, when colonization of Floreana by Jos de Villamil failed, he ordered that the goats, donkeys, cows, and other animals from the farms in Floreana be transferred to other islands for the purpose of later colonization.


          Non-native goats, pigs, dogs, rats, cats, mice, sheep, horses, donkeys, cows, poultry, ants, cockroaches, and some parasites inhabit the islands today. Dogs and cats attack the tame birds and destroy nests of birds, land tortoises, and marine turtles. They sometimes kill small Galpagos tortoises and iguanas. Pigs are even more harmful, covering larger areas and destroying the nests of tortoises, turtles and iguanas as well as eating the animals' native food. Pigs also knock down vegetation in their search for roots and insects. This problem abounds in Cerro Azul volcano and Isabela, and in Santiago pigs may be the cause of the disappearance of the land iguanas that were so abundant when Darwin visited. The black rat Rattus rattus attacks small Galpagos tortoises when they leave the nest, so that in Pinzn they stopped the reproduction for a period of more than 50 years; only adults were found on that island. Also, where the black rat is found, the endemic rat has disappeared. Cows and donkeys eat all the available vegetation and compete with native species for the scarce water. In 1959, fishermen introduced one male and two female goats to Pinta island; by 1973 the National Park service estimated the population of goats to be over 30,000 individuals. Goats were also introduced to Marchena in 1967 and to Rabida in 1971. However a recent goat eradication program has cleared most of the goat population from Isabela.


          The fast growing poultry industry on the inhabited islands has been cause for concern from local conservationists, who fear that domestic birds could introduce disease into the endemic and wild bird populations.
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          The Galpagos marine sanctuary is under threat from a host of illegal fishing activities, in addition to other problems of development. The most pressing threat to the Marine Reserve comes from local, mainland and foreign fishing targeting marine life illegally within the Reserve, such as sharks (hammerheads and other species) for their fins, and the harvest of sea cucumbers out of season. Development threatens both land and sea species. The growth of both the tourism industry and local populations fuelled by high birth rates and illegal immigration threaten the wildlife of the Archipelago. The recent grounding of the oil tanker Jessica and the subsequent oil spill brought this threat to world attention.


          Currently, the rapidly growing problems, including tourism and a human population explosion, are further destroying habitats.


          In 2007, UNESCO put the Galpagos Islands on their World Heritage in Danger List.


          On January 28, 2008, Galapagos National Park official Victor Carrion announced the killing of 53 sea lions (13 pups, 25 youngsters, 9 males and 6 females) at Pinta, Galapagos Islands nature reserve with their heads caved in. In 2001 poachers killed 35 male sea lions.
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          A galaxy is a massive, gravitationally bound system consisting of stars, an interstellar medium of gas and dust, and dark matter. The name is from the Greek root galaxias [ί], meaning "milky," a reference to the Milky Way galaxy. Typical galaxies range from dwarfs with as few as ten million (107) stars up to giants with one trillion (1012) stars, all orbiting a common centre of mass. Galaxies can also contain many multiple star systems, star clusters, and various interstellar clouds. The Sun is one of the stars in the Milky Way galaxy; the Solar System includes the Earth and all the other objects that orbit the Sun.


          Historically, galaxies have been categorized according to their apparent shape (usually referred to as their visual morphology). A common form is the elliptical galaxy, which has an ellipse-shaped light profile. Spiral galaxies are disk-shaped assemblages with curving, dusty arms. Galaxies with irregular or unusual shapes are known as peculiar galaxies, and typically result from disruption by the gravitational pull of neighboring galaxies. Such interactions between nearby galaxies, which may ultimately result in galaxies merging, may induce episodes of significantly increased star formation, producing what is called a starburst galaxy. Small galaxies that lack a coherent structure could also be referred to as irregular galaxies.


          There are probably more than 100 billion (1011) galaxies in the observable universe. Most galaxies are 1,000 to 100,000 parsecs in diameter and are usually separated by distances on the order of millions of parsecs (or megaparsecs). Intergalactic space (the space between galaxies) is filled with a tenuous gas of an average density less than one atom per cubic meter. The majority of galaxies are organized into a hierarchy of associations called clusters, which, in turn, can form larger groups called superclusters. These larger structures are generally arranged into sheets and filaments, which surround immense voids in the universe.


          Although it is not yet well understood, dark matter appears to account for around 90% of the mass of most galaxies. Observational data suggests that supermassive black holes may exist at the centre of many, if not all, galaxies. They are proposed to be the primary cause of active galactic nuclei found at the core of some galaxies. The Milky Way galaxy appears to harbour at least one such object within its nucleus.


          


          Etymology


          The word galaxy derives from the Greek term for our own galaxy, galaxias (ί), or kyklos galaktikos, meaning "milky circle" for its appearance in the sky. In Greek mythology, Zeus places his son born by a mortal woman, the infant Heracles, on Hera's breast while she is asleep so that the baby will drink her divine milk and will thus become immortal. Hera wakes up while breastfeeding and then realizes she is nursing an unknown baby: she pushes the baby away and a jet of her milk sprays the night sky, producing the faint band of light known as the Milky Way.


          In the astronomical literature, the capitalized word 'Galaxy' is used to refer to our (Milky Way) galaxy, to distinguish it from the billions of other galaxies.


          The term Milky Way first appeared in the English language in a poem by Chaucer.


          
            
              "See yonder, lo, the Galaxy

              Which men clepeth the Milky Wey,

              For hit is whyt."

            


            
              Geoffrey Chaucer,Geoffrey Chaucer The House of Fame, c. 1380.
            

          


          When William Herschel constructed his catalog of deep sky objects, he used the name spiral nebula for certain objects such as M31. These would later be recognized as immense conglomerations of stars, when the true distance to these objects began to be appreciated, and they would be termed island universes. However, the word universe was understood to mean the entirety of existence, so this expression fell into disuse and the objects instead became known as galaxies.


          


          Observation history


          The realization that we live in a galaxy, and that there were, in fact, many other galaxies, parallel discoveries that were made about the Milky Way and other nebulae in the night sky.


          


          The Milky Way


          The Greek philosopher Democritus (450370 B.C.) proposed that the bright band on the night sky known as the Milky Way might consist of distant stars. Aristotle (384-322 B.C.), however, believed the Milky Way to be caused by "the ignition of the fiery exhalation of some stars which were large, numerous and close together" and that the "ignition takes place in the upper part of the atmosphere, in the region of the world which is continuous with the heavenly motions." The Arabian astronomer, Alhazen (965-1037 A.D.), refuted this by making the first attempt at observing and measuring the Milky Way's parallax, and he thus "determined that because the Milky Way had no parallax, it was very remote from the earth and did not belong to the atmosphere."


          The Persian astronomer, Abū Rayhān al-Bīrūnī (973-1048), proposed the Milky Way galaxy to be a collection of countless nebulous stars. Avempace (d. 1138) proposed the Milky Way to be made up of many stars but appears to be a continuous image due to the effect of refraction in the Earth's atmosphere. Ibn Qayyim Al-Jawziyya (1292-1350) proposed the Milky Way galaxy to be "a myriad of tiny stars packed together in the sphere of the fixed stars" and that these stars are larger than planets.


          Actual proof of the Milky Way consisting of many stars came in 1610 when Galileo Galilei used a telescope to study the Milky Way and discovered that it is composed of a huge number of faint stars. In a treatise in 1755, Immanuel Kant, drawing on earlier work by Thomas Wright, speculated (correctly) that the Galaxy might be a rotating body of a huge number of stars held together by gravitational forces, akin to the solar system but on a much larger scale. The resulting disk of stars can be seen as a band on the sky from our perspective inside the disk. Kant also conjectured that some of the nebulae visible in the night sky might be separate galaxies.


          
            [image: The shape of the Milky Way as deduced from star counts by William Herschel in 1785; the solar system was assumed to be near the center.]

            
              The shape of the Milky Way as deduced from star counts by William Herschel in 1785; the solar system was assumed to be near the centre.
            

          


          The first attempt to describe the shape of the Milky Way and the position of the Sun in it was carried out by William Herschel in 1785 by carefully counting the number of stars in different regions of the sky. He produced a diagram of the shape of the galaxy with the solar system close to the centre. Using a refined approach, Kapteyn in 1920 arrived at the picture of a small (diameter about 15kiloparsecs) ellipsoid galaxy with the Sun close to the centre. A different method by Harlow Shapley based on the cataloguing of globular clusters led to a radically different picture: a flat disk with diameter approximately 70kiloparsecs and the Sun far from the centre. Both analyses failed to take into account the absorption of light by interstellar dust present in the galactic plane, but after Robert Julius Trumpler quantified this effect in 1930 by studying open clusters, the present picture of our galaxy, the Milky Way, emerged.


          


          Other nebulae


          
            [image: Sketch of the Whirlpool Galaxy by Lord Rosse in 1845]

            
              Sketch of the Whirlpool Galaxy by Lord Rosse in 1845
            

          


          In the 10th century, the Persian astronomer, Abd al-Rahman al-Sufi (known in the West as Azophi), made the earliest recorded observation of the Andromeda Galaxy, describing it as a "small cloud". Al-Sufi also identified the Large Magellanic Cloud, which is visible from Yemen, though not from Isfahan; it was not seen by Europeans until Magellan's voyage in the 16th century. These were the first galaxies other than the Milky Way to be observed from Earth. Al-Sufi published his findings in his Book of Fixed Stars in 964.


          In 1054, the creation of the Crab Nebula resulting from the SN 1054 supernova was observed by Chinese and Arabian astronomers. The Crab Nebula itself was observed centuries later by John Bevis in 1731, followed by the Earl of Rosse in the 1740s and then by Charles Messier in 1758.


          Toward the end of the 18th century, Charles Messier compiled a catalog containing the 109 brightest nebulae (celestial objects with a nebulous appearance), later followed by a larger catalog of 5,000 nebulae assembled by William Herschel. In 1845, Lord Rosse constructed a new telescope and was able to distinguish between elliptical and spiral nebulae. He also managed to make out individual point sources in some of these nebulae, lending credence to Kant's earlier conjecture.


          In 1917, Heber Curtis had observed the nova S Andromedae within the "Great Andromeda Nebula" ( Messier object M31). Searching the photographic record, he found 11 more novae. Curtis noticed that these novae were, on average, 10 magnitudes fainter than those that occurred within our galaxy. As a result he was able to come up with a distance estimate of 150,000 parsecs. He became a proponent of the so-called "island universes" hypothesis, which holds that spiral nebulae are actually independent galaxies.


          
            [image: Photograph of the "Great Andromeda Nebula" from 1899, later identified as the Andromeda Galaxy]

            
              Photograph of the "Great Andromeda Nebula" from 1899, later identified as the Andromeda Galaxy
            

          


          In 1920 the so-called Great Debate took place between Harlow Shapley and Heber Curtis, concerning the nature of the Milky Way, spiral nebulae, and the dimensions of the universe. To support his claim that the Great Andromeda Nebula was an external galaxy, Curtis noted the appearance of dark lanes resembling the dust clouds in the Milky Way, as well as the significant Doppler shift.


          The matter was conclusively settled by Edwin Hubble in the early 1920s using a new telescope. He was able to resolve the outer parts of some spiral nebulae as collections of individual stars and identified some Cepheid variables, thus allowing him to estimate the distance to the nebulae: they were far too distant to be part of the Milky Way. In 1936 Hubble produced a classification system for galaxies that is used to this day, the Hubble sequence.


          


          Modern research


          In 1944 Hendrik van de Hulst predicted microwave radiation at a wavelength of 21 cm resulting from interstellar atomic hydrogen gas; this radiation was observed in 1951. The radiation allowed for much improved study of the Milky Way Galaxy, since it is not affected by dust absorption and its Doppler shift can be used to map the motion of the gas in the Galaxy. These observations led to the postulation of a rotating bar structure in the centre of the Galaxy. With improved radio telescopes, hydrogen gas could also be traced in other galaxies.


          
            [image: Rotation curve of a typical spiral galaxy: predicted (A) and observed (B). The distance is from the galactic core.]

            
              Rotation curve of a typical spiral galaxy: predicted (A) and observed (B). The distance is from the galactic core.
            

          


          In the 1970s it was discovered in Vera Rubin's study of the rotation speed of gas in galaxies that the total visible mass (from the stars and gas) does not properly account for the speed of the rotating gas. This galaxy rotation problem is thought to be explained by the presence of large quantities of unseen dark matter.


          Beginning in the 1990s, the Hubble Space Telescope yielded improved observations. Among other things, it established that the missing dark matter in our galaxy cannot solely consist of inherently faint and small stars. The Hubble Deep Field, an extremely long exposure of a relatively empty part of the sky, provided evidence that there are about 125 billion galaxies in the universe. Improved technology in detecting the spectra invisible to humans (radio telescopes, infrared cameras, and x-ray telescopes) allow detection of other galaxies that are not detected by Hubble. Particularly, galaxy surveys in the zone of avoidance (the region of the sky blocked by the Milky Way) have revealed a number of new galaxies.


          


          Types and morphology


          
            [image: Types of galaxies according to the Hubble classification scheme. An E indicates a type of elliptical galaxy; an S is a spiral; and SB is a barred-spiral galaxy.[a]]

            
              Types of galaxies according to the Hubble classification scheme. An E indicates a type of elliptical galaxy; an S is a spiral; and SB is a barred-spiral galaxy.
            

          


          Galaxies come in three main types: ellipticals, spirals, and irregulars. A slightly more extensive description of galaxy types based on their appearance is given by the Hubble sequence. Since the Hubble sequence is entirely based upon visual morphological type, it may miss certain important characteristics of galaxies such as star formation rate (in starburst galaxies) and activity in the core (in active galaxies).


          


          Ellipticals


          The Hubble classification system rates elliptical galaxies on the basis of their ellipticity, ranging from E0, being nearly spherical, up to E7, which is highly elongated. These galaxies have an ellipsoidal profile, giving them an elliptical appearance regardless of the viewing angle. Their appearance shows little structure and they typically have relatively little interstellar matter. Consequently these galaxies also have a low portion of open clusters and a reduced rate of new star formation. Instead the galaxy is dominated by generally older, more evolved stars that are orbiting the common centre of gravity in random directions. In this sense they have some similarity to the much smaller globular clusters.


          The largest galaxies are giant ellipticals. Many elliptical galaxies are believed to form due to the interaction of galaxies, resulting in a collision and merger. They can grow to enormous sizes (compared to spiral galaxies, for example), and giant elliptical galaxies are often found near the core of large galaxy clusters. Starburst galaxies are the result of such a galactic collision that can result in the formation of an elliptical galaxy.


          


          Spirals


          
            [image: The Sombrero Galaxy, an example of an unbarred spiral galaxy. Credit:Hubble Space Telescope/NASA/ESA.]

            
              The Sombrero Galaxy, an example of an unbarred spiral galaxy. Credit:Hubble Space Telescope/ NASA/ESA.
            

          


          Spiral galaxies consist of a rotating disk of stars and interstellar medium, along with a central bulge of generally older stars. Extending outward from the bulge are relatively bright arms. In the Hubble classification scheme, spiral galaxies are listed as type S, followed by a letter (a, b, or c) that indicates the degree of tightness of the spiral arms and the size of the central bulge. An Sa galaxy has tightly wound, poorly-defined arms and possesses a relatively large core region. At the other extreme, an Sc galaxy has open, well-defined arms and a small core region.


          In spiral galaxies, the spiral arms have the shape of approximate logarithmic spirals, a pattern that can be theoretically shown to result from a disturbance in a uniformly rotating mass of stars. Like the stars, the spiral arms also rotate around the centre, but they do so with constant angular velocity. That means that stars pass in and out of spiral arms, with stars near the galactic core orbiting faster than the arms are moving while stars near the outer parts of the galaxy typically orbit more slowly than the arms. The spiral arms are thought to be areas of high density matter, or "density waves". As stars move through an arm, the space velocity of each stellar system is modified by the gravitational force of the higher density. (The velocity returns to normal after the stars depart on the other side of the arm.) This effect is akin to a "wave" of slowdowns moving along a highway full of moving cars. The arms are visible because the high density facilitates star formation, and therefore they harbour many bright and young stars.


          
            [image: NGC 1300, an example of a barred spiral galaxy. Credit:Hubble Space Telescope/NASA/ESA.]

            
              NGC 1300, an example of a barred spiral galaxy. Credit:Hubble Space Telescope/ NASA/ESA.
            

          


          A majority of spiral galaxies have a linear, bar-shaped band of stars that extends outward to either side of the core, then merges into the spiral arm structure. In the Hubble classification scheme, these are designated by an SB, followed by a lower-case letter (a, b or c) that indicates the form of the spiral arms (in the same manner as the categorization of normal spiral galaxies). Bars are thought to be temporary structures that can occur as a result of a density wave radiating outward from the core, or else due to a tidal interaction with another galaxy. Many barred spiral galaxies are active, possibly as a result of gas being channeled into the core along the arms.


          Our own galaxy is a large disk-shaped barred-spiral galaxy about 30kiloparsecs in diameter and a kiloparsec in thickness. It contains about two hundred billion (21011) stars and has a total mass of about six hundred billion (61011) times the mass of the Sun.


          


          Other morphologies


          
            [image: Hoag's Object, an example of a ring galaxy. Credit:Hubble Space Telescope/NASA/ESA.]

            
              Hoag's Object, an example of a ring galaxy. Credit:Hubble Space Telescope/ NASA/ESA.
            

          


          Peculiar galaxies are galactic formations that develop unusual properties due to tidal interactions with other galaxies. An example of this is the ring galaxy, which possesses a ring-like structure of stars and interstellar medium surrounding a bare core. A ring galaxy is thought to occur when a smaller galaxy passes through the core of a spiral galaxy. Such an event may have affected the Andromeda Galaxy, as it displays a multi-ring-like structure when viewed in infrared radiation.


          A lenticular galaxy is an intermediate form that has properties of both elliptical and spiral galaxies. These are categorized as Hubble type S0, and they possess ill-defined spiral arms with an elliptical halo of stars. ( Barred lenticular galaxies receive Hubble classification SB0.)


          
            [image: NGC 5866, an example of a lenticular galaxy. Credit:Hubble Space Telescope/NASA/ESA]

            
              NGC 5866, an example of a lenticular galaxy. Credit:Hubble Space Telescope/ NASA/ESA
            

          


          In addition to the classifications mentioned above, there are a number of galaxies that can not be readily classified into an elliptical or spiral morphology. These are categorized as irregular galaxies. An Irr-I galaxy has some structure but does not align cleanly with the Hubble classification scheme. Irr-II galaxies do not possess any structure that resembles a Hubble classification, and may have been disrupted. Nearby examples of (dwarf) irregular galaxies include the Magellanic Clouds.


          


          Dwarfs


          Despite the prominence of large elliptical and spiral galaxies, most galaxies in the universe appear to be dwarf galaxies. These tiny galaxies are about one hundredth the size of the Milky Way, containing only a few billion stars. Ultra-compact dwarf galaxies have recently been discovered that are only 100parsecs across.


          Many dwarf galaxies may orbit a single larger galaxy; the Milky Way has at least a dozen such satellites, with an estimated 300500 yet to be discovered. Dwarf galaxies may also be classified as elliptical, spiral, or irregular. Since small dwarf ellipticals bear little resemblance to large ellipticals, they are often called dwarf spheroidal galaxies instead.


          


          Unusual dynamics and activities


          


          Interacting


          The average separation between galaxies within a cluster is a little over an order of magnitude larger than their diameter. Hence interactions between these galaxies are relatively frequent, and play an important role in their evolution. Near misses between galaxies result in warping distortions due to tidal interactions, and may cause some exchange of gas and dust.


          
            [image: The Antennae Galaxies are undergoing a collision that will result in their eventual merger. Credit:Hubble Space TelescopeNASA/ESA.]

            
              The Antennae Galaxies are undergoing a collision that will result in their eventual merger. Credit:Hubble Space Telescope NASA/ESA.
            

          


          Collisions occur when two galaxies pass directly through each other and have sufficient relative momentum not to merge. The stars within these interacting galaxies will typically pass straight through without colliding. However, the gas and dust within the two forms will interact. This can trigger bursts of star formation as the interstellar medium becomes disrupted and compressed. A collision can severely distort the shape of one or both galaxies, forming bars, rings or tail-like structures.


          At the extreme of interactions are galactic mergers. In this case the relative momentum of the two galaxies is insufficient to allow the galaxies to pass through each other. Instead, they gradually merge together to form a single, larger galaxy. Mergers can result in significant changes to morphology, as compared to the original galaxies. In the case where one of the galaxies is much more massive, however, the result is known as cannibalism. In this case the larger galaxy will remain relatively undisturbed by the merger, while the smaller galaxy is torn apart. The Milky Way galaxy is currently in the process of cannibalizing the Sagittarius Dwarf Elliptical Galaxy and the Canis Major Dwarf Galaxy.


          


          Starburst


          
            [image: M82, the archetype starburst galaxy, has experienced a 10-fold increase in star formation rate as compared to a "normal" galaxy. Credit:Hubble Space TelescopeNASA/ESA//STScI.]

            
              M82, the archetype starburst galaxy, has experienced a 10-fold increase in star formation rate as compared to a "normal" galaxy. Credit:Hubble Space Telescope NASA/ESA// STScI.
            

          


          Stars are created within galaxies from a reserve of cold gas that forms into giant molecular clouds. Some galaxies have been observed to form stars at an exceptional rate, known as a starburst. Should they continue to do so, however, they would consume their reserve of gas in a time frame lower than the lifespan of the galaxy. Hence starburst activity usually lasts for only about ten million years, a relatively brief period in the history of a galaxy. Starburst galaxies were more common during the early history of the universe, and, at present, still contribute an estimated 15% to the total star production rate.


          Starburst galaxies are characterized by dusty concentrations of gas and the appearance of newly-formed stars, including massive stars that ionize the surrounding clouds to create H II regions. These massive stars also produce supernova explosions, resulting in expanding remnants that interact powerfully with the surrounding gas. These outbursts trigger a chain reaction of star building that spreads throughout the gaseous region. Only when the available gas is nearly consumed or dispersed does the starburst activity come to an end.


          Starbursts are often associated with merging or interacting galaxies. The prototype example of such a starburst-forming interaction is M82, which experienced a close encounter with the larger M81. Irregular galaxies often exhibit spaced knots of starburst activity.


          


          Active nucleus


          A portion of the galaxies we can observe are classified as active. That is, a significant portion of the total energy output from the galaxy is emitted by a source other than the stars, dust and interstellar medium.


          The standard model for an active galactic nucleus is based upon an accretion disc that forms around a supermassive black hole (SMBH) at the core region. The radiation from an active galactic nucleus results from the gravitational energy of matter as it falls toward the black hole from the disc. In about 10% of these objects, a diametrically opposed pair of energetic jets ejects particles from the core at velocities close to the speed of light. The mechanism for producing these jets is still not well-understood.


          
            [image: A jet of particles is being emitted from the core of the elliptical radio galaxy M87. Credit:Hubble Space TelescopeNASA/ESA.]

            
              A jet of particles is being emitted from the core of the elliptical radio galaxy M87. Credit:Hubble Space Telescope NASA/ESA.
            

          


          Active galaxies that emit high-energy radiation in the form of x-rays are classified as Seyfert galaxies or quasars, depending on the luminosity. Blazars are believed to be an active galaxy with a relativistic jet that is pointed in the direction of the Earth. A radio galaxy emits radio frequencies from relativistic jets. A unified model of these types of active galaxies explains their differences based on the viewing angle of the observer.


          Possibly related to active galactic nuclei (as well as starburst regions) are low-ionization nuclear emission-line regions (LINERs). The emission from LINER-type galaxies is dominated by weakly-ionized elements. Approximately one-third of nearby galaxies are classified as containing LINER nuclei.


          


          Formation and evolution


          The study of galactic formation and evolution attempts to answer questions regarding how galaxies formed and their evolutionary path over the history of the universe. Some theories in this field have now become widely accepted, but it is still an active area in astrophysics.


          


          Formation


          Current cosmological models of the early Universe are based on the Big Bang theory. About 300,000 years after this event, atoms of hydrogen and helium began to form, in an event called recombination. Nearly all the hydrogen was neutral (non-ionized) and readily absorbed light, and no stars had yet formed. As a result this period has been called the " Dark Ages". It was from density fluctuations (or anisotropic irregularities) in this primordial matter that larger structures began to appear. As a result, masses of baryonic matter started to condense within cold dark matter halos. These primordial structures would eventually become the galaxies we see today.


          Evidence for the early appearance of galaxies was found in 2006, when it was discovered that the galaxy IOK-1 has an unusually high redshift of 6.96, corresponding to just 750 million years after the Big Bang and making it the most distant and primordial galaxy yet seen. While some scientists have claimed other objects (such as Abell 1835 IR1916) have higher redshifts (and therefore are seen in an earlier stage of the Universe's evolution), IOK-1's age and composition have been more reliably established. The existence of such early protogalaxies suggests that they must have grown in the so-called "Dark Ages".


          The detailed process by which such early galaxy formation occurred is a major open question in astronomy. Theories could be divided into two categories: top-down and bottom-up. In top-down theories (such as the EggenLynden-BellSandage [ELS] model), protogalaxies form in a large-scale simultaneous collapse lasting about one hundred million years. In bottom-up theories (such as the Searle-Zinn [SZ] model), small structures such as globular clusters form first, and then a number of such bodies accrete to form a larger galaxy. Modern theories must be modified to account for the probable presence of large dark matter halos.


          Once protogalaxies began to form and contract, the first halo stars (called Population III stars) appeared within them. These were composed almost entirely of hydrogen and helium, and may have been massive. If so, these huge stars would have quickly consumed their supply of fuel and became supernovae, releasing heavy elements into the interstellar medium. This first generation of stars re-ionized the surrounding neutral hydrogen, creating expanding bubbles of space through which light could readily travel.


          


          Evolution


          
            [image: I Zwicky 18 (lower left) resembles a newly-formed galaxy.. Credit:Hubble Space Telescope/NASA/ESA.]

            
              I Zwicky 18 (lower left) resembles a newly-formed galaxy.. Credit:Hubble Space Telescope/ NASA/ESA.
            

          


          Within a billion years of a galaxy's formation, key structures begin to appear. Globular clusters, the central supermassive black hole, and a galactic bulge of metal-poor Population II stars form. The creation of a supermassive black hole appears to play a key role in actively regulating the growth of galaxies by limiting the total amount of additional matter added. During this early epoch, galaxies undergo a major burst of star formation.


          During the following two billion years, the accumulated matter settles into a galactic disc. A galaxy will continue to absorb infalling material from high velocity clouds and dwarf galaxies throughout its life. This matter is mostly hydrogen and helium. The cycle of stellar birth and death slowly increases the abundance of heavy elements, eventually allowing the formation of planets.


          The evolution of galaxies can be significantly affected by interactions and collisions. Mergers of galaxies were common during the early epoch, and the majority of galaxies were peculiar in morphology. Given the distances between the stars, the great majority of stellar systems in colliding galaxies will be unaffected. However, gravitational stripping of the interstellar gas and dust that makes up the spiral arms produces a long train of stars known as tidal tails. Examples of these formations can be seen in NGC 4676 or the Antennae Galaxies.


          As an example of such an interaction, the Milky Way galaxy and the nearby Andromeda Galaxy are moving toward each other at about 130 km/s, anddepending upon the lateral movementsthe two may collide in about five to six billion years. Although the Milky Way has never collided with a galaxy as large as Andromeda before, evidence of past collisions of the Milky Way with smaller dwarf galaxies is increasing.


          Such large-scale interactions are rare. As time passes, mergers of two systems of equal size become less common. Most bright galaxies have remained fundamentally unchanged for the last few billion years, and the net rate of star formation probably also peaked approximately ten billion years ago.


          


          Future trends


          At present, most star formation occurs in smaller galaxies where cool gas is not so depleted. Spiral galaxies, like the Milky Way, only produce new generations of stars as long as they have dense molecular clouds of interstellar hydrogen in their spiral arms. Elliptical galaxies are already largely devoid of this gas, and so form no new stars. The supply of star-forming material is finite; once stars have converted the available supply of hydrogen into heavier elements, new star formation will come to an end.


          The current era of star formation is expected to continue for up to one hundred billion years, and then the "stellar age" will wind down after about ten trillion to one hundred trillion years (10131014years), as the smallest, longest-lived stars in our astrosphere, tiny red dwarfs, begin to fade. At the end of the stellar age, galaxies will be composed of compact objects: brown dwarfs, white dwarfs that are cooling or cold (" black dwarfs"), neutron stars, and black holes. Eventually, as a result of gravitational relaxation, all stars will either fall into central supermassive black holes or be flung into intergalactic space as a result of collisions.


          


          Larger scale structures


          Deep sky surveys show that galaxies are often found in relatively close association with other galaxies. Solitary galaxies that have not significantly interacted with another galaxy of comparable mass during the past billion years are relatively scarce. Only about 5% of the galaxies surveyed have been found to be truly isolated; however, these isolated formations may have interacted and even merged with other galaxies in the past, and may still be orbited by smaller, satellite galaxies. Isolated galaxies can produce stars at a higher rate than normal, as their gas is not being stripped by other, nearby galaxies.


          On the largest scale, the universe is continually expanding, resulting in an average increase in the separation between individual galaxies (see Hubble's law). Associations of galaxies can overcome this expansion on a local scale through their mutual gravitational attraction. These associations formed early in the universe, as clumps of dark matter pulled their respective galaxies together. Nearby groups later merged to form larger-scale clusters. This on-going merger process (as well as an influx of infalling gas) heats the inter-galactic gas within a cluster to very high temperatures, reaching 30100 million K. About 7080% of the mass in a cluster is in the form of dark matter, with 1030% consisting of this heated gas and the remaining few percent of the matter in the form of galaxies.


          
            [image: Seyfert's Sextet is an example of a compact galaxy group. Credit:Hubble Space Telescope/NASA/ESA.]

            
              Seyfert's Sextet is an example of a compact galaxy group. Credit:Hubble Space Telescope/ NASA/ESA.
            

          


          Most galaxies in the universe are gravitationally bound to a number of other galaxies. These form a fractal-like hierarchy of clustered structures, with the smallest such associations being termed groups. A group of galaxies is the most common type of galactic cluster, and these formations contain a majority of the galaxies (as well as most of the baryonic mass) in the universe. To remain gravitationally bound to such a group, each member galaxy must have a sufficiently low velocity to prevent it from escaping (see Virial theorem). If there is insufficient kinetic energy, however, the group may evolve into a smaller number of galaxies through mergers.


          Larger structures containing many thousands of galaxies packed into an area a few megaparsecs across are called clusters. Clusters of galaxies are often dominated by a single giant elliptical galaxy, known as the brightest cluster galaxy, which, over time, tidally destroys its satellite galaxies and adds their mass to its own.


          Superclusters contain tens of thousands of galaxies, which are found in clusters, groups and sometimes individually. At the supercluster scale, galaxies are arranged into sheets and filaments surrounding vast empty voids. Above this scale, the universe appears to be isotropic and homogeneous.


          The Milky Way galaxy is a member of an association named the Local Group, a relatively small group of galaxies that has a diameter of approximately onemegaparsec. The Milky Way and the Andromeda Galaxy are the two brightest galaxies within the group; many of the other member galaxies are dwarf companions of these two galaxies. The Local Group itself is a part of a cloud-like structure within the Virgo Supercluster, a large, extended structure of groups and clusters of galaxies centered around the Virgo Cluster.


          


          Multi-wavelength observation


          
            [image: A radio map of the galaxy Centaurus A (upper left and lower right) is overlaid across the optical image (center), showing two lobes from the jets being generated by an active nucleus. Credit:NASA.]

            
              A radio map of the galaxy Centaurus A (upper left and lower right) is overlaid across the optical image (centre), showing two lobes from the jets being generated by an active nucleus. Credit: NASA.
            

          


          After galaxies external to the Milky Way were found to exist, initial observations were made mostly using visible light. The peak radiation of most stars lies here, so the observation of the stars that form galaxies has been a major component of optical astronomy. It is also a favorable portion of the spectrum for observing ionized H II regions, and for examining the distribution of dusty arms.


          The dust present in the interstellar medium is opaque to visual light. It is more transparent to far-infrared, which can be used to observe the interior regions of giant molecular clouds and galactic cores in great detail. Infrared is also used to observe distant, red-shifted galaxies that were formed much earlier in the history of the universe. Water vapor and carbon dioxide absorb a number of useful portions of the infrared spectrum, so high-altitude or space-based telescopes are used for infrared astronomy.


          The first non-visual study of galaxies, particularly active galaxies, was made using radio frequencies. The atmosphere is nearly transparent to radio between 5 MHz and 30GHz. (The ionosphere blocks signals below this range.) Large radio interferometers have been used to map the active jets emitted from active nuclei. Radio telescopes can also be used to observe neutral hydrogen (via 21centimetre radiation), including, potentially, the non-ionized matter in the early universe that later collapsed to form galaxies.


          Ultraviolet and X-ray telescopes can observe highly energetic galactic phenomena. An ultraviolet flare was observed when a star in a distant galaxy was torn apart from the tidal forces of a black hole. The distribution of hot gas in galactic clusters can be mapped by X-rays. The existence of super-massive black holes at the cores of galaxies was confirmed through X-ray astronomy.
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              Galeras, December 2005
            


            
              	Elevation

              	4,276 metres (14,029 feet)
            


            
              	Location

              	Colombia
            


            
              	Range

              	Andes
            


            
              	Coordinates

              	
            


            
              	Type

              	Complex volcano
            


            
              	Volcanic arc/ belt

              	Andean Volcanic Belt
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              	2008
            

          


          Galeras (Urcunina among the indigenous people) is a volcano in Colombia, near the city of Pasto. Its summit lies 4,276 m (14,029 feet) above sea level. It has erupted frequently since the Spanish conquest, and in 1993, an eruption killed nine people, including six scientists who had descended into the volcano's crater to sample gases.


          


          Geological history


          Galeras has been an active volcano for at least a million years. Two major caldera-forming eruptions have occurred, the first about 560,000 years ago in an eruption which expelled about 15 cubic kilometres of material, and the second some time between 40,000 and 150,000 years ago, in a smaller but still sizable eruption of 2km of material. Subsequently, part of the caldera wall has collapsed, probably due to instabilities caused by hydrothermal activity, and later eruptions have built up a smaller cone inside the now horseshoe-shaped caldera.


          At least six large eruptions have occurred in the last 5,000 years, most recently in 1886, and there have been at least 20 small to medium sized eruptions since the 1500s. In light of its violent eruption history and proximity to the 450,000 people of Pasto, Galeras was designated a Decade Volcano in 1991, identifying it as a target for detailed study as part of the United Nations' International Decade for Natural Disaster Reduction.


          [bookmark: 1993_eruption]


          1993 eruption


          Galeras had become active in 1988 after 10 years of dormancy. In January 14TH 1993, the volcano erupted when several volcanologists were inside the crater taking measurements. The scientists had been visiting Pasto for a conference related to the volcano's designation as a Decade Volcano. Six were killed, together with three tourists on the rim of the crater.


          Controversy has surrounded the events of the disaster, with competing viewpoints represented in various books. Claims have been made that the leader of the expedition, Stanley Williams, ignored basic safety procedures, as well as seismic evidence that an eruption was imminent, thus placing himself and others in danger unnecessarily.


          A prediction had been made three days before the eruption based on B-Type activity seen on a seismograph. Seismic B-types had been used successfully to predict eruptions on other volcanoes. However, Williams chose to do the risk assessment based on his own technique using gas emissions, which had indicated that there was little likelihood of an eruption at Galeras.


          


          Twenty-first century activity
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          Activity at a low level has continued at Galeras, with small explosions occasionally dusting nearby villages and towns with ash. The volcano has continued to be well studied, and predictions of eruptions at the volcano have improved. One phenomenon which seems to be a reliable precursor to eruptive activity is a low-frequency seismic event known as a 'tornillo'. These have occurred before about four-fifths of the explosions at Galeras, and the number of tornillo events recorded before an eruption is also correlated with the size of the ensuing eruption.


          More than 100 minor tremors were felt during a major eruption in April 2002, although no damage or injury was reported. An eruption in November 2005 forced an evacuation of the dangerous area surrounding the volcano and about 9400 people from nearby villages (mostly farmers) were ordered to leave. The city of Pasto, about 9 km from the volcano, was blanketed by a layer of ash after the volcanic explosion, forcing the residents to don goggles and face masks.


          Numerous minor tremors and ash emissions since March 2006, culminated on Wednesday, July 12, 2006 in three explosive eruptions, producing an ash and gas column reaching an altitude of 8 kilometers. Rock falls and pyroclastic flows were reported from towns as distant as Consac, 11.4 kilometers west of the main crater. The Colombian government has repeatedly ordered evacuations to temporary shelters, of more than 8500 people residing in the highest risk areas surrounding the volcano, with hopes of eventual assistance toward permanent relocation.
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              Space radar image of Galeras Volcano
            

          


          On Thursday, January 17, 2008 the volcano erupted around 8 p.m. There were no immediate reports of injuries or serious property damage.


          
            Retrieved from " http://en.wikipedia.org/wiki/Galeras"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Galileo Galilei


        
          

          
            
              	Galileo Galilei
            


            
              	
                [image: Portrait of Galileo Galilei by Giusto Sustermans]


                
                  Portrait of Galileo Galilei by Giusto Sustermans
                

              
            


            
              	Born

              	February 15, 1564(1564-02-15)

              Pisa, Tuscany - Italy
            


            
              	Died

              	January 8, 1642 (aged77)

              Arcetri, Tuscany - Italy

            


            
              	Residence

              	Grand Duchy of Tuscany
            


            
              	Fields

              	Astronomy, Physics and Mathematics
            


            
              	Institutions

              	University of Padua
            


            
              	Alma mater

              	University of Pisa
            


            
              	Knownfor

              	Kinematics

              Telescope

              Solar System
            


            
              	Religious stance

              	Roman Catholic
            

          


          Galileo Galilei ( 15 February 1564  8 January 1642) was a Tuscan ( Italian) physicist, mathematician, astronomer, and philosopher who played a major role in the scientific revolution. His achievements include improvements to the telescope and consequent astronomical observations, and support for Copernicanism. Galileo has been called the "father of modern observational astronomy", the "father of modern physics", the "father of science", and the Father of Modern Science. The motion of uniformly accelerated objects, taught in nearly all high school and introductory college physics courses, was studied by Galileo as the subject of kinematics. His contributions to observational astronomy include the discovery of the four largest satellites of Jupiter, named the Galilean moons in his honour, and the observation and analysis of sunspots. Galileo also worked in applied science and technology, improving compass design.


          Galileo's championing of Copernicanism was controversial within his lifetime. The geocentric view had been dominant since the time of Aristotle, and the controversy engendered by Galileo's opposition to this view resulted in the Catholic Church's prohibiting the advocacy of heliocentrism as potentially factual, because that theory had no decisive proof and was contrary to the literal meaning of Scripture. Galileo was eventually forced to recant his heliocentrism and spent the last years of his life under house arrest on orders of the Inquisition.


          


          Life


          Galileo was born in Pisa (then part of the Grand Duchy of Tuscany), the first of six children of Vincenzo Galilei, a famous lutenist and music theorist, and Giulia Ammannati. At the age of 8, his family moved to Florence, but he was left with Jacopo Borghini for two years. He then was educated in the Camaldolese Monastery at Vallombrosa, 21mi southeast of Florence. Although he seriously considered the priesthood as a young man, he enrolled for a medical degree at the University of Pisa at his father's urging. He did not complete this degree, but instead studied mathematics. In 1589, he was appointed to the chair of mathematics in Pisa. In 1591 his father died and he was entrusted with the care of his younger brother Michelagnolo. In 1592, he moved to the University of Padua, teaching geometry, mechanics, and astronomy until 1610. During this period Galileo made significant discoveries in both pure science (for example, kinematics of motion, and astronomy) and applied science (for example, strength of materials, improvement of the telescope). His multiple interests included the study of astrology, which in pre-modern disciplinary practice was seen as correlated to the studies of mathematics and astronomy.


          Although a devout Roman Catholic, Galileo fathered three children out of wedlock with Marina Gamba. They had two daughters, Virginia in 1600 and Livia in 1601, and one son, Vincenzio, in 1606. Because of their illegitimate birth, their father considered the girls unmarriageable. Their only worthy alternative was the religious life. Both girls were sent to the convent of San Matteo in Arcetri and remained there for the rest of their lives. Virginia took the name Maria Celeste upon entering the convent. She died on April 2, 1634, and is buried with Galileo at the Basilica di Santa Croce di Firenze. Livia took the name Sister Arcangela and was ill for most of her life. Vincenzio was later legitimized and married Sestilia Bocchineri.


          In 1610 Galileo published an account of his telescopic observations of the moons of Jupiter, using this observation to argue in favour of the sun-centered, Copernican theory of the universe against the dominant earth-centered Ptolemaic and Aristotelian theories. The next year Galileo visited Rome in order to demonstrate his telescope to the influential philosophers and mathematicians of the Jesuit Collegio Romano, and to let them see with their own eyes the reality of the four moons of Jupiter. While in Rome he was also made a member of the Accademia dei Lincei.


          In 1612, opposition arose to the Sun-centered solar system which Galileo supported. In 1614, from the pulpit of Santa Maria Novella, Father Tommaso Caccini (15741648) denounced Galileo's opinions on the motion of the Earth, judging them dangerous and close to heresy. Galileo went to Rome to defend himself against these accusations, but, in 1616, Cardinal Roberto Bellarmino personally handed Galileo an admonition enjoining him neither to advocate nor teach Copernican astronomy. During 1621 and 1622 Galileo wrote his first book, The Assayer (Il Saggiatore), which was approved and published in 1623. In 1630, he returned to Rome to apply for a license to print the Dialogue Concerning the Two Chief World Systems, published in Florence in 1632. In October of that year, however, he was ordered to appear before the Holy Office in Rome.


          Following a papal trial in which he was found vehemently suspect of heresy, Galileo was placed under house arrest and his movements restricted by the Pope. From 1634 onward he stayed at his country house at Arcetri, outside of Florence. He went completely blind in 1638 and was suffering from a painful hernia and insomnia, so he was permitted to travel to Florence for medical advice. He continued to receive visitors until 1642, when, after suffering fever and heart palpitations, he passed away.


          


          Scientific methods


          Galileo Galilei pioneered the use of quantitative experiments whose results could be analyzed with mathematical precision. More typical of science at the time were the qualitative studies of William Gilbert, on magnetism and electricity. Galileo's father, Vincenzo Galilei, a lutenist and music theorist, had performed experiments establishing perhaps the oldest known non-linear relation in physics: for a stretched string, the pitch varies as the square root of the tension. These observations lay within the framework of the Pythagorean tradition of music, well-known to instrument makers, which included the fact that subdividing a string by a whole number produces a harmonious scale. Thus, a limited amount of mathematics had long related music and physical science, and young Galileo could see his own father's observations expand on that tradition.


          Galileo is perhaps the first to clearly state that the laws of nature are mathematical. In The Assayer he wrote "Philosophy is written in this grand book, the universe... It is written in the language of mathematics, and its characters are triangles, circles, and other geometric figures; ...". His mathematical analyses are a further development of a tradition employed by late scholastic natural philosophers, which Galileo learned when he studied philosophy. Although he tried to remain loyal to the Catholic Church, his adherence to experimental results, and their most honest interpretation, led to a rejection of blind allegiance to authority, both philosophical and religious, in matters of science. In broader terms, this aided to separate science from both philosophy and religion; a major development in human thought.


          By the standards of his time, Galileo was often willing to change his views in accordance with observation. Philosopher of science Paul Feyerabend also noted the supposedly improper aspects of Galileo's methodology, but he argued that Galileo's methods could be justified retroactively by their results. The bulk of Feyerabend's major work, Against Method (1975), was devoted to an analysis of Galileo, using his astronomical research as a case study to support Feyerabend's own anarchistic theory of scientific method. As he put it: 'Aristotelians ... demanded strong empirical support while the Galileans were content with far-reaching, unsupported and partially refuted theories. I do not criticize them for that; on the contrary, I favour Niels Bohr's "this is not crazy enough."' In order to perform his experiments, Galileo had to set up standards of length and time, so that measurements made on different days and in different laboratories could be compared in a reproducible fashion.


          Galileo showed a remarkably modern appreciation for the proper relationship between mathematics, theoretical physics, and experimental physics. He understood the parabola, both in terms of conic sections and in terms of the ordinate (y) varying as the square of the abscissa (x). Galilei further asserted that the parabola was the theoretically-ideal trajectory for uniformly accelerated motion, in the absence of friction and other disturbances. He also noted that there are limits to the validity of this theory, stating that it was appropriate only for laboratory-scale and battlefield-scale trajectories, and noting on theoretical grounds that the parabola could not possibly apply to a trajectory so large as to be comparable to the size of the planet. Thirdly, Galilei recognized that his experimental data would never agree exactly with any theoretical or mathematical form, because of the imprecision of measurement, irreducible friction, and other factors.


          According to Stephen Hawking, Galileo probably bears more of the responsibility for the birth of modern science than anybody else, and Albert Einstein called him the father of modern science.


          


          Astronomy


          


          Contributions
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          Based only on uncertain descriptions of the telescope, invented in the Netherlands in 1608, Galileo, in that same year, made a telescope with about 3x magnification, and later made others with up to about 32x magnification. With this improved device he could see magnified, upright images on the earth - it was what is now known as a terrestrial telescope, or spyglass. He could also use it to observe the sky; for a time he was one of very few who could construct telescopes good enough for that purpose. On 25 August 1609, he demonstrated his first telescope to Venetian lawmakers. His work on the device made for a profitable sideline with merchants who found it useful for their shipping businesses and trading issues. He published his initial telescopic astronomical observations in March 1610 in a short treatise entitled Sidereus Nuncius (Starry Messenger).


          On January 7, 1610 Galileo observed with his telescope what he described at the time as "three fixed stars, totally invisible by their smallness", all within a short distance of Jupiter, and lying on a straight line through it. Observations on subsequent nights showed that the positions of these "stars" relative to Jupiter were changing in a way that would have been inexplicable if they had really been fixed stars. On January 10 Galileo noted that one of them had disappeared, an observation which he attributed to its being hidden behind Jupiter. Within a few days he concluded that they were orbiting Jupiter: he had discovered three of Jupiter's four largest satellites (moons): Io, Europa, and Callisto. He discovered the fourth, Ganymede, on January 13. Galileo named the four satellites he had discovered Medicean stars, in honour of his future patron, Cosimo II de' Medici, Grand Duke of Tuscany, and Cosimo's three brothers. Later astronomers, however, renamed them Galilean satellites in honour of Galileo himself.


          A planet with smaller planets orbiting it was problematic for the orderly, comprehensive picture of the geocentric model of the universe, in which everything was supposed to circle around the Earth. As a consequence, many astronomers and philosophers initially refused to believe that Galileo could have discovered such a thing.


          Galileo continued to observe the satellites over the next eighteen months, and by mid 1611 he had obtained remarkably accurate estimates for their periodsa feat which Kepler had believed impossible.


          From September 1610, Galileo observed that Venus exhibited a full set of phases similar to that of the Moon. The heliocentric model of the solar system developed by Nicolaus Copernicus predicted that all phases would be visible since the orbit of Venus around the Sun would cause its illuminated hemisphere to face the Earth when it was on the opposite side of the Sun and to face away from the Earth when it was on the Earth-side of the Sun. In contrast, the geocentric model of Ptolemy predicted that only crescent and new phases would be seen, since Venus was thought to remain between the Sun and Earth during its orbit around the Earth. Galileo's observations of the phases of Venus proved that it orbited the Sun and lent support to (but did not prove) the heliocentric model. However, since it refuted the Ptolemaic pure geocentric planetary model, it seems it was the crucial observation that caused the 17th century majority conversion of the scientific community to geoheliocentric geocentric models such as the Tychonic and Capellan models, and was thereby arguably Galileos historically most important astronomical observation.


          Galileo also observed the planet Saturn, and at first mistook its rings for planets, thinking it was a three-bodied system. When he observed the planet later, Saturn's rings were directly oriented at Earth, causing him to think that two of the bodies had disappeared. The rings reappeared when he observed the planet in 1616, further confusing him.


          Galileo was one of the first Europeans to observe sunspots, although Kepler had unwittingly observed one in 1607, but mistook it for a transit of Mercury.. He also reinterpreted a sunspot observation from the time of Charlemagne, which formerly had been attributed (impossibly) to a transit of Mercury. The very existence of sunspots showed another difficulty with the unchanging perfection of the heavens posited by orthodox Aristotelian celestial physics, but their regular periodic transits also confirmed the dramatic novel prediction of Kepler's Aristotelian celestial dynamics in his 1609 Astronomia Nova that the sun rotates, which was the first successful novel prediction of post-spherist celestial physics. And the annual variations in sunspots' motions, discovered by Francesco Sizzi and others in 1612-1613, provided a powerful argument against both the Ptolemaic system and the geoheliocentric system of Tycho Brahe.A dispute over priority in the discovery of sunspots, and in their interpretation, led Galileo to a long and bitter feud with the Jesuit Christoph Scheiner; in fact, there is little doubt that both of them were beaten by David Fabricius and his son Johannes, looking for confirmation of Kepler's prediction of the sun's rotation. Scheiner quickly adopted Kepler's 1615 proposal of the modern telescope design, which gave larger magnification at the cost of inverted images; Galileo apparently never changed to Kepler's design.


          Galileo was the first to report lunar mountains and craters, whose existence he deduced from the patterns of light and shadow on the Moon's surface. He even estimated the mountains' heights from these observations. This led him to the conclusion that the Moon was "rough and uneven, and just like the surface of the Earth itself," rather than a perfect sphere as Aristotle had claimed. Galileo observed the Milky Way, previously believed to be nebulous, and found it to be a multitude of stars packed so densely that they appeared to be clouds from Earth. He located many other stars too distant to be visible with the naked eye. Galileo also observed the planet Neptune in 1612, but did not realize that it was a planet and took no particular notice of it. It appears in his notebooks as one of many unremarkable dim stars.


          


          Controversy over comets and The Assayer


          In 1619, Galileo became embroiled in a controversy with Father Orazio Grassi, professor of mathematics at the Jesuit Collegio Romano. It began as a dispute over the nature of comets, but by the time Galileo had published The Assayer (Il Saggiatore) in 1623, his last salvo in the dispute, it had become a much wider argument over the very nature of Science itself. Because The Assayer contains such a wealth of Galileo's ideas on how Science should be practised, it has been referred to as his scientific manifesto.


          Early in 1619, Father Grassi had anonymously published a pamphlet, An Astronomical Disputation on the Three Comets of the Year 1618, which discussed the nature of a comet that had appeared late in November of the previous year. Grassi concluded that the comet was a fiery body which had moved along a segment of a great circle at a constant distance from the earth, and that it had been located well beyond the moon.


          Grassi's arguments and conclusions were criticised in a subsequent article, Discourse on the Comets, published under the name of one of Galileo's disciples, a Florentine lawyer named Mario Guiducci, although it had been largely written by Galileo himself. Galileo and Guiducci offered no definitive theory of their own on the nature of comets, although they did present some tentative conjectures which we now know to be mistaken.


          In its opening passage, Galileo and Guiducci's Discourse gratuitously insulted the Jesuit Christopher Scheiner, and various uncomplimentary remarks about the professors of the Collegio Romano were scattered throughout the work. The Jesuits were offended, and Grassi soon replied with a polemical tract of his own, The Astronomical and Philosophical Balance, under the pseudonym Lotario Sarsi Sigenzano (an anagram of his full name), purporting to be one of his own pupils.


          The Assayer was Galileo's devastating reply to the Astronomical Balance. It has been widely regarded as a masterpiece of polemical literature, in which "Sarsi's" arguments are subjected to withering scorn. It was greeted with wide acclaim, and particularly pleased the new pope, Urban VIII, to whom it had been dedicated.


          Galileo's dispute with Grassi permanently alienated many of the Jesuits who had previously been sympathetic to his ideas, and Galileo and his friends were convinced that these Jesuits were responsible for bringing about his later condemnation. The evidence for this is at best equivocal, however.


          


          Galileo, Kepler and theories of tides


          Cardinal Bellarmine had written in 1615 that the Copernican system could not be defended without "a true physical demonstration that the sun does not circle the earth but the earth circles the sun". Galileo considered his theory of the tides to provide the required physical proof of the motion of the earth. This theory was so important to Galileo that he originally intended to entitle his Dialogue on the Two Chief World Systems the Dialogue on the Ebb and Flow of the Sea. For Galileo, the tides were caused by the sloshing back and forth of water in the seas as a point on the Earth's surface speeded up and slowed down because of the Earth's rotation on its axis and revolution around the Sun. Galileo circulated his first account of the tides in 1616, addressed to Cardinal Orsini.


          If this theory were correct, there would be only one high tide per day. Galileo and his contemporaries were aware of this inadequacy because there are two daily high tides at Venice instead of one, about twelve hours apart. Galileo dismissed this anomaly as the result of several secondary causes, including the shape of the sea, its depth, and other factors. Against the assertion that Galileo was deceptive in making these arguments, Albert Einstein expressed the opinion that Galileo developed his "fascinating arguments" and accepted them uncritically out of a desire for physical proof of the motion of the Earth.


          Galileo dismissed as a "useless fiction" the idea, held by his contemporary Johannes Kepler, that the moon caused the tides. Galileo also refused to accept Kepler's elliptical orbits of the planets, considering the circle the "perfect" shape for planetary orbits.


          


          Technology
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          Galileo made a number of contributions to what is now known as technology, as distinct from pure physics, and suggested others. This is not the same distinction as made by Aristotle, who would have considered all Galileo's physics as techne or useful knowledge, as opposed to episteme, or philosophical investigation into the causes of things. Between 15951598, Galileo devised and improved a Geometric and Military Compass suitable for use by gunners and surveyors. This expanded on earlier instruments designed by Niccol Tartaglia and Guidobaldo del Monte. For gunners, it offered, in addition to a new and safer way of elevating cannons accurately, a way of quickly computing the charge of gunpowder for cannonballs of different sizes and materials. As a geometric instrument, it enabled the construction of any regular polygon, computation of the area of any polygon or circular sector, and a variety of other calculations. About 1593, Galileo constructed a thermometer, using the expansion and contraction of air in a bulb to move water in an attached tube.


          In 1609, Galileo was among the first to use a refracting telescope as an instrument to observe stars, planets or moons. Galileo's telescope was the first instrument given that name by an unidentified Greek poet/theologian, present at a banquet held in 1611 by Prince Federico Cesi to make Galileo a member of his Accademia dei Lincei. The name was derived from the Greek tele = 'far' and skopein = 'to look or see'. In 1610, he used a telescope at close range to magnify the parts of insects. By 1624 he had perfected a compound microscope. He gave one of these instruments to Cardinal Zollern in May of that year for presentation to the Duke of Bavaria, and in September he sent another to Prince Cesi.. The Linceans played a role again in naming the "microscope" a year later when fellow academy member Giovanni Faber coined the word for Galileo's invention from the Greek words ό (micron) meaning "small", and ῖ (skopein) meaning "to look at". The word was meant to be analogous with "telescope". Illustrations of insects made using one of Galileo's microscopes, and published in 1625, appear to have been the first clear documentation of the use of a compound microscope.


          In 1612, having determined the orbital periods of Jupiter's satellites, Galileo proposed that with sufficiently accurate knowledge of their orbits one could use their positions as a universal clock, and this would make possible the determination of longitude. He worked on this problem from time to time during the remainder of his life; but the practical problems were severe. The method was first successfully applied by Giovanni Domenico Cassini in 1681 and was later used extensively for large land surveys; this method, for example, was used by Lewis and Clark. For sea navigation, where delicate telescopic observations were more difficult, the longitude problem eventually required development of a practical portable marine chronometer, such as that of John Harrison.


          In his last year, when totally blind, he designed an escapement mechanism for a pendulum clock, a vectorial model of which may be seen here. The first fully operational pendulum clock was made by Christiaan Huygens in the 1650s. Galilei created sketches of various inventions, such as a candle and mirror combination to reflect light throughout a building, an automatic tomato picker, a pocket comb that doubled as an eating utensil, and what appears to be a ballpoint pen.
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          Galileo's theoretical and experimental work on the motions of bodies, along with the largely independent work of Kepler and Ren Descartes, was a precursor of the classical mechanics developed by Sir Isaac Newton. He was a pioneer, at least in the European tradition, in performing rigorous experiments and insisting on a mathematical description of the laws of nature.


          A biography by Galileo's pupil Vincenzo Viviani stated that Galileo had dropped balls of the same material, but different masses, from the Leaning Tower of Pisa to demonstrate that their time of descent was independent of their mass. This was contrary to what Aristotle had taught: that heavy objects fall faster than lighter ones, in direct proportion to weight. While this story has been retold in popular accounts, it is generally accepted by historians that there is no account by Galileo himself of such an experiment, and that it was at most a thought experiment which did not actually take place. However, Galileo did perform experiments which proved the same thing by rolling balls down inclined planes: falling or rolling objects (rolling is a slower version of falling, as long as the distribution of mass in the objects is the same) are accelerated independently of their mass. Galileo was the first person to demonstrate this via experiment, but he was notcontrary to popular beliefthe first to argue that it was true. A number of scholars prior to Galileo wrote -- or showed by experiment -- that in a vacuum, bodies which are composed of the same substance but which have different masses, fall through equal distances in equal times: Lucretius (ca. 99 - ca. 55 B.C.E., Roman poet), John Philoponus (ca. 490 - ca. 570 C.E., Greek philosopher in Alexandria, Egypt), Thomas Bradwardine (ca. 1290 - 1349, scholar at Merton College of Oxford University), Albert of Saxony (1316 - 1390, German cleric and philosopher), Pietro Monte (a.k.a. Petrus Montius, ca. 1457 - 1530, Spanish master at arms who resided in N. Italy), Benedetto Varchi (1502/3 - 1565, Italian historian and poet), Domingo de Soto (1494 - 1560, Spanish cleric and theologian), Giambattista Benedetti (1530 - 1590, Venetian mathematician), Giuseppe Moletti (1531 - 1588, Italian mathematician), and Simon Stevin (1548/9 - 1620, Flemish engineer and mathematician).


          Galileo arrived at the correct mathematical law for uniform acceleration: the total distance covered, starting from rest, is proportional to the square of the time ([image: d \propto t^2]), already discovered by Domingo de Soto in the 16th century He expressed this law using geometrical constructions and mathematically-precise words, adhering to the standards of the day. (It remained for others to re-express the law in algebraic terms). But he erroneously claimed gravitational free-fall universally is uniformly accelerated as the fundamental law of motion of his cosmology and cosmogony, a claim that was never generally accepted and soon refuted by the 1660s discovery that it is exponentially increasingly accelerated (a difform motion in scholastic terms) and inversely proportional to distance from its gravitational centre. He also concluded that objects retain their velocity unless a forceoften frictionacts upon them, refuting the generally accepted Aristotelian hypothesis that objects "naturally" slow down and stop unless a force acts upon them (philosophical ideas relating to inertia had been proposed by Ibn al-Haytham centuries earlier, as had Jean Buridan, and according to Joseph Needham, Mo Tzu had proposed it centuries before either of them, but this was the first time that it had been mathematically expressed, verified experimentally, and introduced the idea of frictional force, the key breakthrough in validating inertia). Galileo's Principle of Inertia stated: "A body moving on a level surface will continue in the same direction at constant speed unless disturbed." This principle was incorporated into Newton's laws of motion (first law).
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          Galileo also claimed (incorrectly) that a pendulum's swings always take the same amount of time, independently of the amplitude. That is, that a simple pendulum is isochronous. It is popularly believed that he came to this conclusion by watching the swings of the bronze chandelier in the cathedral of Pisa, using his pulse to time it. It appears however, that he conducted no experiments because the claim is true only of infinitesimally small swings as discovered by Christian Huygens. Galileo's son, Vincenzo, sketched a clock based on his father's theories in 1642. The clock was never built and, because of the large swings required by its verge escapement, would have been a poor timekeeper. (See Technology above.)


          In 1638 Galileo described an experimental method to measure the speed of light by arranging that two observers, each having lanterns equipped with shutters, observe each other's lanterns at some distance. The first observer opens the shutter of his lamp, and, the second, upon seeing the light, immediately opens the shutter of his own lantern. The time between the first observer's opening his shutter and seeing the light from the second observer's lamp indicates the time it takes light to travel back and forth between the two observers. Galileo reported that when he tried this at a distance of less than a mile, he was unable to determine whether or not the light appeared instantaneously. Sometime between Galileo's death and 1667, the members of the Florentine Accademia del Cimento repeated the experiment over a distance of about a mile and obtained a similarly inconclusive result.


          Galileo is lesser known for, yet still credited with, being one of the first to understand sound frequency. By scraping a chisel at different speeds, he linked the pitch of the sound produced to the spacing of the chisel's skips, a measure of frequency.


          In his 1632 Dialogue Galileo presented a physical theory to account for tides, based on the motion of the Earth. If correct, this would have been a strong argument for the reality of the Earth's motion. In fact, the original title for the book described it as a dialogue on the tides; the reference to tides was removed by order of the Inquisition. His theory gave the first insight into the importance of the shapes of ocean basins in the size and timing of tides; he correctly accounted, for instance, for the negligible tides halfway along the Adriatic Sea compared to those at the ends. As a general account of the cause of tides, however, his theory was a failure. Kepler and others correctly associated the Moon with an influence over the tides, based on empirical data; a proper physical theory of the tides, however, was not available until Newton.


          Galileo also put forward the basic principle of relativity, that the laws of physics are the same in any system that is moving at a constant speed in a straight line, regardless of its particular speed or direction. Hence, there is no absolute motion or absolute rest. This principle provided the basic framework for Newton's laws of motion and is central to Einstein's special theory of relativity.


          


          Mathematics


          While Galileo's application of mathematics to experimental physics was innovative, his mathematical methods were the standard ones of the day. The analysis and proofs relied heavily on the Eudoxian theory of proportion, as set forth in the fifth book of Euclid's Elements. This theory had become available only a century before, thanks to accurate translations by Tartaglia and others; but by the end of Galileo's life it was being superseded by the algebraic methods of Descartes.


          Galileo produced one piece of original and even prophetic work in mathematics: Galileo's paradox, which shows that there are as many perfect squares as there are whole numbers, even though most numbers are not perfect squares. Such seeming contradictions were brought under control 250 years later in the work of Georg Cantor.


          


          Church controversy
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          Western Christian biblical references Psalm 93:1, Psalm 96:10, and 1 Chronicles 16:30 include text stating that "the world is firmly established, it cannot be moved." In the same tradition, Psalm 104:5 says, " the LORD set the earth on its foundations; it can never be moved." Further, Ecclesiastes 1:5 states that "And the sun rises and sets and returns to its place, etc."


          Galileo defended heliocentrism, and claimed it was not contrary to those Scripture passages. He took Augustine's position on Scripture: not to take every passage literally, particularly when the scripture in question is a book of poetry and songs, not a book of instructions or history. The writers of the Scripture wrote from the perspective of the terrestrial world, and from that vantage point the sun does rise and set. In fact, it is the earth's rotation which gives the impression of the sun in motion across the sky.


          By 1616 the attacks on Galileo had reached a head, and he went to Rome to try to persuade the Church authorities not to ban his ideas. In the end, Cardinal Bellarmine, acting on directives from the Inquisition, delivered him an order not to "hold or defend" the idea that the Earth moves and the Sun stands still at the centre. The decree did not prevent Galileo from discussing heliocentrism hypothetically. For the next several years Galileo stayed well away from the controversy. He revived his project of writing a book on the subject, encouraged by the election of Cardinal Barberini as Pope Urban VIII in 1623. Barberini was a friend and admirer of Galileo, and had opposed the condemnation of Galileo in 1616. The book, Dialogue Concerning the Two Chief World Systems, was published in 1632, with formal authorization from the Inquisition and papal permission.


          Pope Urban VIII personally asked Galileo to give arguments for and against heliocentrism in the book, and to be careful not to advocate heliocentrism. He made another request, that his own views on the matter be included in Galileo's book. Only the latter of those requests was fulfilled by Galileo. Whether unknowingly or deliberate, Simplicius, the defender of the Aristotelian Geocentric view in Dialogue Concerning the Two Chief World Systems, was often caught in his own errors and sometimes came across as a fool. This fact made Dialogue Concerning the Two Chief World Systems appear as an advocacy book; an attack on Aristotelian geocentrism and defense of the Copernican theory. To add insult to injury, Galileo put the words of Pope Urban VIII into the mouth of Simplicius. Most historians agree Galileo did not act out of malice and felt blindsided by the reaction to his book. However, the Pope did not take the suspected public ridicule lightly, nor the blatant bias. Galileo had alienated one of his biggest and most powerful supporters, the Pope, and was called to Rome to defend his writings.


          With the loss of many of his defenders in Rome because of Dialogue Concerning the Two Chief World Systems, Galileo was ordered to stand trial on suspicion of heresy in 1633. The sentence of the Inquisition was in three essential parts:


          
            	Galileo was required to abjure the opinion that the Sun lies motionless at the centre of the universe, and that the Earth is not at its centre and moves; the idea that the Sun is stationary was condemned as "formally heretical." However, while there is no doubt that Pope Urban VIII and the vast majority of Church officials did not believe in heliocentrism, heliocentrism was never formally or officially condemned by the Catholic Church, except insofar as it held (for instance, in the formal condemnation of Galileo) that "The proposition that the sun is in the centre of the world and immovable from its place is absurd, philosophically false, and formally heretical; because it is expressly contrary to Holy Scriptures", and the converse as to the Sun's not revolving around the Earth.


            	He was ordered imprisoned; the sentence was later commuted to house arrest.


            	His offending Dialogue was banned; and in an action not announced at the trial, publication of any of his works was forbidden, including any he might write in the future.
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          According to popular legend, after recanting his theory that the Earth moved around the Sun, Galileo allegedly muttered the rebellious phrase And yet it moves, but there is no evidence that he actually said this or anything similarly impertinent.


          After a period with the friendly Ascanio Piccolomini (the Archbishop of Siena), Galileo was allowed to return to his villa at Arcetri near Florence, where he spent the remainder of his life under house arrest, and where he later became blind. It was while Galileo was under house arrest that he dedicated his time to one of his finest works, Two New Sciences. Here he summarized work he had done some forty years earlier, on the two sciences now called kinematics and strength of materials. This book has received high praise from both Sir Isaac Newton and Albert Einstein. As a result of this work, Galileo is often called, the "father of modern physics".


          Galileo died on January 8, 1642. The Grand Duke of Tuscany, Ferdinando II, wished to bury him in the main body of the Basilica of Santa Croce, next to the tombs of his father and other ancestors, and to erect a marble mausoleum in his honour. These plans were scrapped, however, after Pope Urban VIII and his nephew, Cardinal Francesco Barberini, protested. He was instead buried in a small room next to the novices' chapel at the end of a corridor from the southern transept of the basilica to the sacristy. He was reburied in the main body of the basilica in 1737 after a monument had been erected there in his honour.


          The Inquisition's ban on reprinting Galileo's works was lifted in 1718 when permission was granted to publish an edition of his works (excluding the condemned Dialogue) in Florence. In 1741 Pope Benedict XIV authorized the publication of an edition of Galileo's complete scientific works which included a mildly censored version of the Dialogue. In 1758 the general prohibition against works advocating heliocentrism was removed from the Index of prohibited books, although the specific ban on uncensored versions of the Dialogue and Copernicus's De Revolutionibus remained. All traces of official opposition to heliocentrism by the Church disappeared in 1835 when these works were finally dropped from the Index.


          In 1939 Pope Pius XII, in his first speech to the Pontifical Academy of Sciences, within a few months of his election to the papacy, described Galileo as being among the "most audacious heroes of research... not afraid of the stumbling blocks and the risks on the way, nor fearful of the funereal monuments" His close advisor of 40 years, Professor Robert Leiber wrote: "Pius XII was very careful not to close any doors (to science) prematurely. He was energetic on this point and regretted that in the case of Galileo."


          On February 15, 1990, in a speech delivered at the Sapienza University of Rome, Cardinal Ratzinger cited some current views on the Galileo affair as forming what he called "a symptomatic case that permits us to see how deep the self-doubt of the modern age, of science and technology goes today." Some of the views he cited were those of the philosopher Paul Feyerabend, whom he quoted as saying The Church at the time of Galileo kept much more closely to reason than did Galileo himself, and she took into consideration the ethical and social consequences of Galileo's teaching too. Her verdict against Galileo was rational and just and the revision of this verdict can be justified only on the grounds of what is politically opportune. The Cardinal did not clearly indicate whether he agreed or disagreed with Feyerabend's assertions. He did, however, say "It would be foolish to construct an impulsive apologetic on the basis of such views".


          On 31 October 1992, Pope John Paul II expressed regret for how the Galileo affair was handled, and officially conceded that the Earth was not stationary, as the result of a study conducted by the Pontifical Council for Culture.


          


          His writings
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            	The Little Balance (1586)


            	The Starry Messenger (1610; in Latin, Sidereus Nuncius)


            	Letters on Sunspots (1613)


            	Letter to the Grand Duchess Christina (1615; published in 1636)


            	Discourse on the Tides (1616; in Italian, Discorso del flusso e reflusso del mare)


            	Discourse on the Comets (1619; in Italian, Discorso Delle Comete)


            	The Assayer (1623; in Italian, Il Saggiatore)


            	Dialogue Concerning the Two Chief World Systems (1632; in Italian Dialogo dei due massimi sistemi del mondo)


            	Discourses and Mathematical Demonstrations Relating to Two New Sciences (1638; in Italian, Discorsi e Dimostrazioni Matematiche, intorno a due nuove scienze)

          


          


          Legacy


          
            	The four large moons of Jupiter discovered by Galileo ( Io, Europa, Ganymede and Callisto) are often referred to as the 'Galilean moons'.


            	The Galileo spacecraft was the first spacecraft to enter orbit around Jupiter, where it investigated the planet and its moons from 1995 to 2003.


            	Galileo is also the name of a proposed, European satellite navigation system.


            	A transformation between inertial systems in classical mechanics is called a Galilean transformation.


            	The gal, sometimes called galileo, (symbol Gal) is a non- SI unit of acceleration named after Galileo. The gal is defined as 1 centimeter per second squared (1cm/s).


            	The United Nations scheduled the International Year of Astronomy in 2009 in part to coincide with Galileo's first recorded astronomical observations with a telescope.

          


          


          In popular culture


          
            	Singer-songwriter Ellis Paul wrote and recorded a song Did Galileo Pray. See also commentary on the song published in the June/July 2006 issue of the physics journal Symmetry.


            	There is a play called Life of Galileo by the German dramatist Bertolt Brecht. It was filmed in 1975 as Galileo, with Topol in the title role, and an all-star cast.


            	A play about Galileo's struggle with the Church, Lamp at Midnight, was first televised in 1966 on the Hallmark Hall of Fame, with Melvyn Douglas as Galileo and Kim Hunter as his daughter. The production also featured an appearance by Roy Scheider in an early role.


            	Galileo is mentioned in Queen's song, Bohemian Rhapsody.


            	The American duo Indigo Girls released a song in 1992 about the "king of night vision" whose head was "on the block." Entitled "Galileo," the song hit the #10 spot on the Billboard's Modern Rock Tracks chart, the biggest hit to date for the musical duo.


            	Galileo is also the title of a song by Amy Grant.


            	The Philadelphia Atmospheric Sludge Metal band named their 2005 full length "The Galilean Satellites", wherein most songs are about Jupiter and its 4 Galilean moons, specifically Europa.


            	The Symphonic Metal band Haggard made an album based on the life of Galileo and the legend that he muttered the phrase Eppur si muove meaning "And yet it does move", after being forced to recant, in front of the Inquisition.


            	The shuttlecraft used in the Star Trek first season episode The Galileo Seven is named after the famed astronomer. When that shuttle is destroyed at the end of the episode, another shuttlecraft is named the Galileo II.
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              	Gallimimus

              Fossil range: Late Cretaceous
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                  Gallimimus at the Natural History Museum, London.
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Saurischia

                  


                  
                    	Suborder:

                    	Theropoda

                  


                  
                    	Family:

                    	Ornithomimidae

                  


                  
                    	Genus:

                    	Gallimimus

                    Osmlska, Roniewics & Barsbold, 1972
                  

                

              
            


            
              	Species
            


            
              	
                
                  	G. bullatus Osmlska, Roniewics & Barsbold, 1972 ( type)

                

              
            

          


          Gallimimus (pronounced /ˌɡlɨˈmaɪməs/ GAL-i-MYE-mus) , meaning 'fowl mimic', is a genus of ornithomimosaurid dinosaur from the late Cretaceous Period ( Maastrichtian stage) Nemegt Formation of Mongolia. With a maximum length of 4 to 6 meters (13-20 feet) and weighing as much as 440 kilograms (970 pounds), it was one of the largest ornithomimosaurs. Gallimimus is known from multiple individuals, ranging from juvenile (about 0.5 metres tall at the hip) to adult (about 2 metres tall at the hip).


          The fossil remains of this dinosaur were discovered in the early 1970s in the Gobi Desert of Mongolia. In 1972, it was named by paleontologists Rinchen Barsbold, Halszka Osmlska, and Ewa Roniewicz. The only known species is Gallimimus bullatus. A supposed second species, "Gallimimus mongoliensis", has never been formally referred to this genus. A recent reanalysis of the nearly complete skeleton of Gallimimus mongoliensis concluded that it is not a species of Gallimimus but may represent a new, currently unnamed ornithomimid genus.
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              Feathered Gallimimus.
            

          


          Gallimimus was rather ostrich-like, with a small head, large eyes, a long neck, short arms, long legs, and a long tail. A diagnostic character of Gallimimus is a distinctly short 'hand' relative to the humerus length, when compared to other ornithomimids. The tail was used as a counter-balance. The eyes were located on the sides of its head, meaning that it did not possess binocular vision. Like most modern birds, it had hollow bones. Gallimimus had a number of adaptations which suggest good running ability, such as long limbs, a long tibia and metatarsus and short toes, but it is unknown how fast it could run.


          A fossilized beak is present in one Gallimimus skull and ridges on the beak have been interpreted as part of a duck-like filter-feeding mechanism. However, similar ridges are seen in herbivorous sea turtles and ornithomimids were relatively common in seasonally dry environments, where filter-feeding was probably not a viable lifestyle. It seems more probable that Gallimimus was an omnivore, using its beak to crop plants and capture small animals.
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              A juvenile Gallimimus bullatus skull.
            

          


          


          In popular culture


          The dinosaur appeared on-screen, in the motion picture Jurassic Park. A flock of running Gallimimus was seen running across a vast field from a Tyrannosaurus, which hunted and killed one of the ornithomimids. Gallimimus is also featured in the film's first sequel, The Lost World: Jurassic Park, during the 'roundup' sequence.
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              	General
            


            
              	Name, Symbol, Number

              	gallium, Ga, 31
            


            
              	Chemical series

              	poor metals
            


            
              	Group, Period, Block

              	13, 4, p
            


            
              	Appearance

              	silvery white
            


            
              	[image: Crystallized]
            


            
              	Standard atomic weight

              	69.723 (1) gmol1
            


            
              	Electron configuration

              	[Ar] 3d10 4s2 4p1
            


            
              	Electrons per shell

              	2, 8, 18, 3
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	5.91 gcm3
            


            
              	Liquid density at m.p.

              	6.095 gcm3
            


            
              	Melting point

              	302.9146 K

              (29.7646 C, 85.5763 F)
            


            
              	Boiling point

              	2477 K

              (2204 C, 3999 F)
            


            
              	Heat of fusion

              	5.59  kJmol1
            


            
              	Heat of vaporization

              	254  kJmol1
            


            
              	Specific heat capacity

              	(25C) 25.86 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1310

                    	1448

                    	1620

                    	1838

                    	2125

                    	2518
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	orthorhombic
            


            
              	Oxidation states

              	3, 2 , 1

              ( amphoteric oxide)
            


            
              	Electronegativity

              	1.81 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 578.8  kJmol1
            


            
              	2nd: 1979.3 kJmol1
            


            
              	3rd: 2963 kJmol1
            


            
              	Atomic radius

              	130  pm
            


            
              	Atomic radius (calc.)

              	136 pm
            


            
              	Covalent radius

              	126 pm
            


            
              	Van der Waals radius

              	187 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Thermal conductivity

              	(300K) 40.6 Wm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 2740 m/s
            


            
              	Mohs hardness

              	1.5
            


            
              	Brinell hardness

              	60 MPa
            


            
              	CAS registry number

              	7440-55-3
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of gallium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	69Ga

                    	60.11%

                    	69Ga is stable with 38 neutrons
                  


                  
                    	71Ga

                    	39.89%

                    	71Ga is stable with 40 neutrons
                  

                

              
            


            
              	References
            

          


          Gallium (pronounced /ˈgliəm/) is a chemical element that has the symbol Ga and atomic number 31. A soft silvery metallic poor metal, gallium is a brittle solid at low temperatures but liquefies slightly above room temperature and will melt in the hand. It occurs in trace amounts in bauxite and zinc ores. An important application is in the compounds gallium nitride and gallium arsenide, used as a semiconductor, most notably in light-emitting diodes (LEDs).


          


          Notable characteristics


          Elemental gallium is not found in nature, but it is easily obtained by smelting. Very pure gallium metal has a brilliant silvery colour and its solid metal fractures conchoidally like glass. Gallium metal expands by 3.1 percent when it solidifies, and therefore storage in either glass or metal containers is avoided, due to the possibility of container rupture with freezing. Gallium shares the higher-density liquid state with only a few materials like germanium, bismuth, antimony and water.


          Gallium also attacks most other metals by diffusing into their metal lattice. Gallium for example diffuses into the grain boundaries of Al/Zn alloys or steel., making them very brittle. Also, Gallium metal easily alloys with many metals, and was used in small quantities in the core of the first atomic bomb to help stabilize the plutonium crystal structure.


          The melting point temperature of 30C allows the metal to be melted in one's hand. This metal has a strong tendency to supercool below its melting point/ freezing point, thus necessitating seeding in order to solidify. Gallium is one of the metals (with caesium, rubidium, francium and mercury) which are liquid at or near normal room temperature, and can therefore be used in metal-in-glass high-temperature thermometers. It is also notable for having one of the largest liquid ranges for a metal, and (unlike mercury) for having a low vapor pressure at high temperatures. Unlike mercury, liquid gallium metal wets glass and skin, making it mechanically more difficult to handle (even though it is substantially less toxic and requires far fewer precautions). For this reason as well as the metal contamination problem and freezing-expansion problems noted above, samples of gallium metal are usually supplied in polyethylene packets within other containers.


          Gallium does not crystallize in any of the simple crystal structures. The stable phase under normal conditions is orthorhombic with 8 atoms in the conventional unit cell. Each atom has only one nearest neighbour (at a distance of 244 pm) and six other neighbors within additional 39 pm. Many stable and metastable phases are found as function of temperature and pressure.


          The bonding between the nearest neighbors is found to be of covalent character, hence Ga2 dimers are seen as the fundamental building blocks of the crystal. The compound with arsenic, gallium arsenide is a semiconductor commonly used in light-emitting diodes.


          High-purity gallium is dissolved slowly by mineral acids.


          Gallium has no known biological role, although it might be involved in metabolism stimulation.


          


          History


          Gallium (the Latin Gallia means " Gaul," essentially modern France; and the Latin gallus means "rooster") was discovered spectroscopically by Lecoq de Boisbaudran in 1875 by its characteristic spectrum (two violet lines) in an examination of a zinc blende from the Pyrenees. Before its discovery, most of its properties had been predicted and described by Dmitri Mendeleev (who had called the hypothetical element " eka-aluminium") on the basis of its position in his periodic table. Later, in 1875, Boisbaudran obtained the free metal by electrolysis of its hydroxide in potassium hydroxide solution. He named the element "gallia" after his native land of France. It was later claimed that, in one of those multilingual puns so beloved of men of science in the early 19th century, he had also named gallium after himself, as his name, "Le coq," is the French for "the rooster," and the Latin for "rooster" is "gallus"; however, in an 1877 article Le coq denied this supposition.


          


          Occurrence


          Gallium does not exist in free form in nature, nor do any high-gallium minerals exist to serve as a primary source of extraction of the element or its compounds. Gallium is found and extracted as a trace component in bauxite, coal, diaspore, germanite, and sphalerite. The United States Geological Survey ( USGS) estimates gallium reserves based on 50 ppm by weight concentration in known reserves of bauxite and zinc ores. Some flue dusts from burning coal have been shown to contain small quantities of gallium, typically less than 1% by weight.


          Most gallium is extracted from the crude aluminium hydroxide solution of the Bayer process for producing alumina and aluminium. A mercury cell electrolysis and hydrolysis of the amalgam with sodium hydroxide leads to sodium gallate. Electrolysis then gives gallium metal. For semiconductor use, further purification is carried out using zone melting, or else single crystal extraction from a melt ( Czochralski process). Purities of 99.9999% are routinely achieved and commercially widely available.


          


          Applications


          Semiconductor and electronic industry. The semiconductor applications are the main reason for the low-cost commercial availability of the extremely high-purity (99.9999+%) metal:


          
            	As a component of the semiconductor gallium arsenide, the most common application for gallium is analog integrated circuits, with the second largest use being optoelectronic devices (mostly laser diodes and light-emitting diodes.)


            	Gallium is used widely as a dopant to dope semiconductors and produce solid-state devices like transistors.


            	Gallium is the rarest component of new photovoltaic compounds (such as copper indium gallium selenium sulfide or Cu(In,Ga)(Se,S)2, recently announced by South African researchers) for use in solar panels as an alternative to crystalline silicon, which is currently in short supply.

          


          As a wetting, and alloy improvement agent:


          
            	Because gallium wets glass or porcelain, gallium can be used to create brilliant mirrors.


            	Gallium readily alloys with most metals, and has been used as a component in low-melting alloys. The plutonium used in nuclear weapon pits is machined by alloying with gallium to stabilize the allotropes of plutonium.


            	Gallium added in quantities up to 2% in common solders can aid wetting and flow characteristics.

          


          As part of an energy storage mechanism:


          
            	Aluminium is reactive enough to reduce water to hydrogen, being oxidized to aluminium oxide. However, the aluminium oxide forms a protective coat which prevents further reaction. When gallium is alloyed with aluminium, the coat does not form, thus the alloy can potentially provide a solid hydrogen source for transportation purposes, which would be more convenient than a pressurized hydrogen tank. Resmelting the resultant aluminium oxide and gallium mixture to metallic aluminium and gallium and reforming these into electrodes would constitute most of the energy input into the system, while electricity produced by a hydrogen fuel cell could constitute an energy output.The thermodynamic efficiency of the aluminium smelting process is said to be approximately 50 percent. Therefore, at most no more than half the energy that goes into smelting aluminium could be recovered by a fuel cell.

          


          For liquid alloys:


          
            	It has been suggested that a liquid gallium-tin alloy could be used to cool computer chips in place of water. As it conducts heat approximately 65 times better than water it can make a comparable coolant.


            	Gallium is used in some high temperature thermometers.

          


          Biomedical applications:


          
            	A low temperature liquid eutectic alloy of gallium, indium, and tin, is widely available in medical thermometers (fever thermometers), replacing problematic mercury. This alloy, with the trade name Galinstan (with the "-stan" referring to the tin), has a freezing point of 20C.


            	Gallium salts such as gallium citrate and gallium nitrate are used as radiopharmaceutical agents in nuclear medicine imaging. (The form or salt is not important, since it is the free dissolved gallium ion Ga3+ which is active). For these applications, a radioactive isotope such as 67Ga is used. The body handles Ga3+ in many ways as though it were iron, and thus it is bound (and concentrates) in areas of inflammation, such as infection, and also areas of rapid cell division. This allows such sites to be imaged by nuclear scan techniques. See gallium scan. This use has largely been replaced by fluorodeoxyglucose (FDG) for positron emission tomography, "PET" scan.


            	Gallium nitrate, both oral and topical, is finding use in treating arthritis.


            	Gallium maltolate is in clinical and preclinical trials as a potential treatment for cancer, infectious disease, and inflammatory disease.


            	Much research is being devoted to gallium alloys as substitutes for mercury dental amalgams, but these compounds have yet to see wide acceptance.


            	Research is being conducted to determine whether gallium can be used to fight bacterial infections in people with cystic fibrosis. Gallium is similar in size to iron, an essential nutrient for respiration. When gallium is mistakenly picked up by bacteria such as Pseudomonas, the bacteria's ability to respire is interfered with and the bacteria die. The mechanism behind this is that iron is redox active, which allows for the transfer of electrons during respiration, but gallium is redox inactive.

          


          Miscellaneous:


          
            	Magnesium gallate containing impurities (such as Mn2+), is beginning to be used in ultraviolet-activated phosphor powder.


            	Neutrino detection. Possibly the largest amount of pure gallium ever collected in a single spot was the GALLEX neutrino detector operated in the early 1990's in an Italian mountain tunnel. The detector contained 12.2 tons of watered gallium-71. Solar neutrinos caused a few atoms of Ga-71 to become radioactive Ge-71, which were detected. The solar neutrino flux deduced was found to have a deficit of 40% from theory. This was not explained until better solar neutrino detectors and theories were constructed (see SNO).


            	As a liquid metal ion source for a focused ion beam.

          


          


          Precautions


          While not considered toxic, the data about gallium are inconclusive. Some sources suggest that it may cause dermatitis from prolonged exposure; other tests have not caused a positive reaction. Like most metals, finely divided gallium loses its luster. Powdered gallium appears grey. When gallium is handled with bare hands, the extremely fine dispersion of liquid gallium droplets which results from wetting skin with the metal may appear as a grey skin stain.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gallium"
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            [image: Gall-Peters projection of the Earth]

            
              Gall-Peters projection of the Earth
            

          


          The Gall-Peters projection is one specialization of a configurable equal-area map projection known as the equal-area cylindric or cylindrical equal-area projection. The Gall-Peters achieved considerable notoriety in the late 20th century as the centerpiece of a controversy surrounding the political implications of map design. Maps based on the projection continue to see use in some circles and are readily available, though few major map publishers produce them.


          


          Description


          The projection is defined as:


          
            	[image: x = \frac{R\pi\lambda}{180^\circ\sqrt{2}}]; that is, [image: x = \frac{R\pi\lambda\cos 45^\circ}{180^\circ}]

          


          
            	[image: y = R \sqrt{2} \sin \phi]; that is, [image: y = \frac{R\sin \phi}{\cos 45^\circ}]

          


          where [image: \,\lambda] is the longitude from the central meridian in degrees, [image: \,\phi] is the latitude, and R is the radius of the globe used as the model of the earth for projection. For lambda given in radians, remove the /180 factors.


          The various specializations of the cylindrical equal-area projection differ only in the ratio of the vertical to horizontal axis. This ratio determines the standard parallel of the projection, which is the parallel at which there is no distortion and along which distances match the stated scale. The standard parallels of the Gall-Peters are 45N and 45S. Other named specializations of the equal-area cylindric are Lambert Cylindrical Equal Area (standard parallel at the equator), Behrmann Cylindrical Equal Area (30 N/S), Craster Rectangular Equal Area (3704' N/S), Trystran Edwards (3724' N/S), Hobo-Dyer (3730'), and Balthasart (50 N/S).


          


          Origins and naming


          The Gall-Peters projection was described formally in 1885 by clergyman James Gall in the Scottish Geographical Magazine. He had presented it along with two other projections thirty years earlier at the Glasgow meeting of the British Association for the Advancement of Science (the BA). He gave it the name "orthographic" (no relation to the Orthographic projection).


          The name "Gall-Peters projection" seems to have been used first by Arthur H. Robinson in his 1985 response to Arno Peters's 1983 book, The New Cartography. Prior to 1973 it had been known, when referred to at all, as the "Gall orthographic" or "Gall's orthographic." Most Peters supporters refer to it only as the "Peters projection." During the years of controversy (see below) the cartographic literature tended to mention both attributions, settling on one or the other for the purposes of the article. In recent years "Gall-Peters" seems to dominate.


          


          Peters World Map


          Arno Peters, a historian, devised a map based on Gall's orthographic projection in 1967 and presented it in 1973 as a "new invention." He promoted it as a superior alternative to the Mercator projection, which was suited to navigation but also used commonly in world maps. The Mercator projection increasingly inflates the sizes of regions according to their distance from the equator. This inflation results, for example, in a representation of Greenland that is larger than Africa, whereas in reality Africa is 14 times as large. Since much of the technologically underdeveloped world lies near the equator, these countries appear smaller on a Mercator, and therefore, according to Peters, seem less significant. On Peters's projection, by contrast, areas of equal size on the globe are also equally sized on the map. By using his "new" projection, poorer, less powerful nations could be restored to their rightful proportions. This reasoning has been picked up by many educational and religious bodies, leading to adoption of the Gall-Peters projection among some socially concerned groups.


          Peters's original description of the projection for his map contained a geometric error that, taken literally, imply standard parallels of 4602'N/S. However the text accompanying the description made it clear that he had intended the standard parallels to be 45 N/S, making his projection identical to Gall's orthographic. In any case, the difference is negligible in a world map.


          Arno Peters was the son of social activists and probably gained his lifelong concern about equality from his parents, Lucy and Bruno Peters. In 1929, when Peters was 13, the famous African American activist and NAACP field secretary William Pickens visited the family and left a signed copy of his book Bursting Bonds. During the Second World War, Peters' father was imprisoned by the Nazis for refusing to obey the totalitarian regime.


          


          Controversy


          At first, Peters's foray into cartography was largely ignored by the cartographic community. Crusaders for new projections spring up now and then, rarely making much of an impression. For one thing, the mathematics that governs map projections does not permit development of a world map that is significantly better in any objective sense than the hundreds of map projections already devised. Peters's map was no exception in that regard, and in fact Peters had (probably unwittingly) based it on a projection which was already over a century old. That projection - Gall's orthographic - passed unnoticed when it was announced in 1855 for the simple fact that it lacked any remarkable properties. Peters's co-option of it did nothing to change that. For another thing, Mercator's inappropriate use in world maps and the size disparities figuring prominently in Peters's arguments against the Mercator projection had been remarked upon for centuries and quite commonly in the 20th century. Even Peters's politicized interpretation of the common use of Mercator was nothing new, with mention of a similar controversy in Kelloway's 1946 text. Cartographers had witnessed an eerily similar campaign twenty years prior to Peters's efforts when Trystan Edwards described and promoted his own eponymous projection, disparaging the Mercator, and recommending his projection as the solution. Peters's map differed from Edwards's only in height-to-width ratio. Cartographers, who had long despaired over publishers' stubborn use of the Mercator, had no reason to think Peters would succeed any more than Edwards had, or, for that matter, any more than any other of the long line of (perhaps) well-intentioned, zealous, but poorly informed predecessors had.


          Nor was the concept that an equal area projection was preferable to the Mercator projection at all new to USA school textbooks. Before the First World War the noted cartographer John Paul Goode had spoken and written many times against "the evil Mercator" projection, and at the time of his death in 1932, Goode's School Atlas was the leading atlas used in US public schools (the 2004 edition, which is in print as of June 2006, has the slightly revised title of Goode's World Atlas 21st Edition ISBN 0-528-85339-2). Goode's phrase "evil Mercator" still appears in the section on map projections in the 1939 edition, and the Goode homolosine projection that Goode invented is emphasized.


          Peters, however, launched his campaign in a different world than Edwards had. He announced his map at a time when themes of social justice resonated strongly in academia and politics. Insinuating cartographic imperialism, Peters found ready audiences. The campaign was bolstered by the innuendo that the Peters projection was the only "area-correct" map. Other claims included "absolute angle conformality," "no extreme distortions of form," and "totally distance-factual."


          All of those claims were erroneous. Some of the oldest projections are equal-area (the sinusoidal projection is also known as the "Mercator equal-area projection"), and hundreds have been described, refuting any implication that Peters's map is special in that regard. In any case, Mercator was not the pervasive projection Peters made it out to be: a wide variety of projections has always been used in world maps. Hence, it could be argued that Peters had simply set up a straw man to knock down. Peters's chosen projection suffers extreme distortion in the polar regions, as any cylindric projection must, and its distortion along the equator is considerable. Indeed, most ironically, the only region lacking distortion happens to be along a latitude just south of Arno Peters's native Germany (and the opposite latitude in the southern hemisphere), not anywhere in the technologically underdeveloped world. The claim of distance fidelity is particularly problematic: Peters's map lacks distance fidelity everywhere except along the 45th parallels north and south, and then only in the direction of those parallels. No world projection is good at preserving distances everywhere; Peters's and all other cylindric projections are especially bad in that regard because east-west distances inevitably balloon toward the poles.


          The cartographic community met Peters's 1973 press conference with amusement and mild exasperation, but little activity beyond a few articles commenting on the technical aspects of Peters's claims. In the ensuing years, however, it became clear that Peters and his map were no flash in the pan. By 1980 many cartographers had turned overtly hostile to his claims. In particular, Peters writes in The New Cartography,


          
            Philosophers, astronomers, historians, popes and mathematicians have all drawn global maps long before cartographers as such existed. Cartographers appeared in the "Age of Discovery", which developed into the Age of European Conquest and Exploitation and took over the task of making maps.


            By the authority of their profession they have hindered its development. Since Mercator produced his global map over four hundred years ago for the age of Europeans world domination, cartographers have clung to it despite its having been long outdated by events. They have sought to render it topical by cosmetic corrections.


            ...The European world concept, as the last expression of a subjective global view of primitive peoples, must give way to an objective global concept.


            The cartographic profession is, by its retention of old precepts based on the Eurocentric global concept, incapable of developing this egalitarian world map which alone can demonstrate the parity of all peoples of the earth.

          


          This incendiary attack did not endear cartographers, who themselves had long been frustrated by the favoritism publishers showed for Mercator's projection.


          The two camps never made any real attempts toward reconciliation. The Peters camp largely ignored the protests of the cartographers. Peters maintained there should be "one map for one world"hisand did not acknowledge the prior art of Gall until the controversy had largely run its course, late in his life. While Peters likely reinvented the projection independently, the unscholarly conduct and refusal to engage the cartographic community undoubtedly contributed to the polarization and impasse.


          Frustrated by some very visible successes and mounting publicity stirred up by the industry that had sprung up around the Peters map, the cartographic community began to plan more coordinated efforts to restore balance, as they saw it. The 1980s saw a flurry of literature directed against the Peters phenomenon. Though Peters's map was not singled out, the controversy motivated the American Cartographic Association (now Cartography and Geographic Information Society) to produce a series of booklets designed to educate the public about map projections and distortion in maps. In 1989 and 1990, after some internal debate, seven North American geographic organizations adopted the following resolution, which rejected all rectangular world maps, a category that includes both the Mercator and the Gall-Peters projections:


          
            WHEREAS, the earth is round with a coordinate system composed entirely of circles, and


            WHEREAS, flat world maps are more useful than globe maps, but flattening the globe surface necessarily greatly changes the appearance of Earth's features and coordinate systems, and


            WHEREAS, world maps have a powerful and lasting effect on peoples' impressions of the shapes and sizes of lands and seas, their arrangement, and the nature of the coordinate system, and


            WHEREAS, frequently seeing a greatly distorted map tends to make it "look right,"


            THEREFORE, we strongly urge book and map publishers, the media and government agencies to cease using rectangular world maps for general purposes or artistic displays. Such maps promote serious, erroneous conceptions by severely distorting large sections of the world, by showing the round Earth as having straight edges and sharp corners, by representing most distances and direct routes incorrectly, and by portraying the circular coordinate system as a squared grid. The most widely displayed rectangular world map is the Mercator (in fact a navigational diagram devised for nautical charts), but other rectangular world maps proposed as replacements for the Mercator also display a greatly distorted image of the spherical Earth.

          


          The geography and cartography community is not united unanimously against the Peters World Map. For example, one map society, the North American Cartographic Information Society (NACIS), declined to endorse the 1989 resolution, though no reasons were given. Second, there is a small number of cartographers, including Brian Harley, who have credited the Peters phenomenon with demonstrating the social implications of map projections, at the very least. Within geography more generally, some commentators see the cartographic controversy over the Peters world map as a sign of immaturity in the cartographic profession, given that all maps are political.
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          In mathematics, more specifically in abstract algebra, Galois theory, named after variste Galois, provides a connection between field theory and group theory. Using Galois theory, certain problems in field theory can be reduced to group theory, which is in some sense simpler and better understood.


          Originally Galois used permutation groups to describe how the various roots of a given polynomial equation are related to each other. The modern approach to Galois theory, developed by Richard Dedekind, Leopold Kronecker and Emil Artin, among others, involves studying automorphisms of field extensions.


          Further abstraction of Galois theory is achieved by the theory of Galois connections.


          


          Application to classical problems


          The birth of Galois theory was originally motivated by the following question, which is known as the Abel-Ruffini theorem.


          
            	"Why is there no formula for the roots of a fifth (or higher) degree polynomial equation in terms of the coefficients of the polynomial, using only the usual algebraic operations (addition, subtraction, multiplication, division) and application of radicals (square roots, cube roots, etc)?"

          


          Galois theory not only provides a beautiful answer to this question, it also explains in detail why it is possible to solve equations of degree four or lower in the above manner, and why their solutions take the form that they do.


          Galois theory also gives a clear insight into questions concerning problems in compass and straightedge construction. It gives an elegant characterisation of the ratios of lengths that can be constructed with this method. Using this, it becomes relatively easy to answer such classical problems of geometry as


          
            	"Which regular polygons are constructible polygons?"


            	"Why is it not possible to trisect every angle?"

          


          


          The permutation group approach to Galois theory


          If we are given a polynomial, it may happen that some of the roots of the polynomial are connected by various algebraic equations. For example, it may turn out that for two of the roots, say A and B, the equation A2 + 5B3 = 7 holds. The central idea of Galois theory is to consider those permutations (or rearrangements) of the roots having the property that any algebraic equation satisfied by the roots is still satisfied after the roots have been permuted. An important proviso is that we restrict ourselves to algebraic equations whose coefficients are rational numbers. (One might instead specify a certain field in which the coefficients should lie, but for the simple examples below, we will restrict ourselves to the field of rational numbers.)


          These permutations together form a permutation group, also called the Galois group of the polynomial (over the rational numbers). This can be made much clearer by way of example.


          


          First example  a quadratic equation


          Consider the quadratic equation


          
            	x2  4x + 1 = 0.

          


          By using the quadratic formula, we find that the two roots are


          
            	[image: A = 2 + \sqrt{3}]


            	[image: B = 2 - \sqrt{3}]

          


          Examples of algebraic equations satisfied by A and B include


          
            	A + B = 4,  and


            	AB = 1.

          


          Obviously, in either of these equations, if we exchange A and B, we obtain another true statement. For example, the equation A + B = 4 becomes simply B + A = 4. Furthermore, it is true, but far less obvious, that this holds for every possible algebraic equation with rational coefficients satisfied by A and B; to prove this requires the theory of symmetric polynomials.


          We conclude that the Galois group of the polynomial x2  4x + 1 consists of two permutations: the identity permutation which leaves A and B untouched, and the transposition permutation which exchanges A and B. It is a cyclic group of order two, and therefore isomorphic to Z/2Z.


          One might raise the objection that A and B are related by yet another algebraic equation,


          
            	[image: A - B - 2\sqrt{3} = 0]

          


          which does not remain true when A and B are exchanged. However, this equation does not concern us, because it does not have rational coefficients; in particular, [image: -2\sqrt{3}] is not rational.


          A similar discussion applies to any quadratic polynomial ax2 + bx + c, where a, b and c are rational numbers.


          
            	If the polynomial has only one root, for example x2  4x + 4 = (x2)2, then the Galois group is trivial; that is, it contains only the identity permutation.


            	If it has two distinct rational roots, for example x2  3x + 2 = (x2)(x1), the Galois group is again trivial.


            	If it has two irrational roots (including the case where the roots are complex), then the Galois group contains two permutations, just as in the above example.

          


          


          Second example  somewhat trickier


          Consider the polynomial


          
            	x4  10x2 + 1,

          


          which can also be written as


          
            	(x2  5)2  24.

          


          We wish to describe the Galois group of this polynomial, again over the field of rational numbers. The polynomial has four roots:


          
            	[image: A = \sqrt{2} + \sqrt{3}]


            	[image: B = \sqrt{2} - \sqrt{3}]


            	[image: C = -\sqrt{2} + \sqrt{3}]


            	[image: D = -\sqrt{2} - \sqrt{3}]

          


          There are 24 possible ways to permute these four roots, but not all of these permutations are members of the Galois group. The members of the Galois group must preserve any algebraic equation with rational coefficients involving A, B, C and D. One such equation is


          
            	A + D = 0.

          


          Therefore the permutation


          
            	(A, B, C, D)  (A, B, D, C)

          


          is not permitted, because it transforms the valid equation A + D = 0 into the equation A + C = 0, which is invalid since [image: A + C = 2\sqrt{3} \neq 0].


          Another equation that the roots satisfy is


          
            	(A + B)2 = 8.

          


          This will exclude further permutations, such as


          
            	(A, B, C, D)  (A, C, B, D).

          


          Continuing in this way, we find that the only permutations (satisfying both equations simultaneously) remaining are


          
            	(A, B, C, D)  (A, B, C, D)


            	(A, B, C, D)  (C, D, A, B)


            	(A, B, C, D)  (B, A, D, C)


            	(A, B, C, D)  (D, C, B, A),

          


          and the Galois group is isomorphic to the Klein four-group.


          


          The modern approach by field theory


          In the modern approach, one starts with a field extension L/K, and examines the group of field automorphisms of L/K. See the article on Galois groups for further explanation and examples.


          The connection between the two approaches is as follows. The coefficients of the polynomial in question should be chosen from the base field K. The top field L should be the field obtained by adjoining the roots of the polynomial in question to the base field. Any permutation of the roots which respects algebraic equations as described above gives rise to an automorphism of L/K, and vice versa.


          In the first example above, we were studying the extension [image: \mathbb{Q}(\sqrt{3})/\mathbb{Q}], where Q is the field of rational numbers, and [image: \mathbb{Q}(\sqrt{3})] is the field obtained from Q by adjoining [image: \sqrt{3}]. In the second example, we were studying the extension Q(A,B,C,D)/Q.


          There are several advantages to the modern approach over the permutation group approach.


          
            	It permits a far simpler statement of the fundamental theorem of Galois theory.


            	The use of base fields other than Q is crucial in many areas of mathematics. For example, in algebraic number theory, one often does Galois theory using number fields, finite fields or local fields as the base field.


            	It allows one to more easily study infinite extensions. Again this is important in algebraic number theory, where for example one often discusses the absolute Galois group of Q, defined to be the Galois group of K/Q where K is an algebraic closure of Q.


            	It allows for consideration of inseparable extensions. This issue does not arise in the classical framework, since it was always implicitly assumed that arithmetic took place in characteristic zero, but nonzero characteristic arises frequently in number theory and in algebraic geometry.


            	It removes the rather artificial reliance on chasing roots of polynomials. That is, different polynomials may yield the same extension fields, and the modern approach recognizes the connection between these polynomials.

          


          


          Solvable groups and solution by radicals


          The notion of a solvable group in group theory allows one to determine whether a polynomial is solvable in the radicals, depending on whether its Galois group has the property of solvability. In essence, each field extension L/K corresponds to a factor group in a composition series of the Galois group. If a factor group in the composition series is cyclic of order n, then the corresponding field extension is a radical extension, and the elements of L can then be expressed using the nth root of some element of K.


          If all the factor groups in its composition series are cyclic, the Galois group is called solvable, and all of the elements of the corresponding field can be found by repeatedly taking roots, products, and sums of elements from the base field (usually Q).


          One of the great triumphs of Galois Theory was the proof that for every n > 4, there exist polynomials of degree n which are not solvable by radicalsthe Abel-Ruffini theorem. This is due to the fact that for n > 4 the symmetric group Sn contains a simple, non-cyclic, normal subgroup.


          


          A non-solvable quintic example


          Van der Waerden cites the polynomial f(x) = x5x1. By the rational root theorem it has no rational zeros. Neither does it have linear factors modulo 2 or 3.


          f(x) has the factorization (x2+x+1)(x3+x2+1) modulo 2. That means its Galois group modulo 2 is cyclic of order 6.


          f(x) has no quadratic factor modulo 3. Thus its Galois group modulo 3 has order 5.


          A permutation group on 5 objects with operations of orders 6 and 5 must be the symmetric group S5, which must be the Galois group of f(x). This is one of the simplest examples of a non-solvable quintic polynomial. Serge Lang said that Artin was fond of this example.


          


          The inverse Galois problem


          All finite groups do occur as Galois groups. It is easy to construct field extensions with any given finite group as Galois group, as long as one does not also specify the ground field.


          For that, choose a field K and a finite group G. Cayley's theorem says that G is (up to isomorphism) a subgroup of the symmetric group S on the elements of G. Choose indeterminates {x}, one for each element  of G, and adjoin them to K to get the field F = K({x}). Contained within F is the field L of symmetric rational functions in the {x}. The Galois group of F/L is S, by a basic result of Emil Artin. G acts on F by restriction of action of S. If the fixed field of this action is M, then, by the fundamental theorem of Galois theory, the Galois group of F/M is G.


          It is an open problem to prove the existence of a field extension of the rational field Q with a given finite group as Galois group. Hilbert played a part in solving the problem for all symmetric and alternating groups. Igor Shafarevich proved that every solvable finite group is the Galois group of some extension of Q. Various people have solved the inverse Galois problem for selected non-abelian simple groups. Existence of solutions has been shown for all but possibly one ( Mathieu group M23) of the 26 sporadic simple groups. There is even a polynomial with integral coefficients whose Galois group is the Monster group.


          
            Retrieved from " http://en.wikipedia.org/wiki/Galois_theory"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Galveston Hurricane of 1900


        
          

          
            
              Galveston Hurricane of 1900
            

            
              	Category 4hurricane( SSHS)
            


            
              	
                
                  [image: Surface weather analysis of the hurricane on September 8, just before landfall.]
                


                Surface weather analysis of the hurricane on September 8, just before landfall.
                

              
            


            
              	Formed

              	August 27, 1900
            


            
              	Dissipated

              	September 12, 1900
            


            
              	Highest

              winds

              	
                
                  
                    	150 mph (240 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	936 mbar ( hPa; 27.65 inHg)
            


            
              	Fatalities

              	6000  12,000 direct
            


            
              	Damage

              	$20million (1900USD)

              $516million (2008USD)
            


            
              	Areas

              affected

              	Puerto Rico, Dominican Republic, Haiti, Cuba, south Florida, Mississippi, Louisiana, Texas (particularly around Galveston), much of the Central United States, Great Lakes region, Atlantic Canada
            


            
              	Part of the

              1900 Atlantic hurricane season
            

          


          The Galveston Hurricane of 1900 made landfall on the city of Galveston, Texas on September 8, 1900. It had estimated winds of 135 mph (215 km/h) at landfall, making it a Category 4 storm on the Saffir-Simpson Hurricane Scale.


          The hurricane caused great loss of life. The death toll has been estimated to be between 6,000 and 12,000individuals; the number most cited in official reports is 8,000, giving the storm the third-highest number of casualties of any Atlantic hurricane, after the Great Hurricane of 1780 and 1998s Hurricane Mitch. The Galveston Hurricane of 1900 is to date the deadliest natural disaster ever to strike the United States. By contrast, the second-deadliest storm to strike the United States, the 1928 Okeechobee Hurricane, caused approximately 2,500deaths, and the deadliest storm of recent times, Hurricane Katrina, claimed the lives of approximately 1,800people.


          The hurricane occurred before the practice of assigning official code names to tropical storms was instituted, and thus it is commonly referred to under a variety of descriptive names. Typical names for the storm include the Galveston Hurricane of 1900, the Great Galveston Hurricane, and, especially in older documents, the Galveston Flood. It is often referred to by Galveston locals as The Great Storm or The 1900 Storm.


          


          City of Galveston


          At the end of the 19th century, the city of Galveston was a booming town with a population of 42,000residents. Its position on the natural harbour of Galveston Bay along the Gulf of Mexico made it the centre of trade and the biggest city in the state of Texas. With this prosperity came a sense of complacency.


          
            [image: This photograph shows the aftermath of the hurricane and the destruction it wrought.]

            
              This photograph shows the aftermath of the hurricane and the destruction it wrought.
            

          


          A quarter of a century earlier, the nearby town of Indianola on Matagorda Bay was undergoing its own boom and was second to Galveston among Texas port cities. Then in 1875, a powerful hurricane blew through, nearly destroying the town. Indianola was rebuilt, but a second hurricane in 1886 caused residents to simply give up and move elsewhere.


          Many Galveston residents took the destruction of Indianola as an object lesson on the threat posed by hurricanes. Galveston was a low, flat island, little more than a giant sandbar along the Gulf Coast. They called for a seawall to be constructed to protect the city, but their concerns were dismissed by the majority of the population and the citys government.


          Since its formal founding in 1839, the city of Galveston had weathered numerous storms, all of which the city survived with ease. Residents believed any future storms would be no worse than previous events. In order to provide an official meteorological statement on the threat of hurricanes, Galveston Weather Bureau section director Isaac Cline wrote an 1891 article in the Galveston Daily News in which he argued not only that a seawall was not needed to protect the city, but also that it would be impossible for a hurricane of significant strength to strike the island.


          The seawall was not built, and development activities on the island actively increased its vulnerability to storms. Sand dunes along the shore were cut down to fill low areas in the city, removing what little barrier there was to the Gulf of Mexico.


          


          Storm history


          


          Origins


          
            [image: Storm path]

            
              Storm path
            

          


          The storms origins are unclear, due to the limited observation ability at the end of the 19th century. Ship reports were the only reliable tool for observing hurricanes at sea, and because wireless telegraphy was in its infancy, these reports were not available until the ships put in at a harbour.


          Like most powerful Atlantic hurricanes, the 1900 storm is believed to have begun as a Cape Verde-type hurricane  a tropical wave moving off the western coast of Africa. The first formal sighting of the hurricanes precursor occurred on August 27, about 1,000mi (1,600km) east of the Windward Islands, when a ship recorded an area of unsettled weather.


          Three days later, Antigua reported a severe thunderstorm passing over, followed by the hot, humid calmness that often occurs after the passage of a tropical cyclone. By September 1, U.S. Weather Bureau observers were reporting on a storm of moderate intensity (not a hurricane) southeast of Cuba.


          


          Warning signs


          
            [image: Hurricane track from September 1 – 10]

            
              Hurricane track from September 1  10
            

          


          On September 4, the Galveston office of the U.S. Weather Bureau began receiving warnings from the Bureaus central office in Washington, D.C. that a tropical storm had moved northward over Cuba. The Weather Bureau forecasters had no way of knowing where the storm was or where it was going. At the time, they discouraged the use of terms such as tornado or hurricane to avoid panicking residents in the path of any storm event.


          Conditions in the Gulf of Mexico were ripe for further strengthening of the storm. The Gulf had seen little cloud cover for several weeks, and the seas were as warm as bathwater, according to one report. For a storm system that feeds off moisture, the Gulf of Mexico was enough to boost the storm from a tropical storm to a hurricane in a matter of days, with further strengthening likely.


          The storm was reported to be north of Key West on September 6, and in the early morning hours of Friday, September 7, the Weather Bureau office in New Orlans, Louisiana issued a report of heavy damage along the Louisiana and Mississippi coasts. Details of the storm were not widespread; damage to telegraph lines limited communication. The Weather Bureaus central office in Washington, D.C. ordered storm warnings raised from Pensacola, Florida to Galveston.


          By the afternoon of the 7th, large swells from the southeast were observed on the Gulf, and clouds at all altitudes began moving in from the northeast. Both of these observations are consistent with a hurricane approaching from the east. The Galveston Weather Bureau office raised its double square flags; a hurricane warning was in effect.


          The ship Louisiana encountered the hurricane at 1p.m. that day after departing New Orlans. Captain Halsey estimated wind speeds of 150mph (240km/h). These winds correspond to a Category4 hurricane in the modern-day Saffir-Simpson Hurricane Scale.


          Weather Bureau forecasters believed the storm would travel northeast and affect the mid-Atlantic coast. To them, the storm appeared to have begun a long turn or recurve that would take it first into Florida, then drive it northeast toward an eventual exit into the Atlantic. Cuban forecasters disagreed, saying the hurricane would continue west. One Cuban forecaster predicted the hurricane would continue into central Texas near San Antonio.


          Early the next morning, the swells continued despite only partly cloudy skies. Largely because of the unremarkable weather, few residents heeded the warning. Few people evacuated across Galvestons bridges to the mainland, and the majority of the population was unconcerned by the rain clouds that had begun rolling in by midmorning.


          Isaac Cline claimed that he took it upon himself to travel along the beach and other low-lying areas warning people personally of the storms approach. This is based on Clines own reports and has been called into question in recent years, as no other survivors corroborated his account.


          Clines role in the disaster is the subject of some controversy. Supporters point to Clines issuing a hurricane warning without permission from the Bureaus central office; detractors (including author Erik Larson) point to Clines earlier insistence that a seawall was unnecessary and his belief that an intense hurricane could not strike the island.


          


          The storm


          The last train to reach Galveston left Houston on the morning of September 8 at 9:45a.m. It found the tracks washed out, and passengers were forced to transfer to a relief train on parallel tracks to complete their journey. Even then, debris on the track kept the trains progress at a crawl.


          The 95 travelers on the train from Beaumont were not so lucky. They found themselves at the Bolivar Peninsula waiting for the ferry that would carry them, train and all, to the island. When they arrived, the high seas forced the ferry captain to give up on his attempt to dock. The train attempted to return the way it had come, but rising water blocked its path.


          By early afternoon, a steady northeastern wind had picked up. By 5p.m., the Bureau office was recording sustained hurricane-force winds. That night, the wind direction shifted to the east, and then to the southeast as the hurricanes eye began to pass over the island.


          One of the last messages that reached the mainland was from Clines brother at 3:30p.m., reporting Gulf rising, water covers streets of about half of city. Later he regretted not saying the whole city was under water. Shortly thereafter, the telegraph lines were cut.


          
            [image: Homes in Galveston such as this one were reduced to timbers by the hurricane winds and floods.]

            
              Homes in Galveston such as this one were reduced to timbers by the hurricane winds and floods.
            

          


          The highest measured wind speed was 100mph (160km/h) just after 6p.m., but the Weather Bureaus anemometer was blown off the building shortly after that measurement was recorded. The eye passed over the city around 8p.m. Maximum winds were estimated at 120mph (190km/h) at the time, but later estimates placed the hurricane at the higher Category4 classification on the Saffir-Simpson Scale. The lowest recorded barometric pressure was 28.48 inHg (964.4 mbar), considered at the time to be so low as to be obviously in error. Modern estimates later placed the storms central pressure at 27.49inHg (930.9mbar), but this was subsequently adjusted to the storm's official lowest measured central pressure of 27.63inHg (936mbar).


          Ten refugees from the Beaumont train sought shelter at the Point Bolivar lighthouse with 200 residents of Port Bolivar that were already there. The 85 that stayed with the train died when the storm surge overran the tops of the cars.


          By 11p.m., the wind was southerly and diminishing. On Sunday morning, clear skies and a 20mph (30km/h) breeze off the Gulf of Mexico greeted the Galveston survivors.


          The storm continued on, and was tracked into Oklahoma. From there, it continued over the Great Lakes while still sustaining winds of almost 40mph (as recorded over Milwaukee, Wisconsin) and passed north of Halifax, Nova Scotia on September 12. From there it traveled into the North Atlantic where it disappeared from observations.


          


          Impact


          


          Galveston


          
            
              	

              	First news from Galveston just received by train which could get no closer to the bay shore than six miles (10km) where Prairie was strewn with debris and dead bodies. About 200 corpses counted from train. Large Steamship stranded two miles (3km) inland. Nothing could be seen of Galveston. Loss of life and property undoubtedly most appalling. Weather clear and bright here with gentle southeast wind.

              	
            


            
              	
                G.L. Vaughan

                Manager, Western Union, Houston,

                in a telegram to the Chief of the U.S. Weather Bureau

              
            

          


          At the time of the 1900 storm, the highest point in the city of Galveston was only 8.7 ft(2.7 m) above sea level. The hurricane had brought with it a storm surge of over 15ft (4.6m), which washed over the entire island. The surge knocked buildings off their foundations, and the surf pounded them to pieces. Over 3,600homes were destroyed, and a wall of debris faced the ocean. The few buildings which survived, mostly solidly-built mansions and houses along the Strand District, are today maintained as tourist attractions.
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          As terrible as the damage to the citys buildings was, the human cost was even greater. Due to the destruction of the bridges to the mainland and the telegraph lines, no word of the citys destruction was able to reach the mainland. At 11a.m. on September 9, one of the few ships at the Galveston wharfs to survive the storm, the Pherabe, arrived in Texas City on the western side of Galveston Bay. It carried six messengers from the city. When they reached the telegraph office in Houston at 3a.m. on September 10, a short message was sent to Texas Governor Joseph D. Sayers and U.S. President William McKinley: I have been deputized by the mayor and Citizens Committee of Galveston to inform you that the city of Galveston is in ruins. The messengers reported an estimated five hundred dead; this was considered to be an exaggeration at the time.


          The citizens of Houston knew a powerful storm had blown through and had made ready to provide assistance. Workers set out by rail and ship for the island almost immediately. Rescuers arrived to find the city completely destroyed. Eight thousand people  20% of the islands population  had lost their lives. Most had drowned or been crushed as the waves pounded the debris that had been their homes hours earlier. Many survived the storm itself, but died after several days trapped under the wreckage of the city, with rescuers unable to reach them. The rescuers could hear the screams of the survivors as they walked on the debris trying to rescue those they could. They realized that there was no hope.


          
            
              Deadliest Atlantic hurricanes
            

            
              	Rank

              	Hurricane

              	Season

              	Fatalities
            


            
              	1

              	"Great Hurricane"

              	1780

              	22,000
            


            
              	2

              	Mitch

              	1998

              	11,000  18,000
            


            
              	3

              	"Galveston"

              	1900

              	8,000  12,000
            


            
              	4

              	Fifi

              	1974

              	8,000  10,000
            


            
              	5

              	"Dominican Republic"

              	1930

              	2,000  8,000
            


            
              	6

              	Flora

              	1963

              	7,186  8,000
            


            
              	7

              	"Pointe--Pitre"

              	1776

              	6,000+
            


            
              	8

              	"Newfoundland"

              	1775

              	4,000  4,163
            


            
              	9

              	"Okeechobee"

              	1928

              	4,075+
            


            
              	10

              	"San Ciriaco"

              	1899

              	3,433+
            


            
              	See also: List of deadliest Atlantic hurricanes
            

          


          
            [image: So many died that corpses were piled onto carts for burial at sea.]

            
              So many died that corpses were piled onto carts for burial at sea.
            

          


          The bodies were so numerous that burial was not a viable option. Initially, the dead were taken out to sea and dumped; however, the currents of the gulf washed the bodies back onto the beach, so a new solution was needed. Funeral pyres were set up wherever the dead were found. In the aftermath of the storm, pyres burned for weeks. Authorities had to pass out free whiskey to the work crews that were having to throw the bodies of their wives and children on the burn piles.


          More people were killed in this single storm than have been killed in the over three hundred hurricanes that have struck the United States since, combined, as of 2006. Thus, the Galveston Hurricane of 1900 remains the deadliest natural disaster in U.S. history.


          


          New York City


          The rapidly moving storm was still exhibiting winds of 65mph by the time it reached New York City on September 12, 1900. The New York Times reported that pedestrian walking became difficult and that one death was attributed to the storm. A sign pole, snapped by wind, landed on a 23-year old man, crushing his skull and killing him instantly, while two others were knocked unconscious. Awnings and signs on many building broke and the canvas roofing at the Fire Department headquarters was blown off.


          Closer to the waterfront, along the Battery seawall, waves and tides were reported to be some of the highest in recent memory of the fishermen and sailors. Spray and debris were thrown over the wall, making working along the waterfront dangerous. Small craft in New York harbour were thrown off course and tides and currents in the Hudson river made navigation difficult. In Brooklyn, The Times reported that trees were uprooted, signs and similar structures were blown down, and yachts were torn from moorings with some suffering severe damage. Due to the direction of the wind, one of the more infamous spots in New York, Coney Island, escaped the fury of the storm, although a bathing pavilion at "Bath Beach" suffered damage from wind and waves.


          


          Aftermath


          


          Rebuilding


          Survivors set up temporary shelters in surplus U.S. Army tents along the shore. They were so numerous that observers began referring to it as the White City on the Beach. Others constructed so-called storm lumber homes, using salvageable material from the debris to build shelter.


          Reporter Winifred Bonfils, a young journalist working for William Randolph Hearst, dressed as a boy and was the first reporter on the line at the floods aftermath. She delivered an exclusive set of reports and Hearst sent relief supplies by train.


          By September 12, the first post-storm mail was received at Galveston. The next day, basic water service was restored, and Western Union began providing minimal telegraph service. Within three weeks, cotton was again being shipped out of the port.


          Prior to the Hurricane of 1900, Galveston was considered to be a beautiful and prestigious city and was known as the " Ellis Island of the West and the "Wall Street of the Southwest. . However, after the storm, development shifted north to Houston, which was enjoying the benefits of the oil boom. The dredging of the Houston Ship Channel in 1909 and 1914 ended Galvestons hopes of returning to its former state as a major commercial centre.


          


          Protection
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          To prevent future storms from causing destruction like that of the 1900 hurricane, many improvements to the island were made. The first 3 mi (4.8 km) of the 17-foot (5m) high Galveston Seawall were built beginning in 1902 under the direction of Henry Martyn Robert. An all-weather bridge was constructed to the mainland to replace the ones destroyed in the storm.


          The most dramatic effort to protect the city was its raising. Dredged sand was used to raise the city of Galveston by as much as 17ft (5.2m) above its previous elevation. Over 2,100 buildings were raised in the process, including the 3,000-ton St. Patricks Church. The seawall and raising of the island were jointly named a National Historical Civil Engineering Landmark by the American Society of Civil Engineers in 2001.


          In 1915, a storm similar in strength and track to the 1900 hurricane struck Galveston. The 1915 storm brought a 12-ft (4-m) storm surge which tested the new seawall. Although 275people lost their lives in the 1915 storm, this was a great reduction from the thousands that died in 1900.


          The Galveston city government was reorganized into a commission government, a newly devised structure wherein the government is made of a small group of commissioners, each responsible for one aspect of governance. This was prompted by fears that the existing city council would be unable to handle the problem of rebuilding the city.


          Today, Galveston is home to a major cruise port, two universities, and a major insurance corporation. Homes and other buildings that survived the hurricane have been preserved, and give much of the city a Victorian look. The seawall, since extended to 10mi (16km), is now an attraction itself, as hotels and tourist attractions have been built along its length in seeming defiance of future storms.


          The last reported survivor of the Galveston Hurricane of 1900, Mrs. Maude Conic of Wharton, Texas, died November 14, 2004, at the claimed age of 116. (Census records indicate she was younger than that.)


          Modern observation and forecasting help ensure that if another storm of similar strength threatens Galveston, the city will not be caught by surprise.
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          A game is a structured or semi-structured activity, usually undertaken for enjoyment and sometimes also used as an educational tool. Games are generally distinct from work, which is usually carried out for remuneration, and from art, which is more concerned with the expression of ideas. However, the distinction is not clear-cut, and many games are also considered to be work or art.


          Key components of games are goals, rules, challenge, and interactivity. Games generally involve mental or physical stimulation, and often both. Many games help develop practical skills, serve as a form of exercise, or otherwise perform an educational, simulational or psychological role.


          Known to have been played as far back as the 30th century BC, games are a universal part of human experience and present in all cultures. The Royal Game of Ur, Senet and Mancala are some of the oldest known games.


          


          Definitions


          


          Ludwig Wittgenstein


          Ludwig Wittgenstein was probably the first academic philosopher to address the definition of the word game. In his Philosophical Investigations, Wittgenstein demonstrated that the elements of games, such as play, rules, and competition, all fail to adequately define what games are. He subsequently argued that the concept "game" could not be contained by any single definition, but that games must be looked at as a series of definitions that share a " family resemblance" to one another.


          


          Roger Caillois


          French sociologist Roger Caillois, in his book Les jeux et les hommes (Games and Men) , defined a game as an activity that must have the following characteristics:


          
            	fun: the activity is chosen for its light-hearted character


            	separate: it is circumscribed in time and place


            	uncertain: the outcome of the activity is unforeseeable


            	non-productive: participation is not productive


            	governed by rules: the activity has rules that are different from everyday life


            	fictitious: it is accompanied by the awareness of a different reality

          


          


          Chris Crawford


          Computer game designer Chris Crawford attempted to define the term game using a series of dichotomies:


          
            	Creative expression is art if made for its own beauty, and entertainment if made for money. (This is the least rigid of his definitions. Crawford acknowledges that he often chooses a creative path over conventional business wisdom, which is why he rarely produces sequels to his games.)


            	A piece of entertainment is a plaything if it is interactive. Movies and books are cited as examples of non-interactive entertainment.


            	If no goals are associated with a plaything, it is a toy. (Crawford notes that by his definition, (a) a toy can become a game element if the player makes up rules, and (b) The Sims and SimCity are toys, not games.) If it has goals, a plaything is a challenge.


            	If a challenge has no active agent against whom you compete, it is a puzzle; if there is one, it is a conflict. (Crawford admits that this is a subjective test. Some games with noticeably algorithmic artificial intelligence can be played as puzzles; these include the patterns used to evade ghosts in Pac-Man.)


            	Finally, if the player can only outperform the opponent, but not attack them to interfere with their performance, the conflict is a competition. (Competitions include racing and figure skating.) However, if attacks are allowed, then the conflict qualifies as a game.

          


          Crawford's definition may thus be rendered as: an interactive, goal-oriented activity, active agents to play against, which any player (including active agents) could interfere one another.


          Crawford also notes (ibid.) several other definitions:


          
            	A form of play with goals and structure. ( Kevin Maroney)


            	A game is a form of art in which participants, termed players, make decisions in order to manage resources through game tokens in the pursuit of a goal. ( Greg Costikyan)


            	An activity with some rules engaged in for an outcome. ( Eric Zimmerman)

          


          


          Gameplay elements and classification


          Games can be characterized by "what the player does." This is often referred to as gameplay, a term that arose among computer game designers in the 1980s but as of 2007 is starting to see use in reference to games of other forms. Major key elements identified in this context are tools and rules which define the overall context of game and which in turn produce skill, strategy, and chance.


          


          Tools


          Games are often classified by the components required to play them (e.g. miniatures, a ball, cards, a board and pieces or a computer). In places where the use of leather is well established, the ball has been a popular game piece throughout recorded history, resulting in a worldwide popularity of ball games such as rugby, basketball, football, cricket, tennis and volleyball. Other tools are more idiosyncratic to a certain region. Many countries in Europe, for instance, have unique standard decks of playing cards. Other games such as chess may be traced primarily through the development and evolution of its game pieces.


          Many game tools are tokens, meant to represent other things. A token may be a pawn on a board, play money, or an intangible item such as a point scored.


          Games such as hide-and-seek or tag do not utilise any obvious tool. Rather its interactivity is defined by the environment. Games with the same or similar rules may have different gameplay if the environment is altered. For example, hide-and-seek in a school building differs from the same game in a park; an auto race can be radically different depending on the track or street course, even with the same cars.


          


          Rules


          Where as games are often characterized by their tools, they are often defined by their rules. While rules are subject to variations and changes, enough change in the rules usually results in a "new" game. For instance, baseball can be played with "real" baseballs or with wiffleballs. However, if the players decide to play with only three bases, they are arguably playing a different game.


          Rules generally determine turn order, the rights and responsibilities of the players, and each players goals. Player rights may include when they may spend resources or move tokens. Common win conditions are being first to amass a certain quota of points or tokens (as in Settlers of Catan), having the greatest number of tokens at the end of the game (as in Monopoly), or some relationship of ones game tokens to those of ones opponent (as in chess's checkmate).


          


          Skill, strategy, and chance


          A games tools and rules will result in its requiring skill, strategy, chance or a combination thereof, and are classified accordingly.


          Games of skill include games of physical skill, such as wrestling, tug of war, hopscotch, target shooting, and stake and games of mental skill such as checkers and chess. Games of strategy include checkers, chess, go, arimaa, and tic-tac-toe, and often require special equipment to play them. Games of chance include gambling games (blackjack, mah jong, roulette etc.), as well as snakes and ladders and rock, paper, scissors; most require equipment such as cards or dice. However, most games contain two or all three of these elements. For example, American football and baseball involve both physical skill and strategy while tiddlywinks, poker and Monopoly combine strategy and chance.


          


          Single-player games


          Most games require multiple players. However, Single-player games are unique in respect to the type of challenges a player faces. Unlike a game with multiple players competing with or against each other to reach the game's goal, a one-player game is a battle solely against an element of the environment (an artificial opponent), against one's own skills, against time or against chance. Playing with a yo-yo or playing tennis against a wall is not generally recognised as playing a game due to the lack of any formidable opposition. This is not true, though, for a single-player computer game where the computer provides opposition.


          


          Sport
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          Many sports require special equipment and dedicated playing fields, leading to the involvement of a community much larger than the group of players. A city or town may set aside such resources for the organisation of sports leagues.


          Popular sports may have spectators who are entertained just by watching games. A community will often align itself with a local sports team that supposedly represents it (even if the team or most of its players only recently moved in); they often align themselves against their opponents or have traditional rivalries. The concept of fandom began with sports fans.


          Stanley Fish cited the balls and strikes of baseball as a clear example of social construction, the operation of rules on the game's tools. While the strike zone target is governed by the rules of the game, it epitomizes the category of things that exist only because people have agreed to treat them as real. No pitch is a ball or a strike until it has been labeled as such by an appropriate authority, the plate umpire, whose judgment on this matter cannot be challenged within the current game.


          Certain competitive sports, such as racing and gymnastics, are not games by definitions such as Crawford's (see above, despite the inclusion of many in the Olympic Games) because competitors do not interact with their opponents, they simply challenge each other in indirective ways.


          


          Lawn games


          Lawn games are outdoor games that can be played on a lawn. Many games that are traditionally played on a pitch are marketed as "lawn games" for home use in a front or back yard. Common lawn games include Horseshoes, Sholf, Croquet, Bocce and Stake.


          


          Board games


          
            [image: Parcheesi is an American adaptation of a board game originating in India.]

            
              Parcheesi is an American adaptation of a board game originating in India.
            

          


          Board games use as a central tool a board on which the players' status, resources, and progress are tracked using physical tokens. Many also involve dice and/or cards. Most games that simulate war are board games, and the board may be a map on which the players' tokens move. Some games, such as chess and go, are entirely deterministic, relying only on the strategy element for their interest. Children's games, on the other hand, tend to be very luck-based, with games such as Candy Land having virtually no decisions to be made. Trivia games have a great deal of randomness based on the questions a person gets. German-style board games are notable for often having rather less of a luck factor than many board games.


          


          Card games


          Card games use as a central tool a deck of cards. The cards may be a standard Anglo-American (52-card) deck of playing cards (such as Go Fish or Crazy Eights), a regional deck using 32, 36 or 40 cards and different suit signs, a tarot deck, or a deck specific to the individual game (such as Set). Uno and Rook are examples of games that were originally played with a standard deck and have since been commercialized with customized decks. Some collectible card games such as Magic: The Gathering are played with a small selection of cards which have been collected or purchased individually from large available sets.


          


          Video games


          Video games are computer- or microprocessor-controlled games. Computers can create virtual tools to be used in a game, such as cards or dice, or far more elaborate worlds where mundane or fantastic things can be manipulated through gameplay.


          A computer or video game uses one or more input devices, typically a button/ joystick combination (on arcade games); a keyboard, mouse and/or trackball (computer games); or a controller or a motion sensitive tool. ( console games). More esoteric devices such as paddle controllers have also been used for input. In computer games, the evolution of user interfaces from simple keyboard to mouse, joystick or joypad has profoundly changed the nature of game development.


          In more open-ended computer simulations, aka sandbox-style games, the player may be free to do whatever they like within the confines of the virtual universe. Sometimes, there is a lack of goals or opposition, which has stirred some debate on whether these should be considered "games" or "toys". (Crawford specifically mentions Will Wrights SimCity as an example of a toy.)


          


          Online games


          From the very earliest days of networked and timeshared computers, online games have been part of the culture. Early commercial systems such as Plato were at least as widely famous for their games as for their strictly educational value. In 1958, Tennis for Two dominated Visitor's Day and drew attention to the oscilloscope at the Brookhaven National Laboratory; during the 1980s, Xerox PARC was known mainly for Maze War, which was offered as a hands-on demo to visitors.


          Modern online games are played using an Internet connection; some have dedicated client programs, while others require only a Web browser. Some simpler browser games appeal to demographic groups (notably women and the middle-aged) that otherwise play very few video games. Some games can be played in browser. The computer game is the most established of all sectors of the emergent new media landscape. The media is transformed from the traditional way of circulating in just one way to an interactive way. This is the phenomenon that is broadening around the world of videogame. It is an obvious example of the ways in which online and offline space can be seen as merged rather than separate.


          Media audiences characteristic has been changing in consequence of the social changes and development. They are becoming active and interact more than ever before. The players of the game in this phenomenon are just like the social formation in our society. They are both self-regulating, creating their own social norms and subject to regulation and constraint through the code of the game and sometimes through the policing of the game by those who run it. The values that are policed vary from game to game. Many of the values encoded into game cultures reflect offline cultural values, but games also offer a chance to emphasis alternative or subjugated values in the name of fantasy and play. The players of the game at the new century are now apparently expressing their profound self through the game. When they can play with their anonymous status, they are found to be more confident to express and to step out from the position they have never been out from. It offers new experiences and pleasures based in the interactive and immersive possibilities of computer technologies.


          


          Role-playing games


          Role-playing games, often abbreviated as RPGs, are a type of game in which the participants (usually) assume the roles of characters acting in a fictional setting. The original role playing gamesor at least those explicitly marketed as suchare played with a handful of participants, usually face-to-face, and keep track of the developing fiction with pen and paper. Together, the players may collaborate on a story involving those characters; create, develop, and "explore" the setting; or vicariously experience an adventure outside the bounds of everyday life. Pen-and-paper role-playing games include, for example, Dungeons & Dragons and GURPS. Modern independent RPGs, however, often blur the line between the more traditional idea of the RPG and other traditional genres, or border on story-telling.


          The term role-playing game has also been appropriated by the video game industry to describe a genre of video games. These may be single-player games where one player experiences a programmed environment and story, or they may allow players to interact through the internet. The experience is usually quite different than traditional role-playing games. Single-player games include Final Fantasy, Fable: The Lost Chapters, and The Elder Scrolls. Online multi-player games, often referred to as Massively Multiplayer Online role playing games, or MMORPGs, include RuneScape, EverQuest 2, Guild Wars, MapleStory and Anarchy Online. As of 2008, the most successful MMO has been World of Warcraft, which controls the vast majority of the market.
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          Game theory is a branch of applied mathematics which is used in the social sciences (most notably economics), biology, computer science and philosophy. Game theory attempts to mathematically capture behaviour in strategic situations, where an individual's success in making choices depends on the choices of others. While initially developed to analyze competitions where one individual does better at another's expense ( zero sum games), it has been expanded to treat a wide class of interactions, which are classified according to several criteria.


          Traditional applications of game theory attempt to find equilibria in these gamessets of strategies where individuals are unlikely to change their behaviour. Many equilibrium concepts have been developed (most famously the Nash equilibrium) in an attempt to capture this idea. These equilibrium concepts are motivated differently depending on the field of application, although they often overlap or coincide. This methodology is not without criticism, and debates continue over the appropriateness of particular equilibrium concepts, the appropriateness of equilibria altogether, and the usefulness of mathematical models more generally.


          Although some developments occurred before it, the field of game theory came into being with the 1944 classic Theory of Games and Economic Behaviour by John von Neumann and Oskar Morgenstern. This theory was developed extensively in the 1950s by many scholars. Game theory was later explicitly applied to biology in the 1970s, although similar developments go back at least as far as the 1930's. Game theory has been widely recognized as an important tool in many fields. In total eight game theorists have won Nobel prizes in economics and John Maynard Smith was awarded the Crafoord Prize for his application of game theory to biology.


          


          Representation of games


          The games studied by game theory are well-defined mathematical objects. A game consists of a set of players, a set of moves (or strategies) available to those players, and a specification of payoffs for each combination of strategies. Most cooperative games are presented in the characteristic function form, while the extensive and the normal forms are used to define noncooperative games.


          


          Extensive form
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          The extensive form can be used to formalize games with some important order. Games here are often presented as trees (as pictured to the left). Here each vertex (or node) represents a point of choice for a player. The player is specified by a number listed by the vertex. The lines out of the vertex represent a possible action for that player. The payoffs are specified at the bottom of the tree.


          In the game pictured here, there are two players. Player 1 moves first and chooses either F or U. Player 2 sees Player 1's move and then chooses A or R. Suppose that Player 1 chooses U and then Player 2 chooses A, then Player 1 gets 8 and Player 2 gets 2.


          The extensive form can also capture simultaneous-move games and games with incomplete information. To represent it, either a dotted line connects different vertices to represent them as being part of the same information set (i.e., the players do not know at which point they are), or a closed line is drawn around them.


          


          Normal form


          
            
              	

              	Player 2

              chooses Left

              	Player 2

              chooses Right
            


            
              	Player 1

              chooses Up

              	4, 3

              	1, 1
            


            
              	Player 1

              choosesDown

              	0, 0

              	3, 4
            


            
              	Normal form or payoff matrix of a 2-player, 2-strategy game
            

          


          The normal (or strategic form) game is usually represented by a matrix which shows the players, strategies, and payoffs (see the example to the right). More generally it can be represented by any function that associates a payoff for each player with every possible combination of actions. In the accompanying example there are two players; one chooses the row and the other chooses the column. Each player has two strategies, which are specified by the number of rows and the number of columns. The payoffs are provided in the interior. The first number is the payoff received by the row player (Player 1 in our example); the second is the payoff for the column player (Player 2 in our example). Suppose that Player 1 plays Up and that Player 2 plays Left. Then Player 1 gets a payoff of 4, and Player 2 gets 3.


          When a game is presented in normal form, it is presumed that each player acts simultaneously or, at least, without knowing the actions of the other. If players have some information about the choices of other players, the game is usually presented in extensive form.


          


          Characteristic function form


          In cooperative games with transferable utility no individual payoffs are given. Instead, the characteristic function determines the payoff of each coalition. The standard assumption is that the empty coalition obtains a payoff of 0.


          The origin of this form is to be found in the seminal book of von Neumann and Morgenstern who, when studying coalitional normal form games, assumed that when a coalition C forms, it plays against the complementary coalition ([image: N\setminus C]) as if they were playing a 2-player game. The equilibrium payoff of C is characteristic. Now there are different models to derive coalitional values from normal form games, but not all games in characteristic function form can be derived from normal form games.


          Formally, a characteristic function form game (also known as a TU-game) is given as a pair (N,v), where N denotes a set of players and [image: v:2^N\longrightarrow\mathbb{R}] is a characteristic function.


          The characteristic function form has been generalised to games without the assumption of transferable utility.


          


          Partition function form


          The characteristic function form ignores the possible externalities of coalition formation. In the partition function form the payoff of a coalition depends not only on its members, but also on the way the rest of the players are partitioned (Thrall & Lucas 1963).


          


          Application and challenges


          Game theory has been used to study a wide variety of human and animal behaviors. It was initially developed in economics to understand a large collection of economic behaviors, including behaviors of firms, markets, and consumers. The use of game theory in the social sciences has expanded, and game theory has been applied to political, sociology, and psychological behaviors as well.


          Game theoretic analysis was initially used to study animal behaviour by Ronald Fisher in the 1930's (although even Charles Darwin makes a few informal game theoretic statements). This work predates the name "game theory", but it shares many important features with this field. The developments in economics were later applied to biology largely by John Maynard Smith in his book Evolution and the Theory of Games.


          In addition to being used to predict and explain behavior, game theory has also been used to attempt to develop theories of ethical or normative behaviour. In economics and philosophy, scholars have applied game theory to help in the understanding of good or proper behaviour. Game theoretic arguments of this type can be found as far back as Plato.


          


          Political science


          The application of game theory to political science is focused in the overlapping areas of fair division, political economy, public choice, positive political theory, and social choice theory. In each of these areas, researchers have developed game theoretic models in which the players are often voters, states, interest groups, and politicians.


          For early examples of game theory applied to political science, see the work of Anthony Downs. In his book An Economic Theory of Democracy (Downs1957), he applies a Hotelling firm location model to the political process. In the Downsian model, political candidates commit to ideologies on a one-dimensional policy space. The theorist shows how the political candidates will converge to the ideology preferred by the median voter. For more recent examples, see the books by Steven Brams, George Tsebelis, Gene M. Grossman and Elhanan Helpman, or David Austen-Smith and Jeffrey S. Banks.


          A game-theoretic explanation for democratic peace is that public and open debate in democracies send clear and reliable information regarding their intentions to other states. In contrast, it is difficult to know the intentions of nondemocratic leaders, what effect concessions will have, and if promises will be kept. Thus there will be mistrust and unwillingness to make concessions if at least one of the parties in a dispute is a nondemocracy (Levy & Razin2003)


          Game theory provides a theoretical description for a variety of observable consequences of changes in governmental policies. For example, in a static world where producers were not themselves decision makers attempting to optimize their own expenditure of resources while assuming risks, response to an increase in tax rates would imply an increase in revenues and vice versa. Game Theory inclusively weights the decision making of all participants and thus explains the contrary results illustrated by the Laffer curve.


          


          Economics and business


          Economists have long used game theory to analyze a wide array of economic phenomena, including auctions, bargaining, duopolies, fair division, oligopolies, social network formation, and voting systems. This research usually focuses on particular sets of strategies known as equilibria in games. These "solution concepts" are usually based on what is required by norms of rationality. The most famous of these is the Nash equilibrium. A set of strategies is a Nash equilibrium if each represents a best response to the other strategies. So, if all the players are playing the strategies in a Nash equilibrium, they have no unilateral incentive to deviate, since their strategy is the best they can do given what others are doing.


          The payoffs of the game are generally taken to represent the utility of individual players. Often in modeling situations the payoffs represent money, which presumably corresponds to an individual's utility. This assumption, however, can be faulty.


          A prototypical paper on game theory in economics begins by presenting a game that is an abstraction of some particular economic situation. One or more solution concepts are chosen, and the author demonstrates which strategy sets in the presented game are equilibria of the appropriate type. Naturally one might wonder to what use should this information be put. Economists and business professors suggest two primary uses.


          


          Descriptive
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          The first use is to inform us about how actual human populations behave. Some scholars believe that by finding the equilibria of games they can predict how actual human populations will behave when confronted with situations analogous to the game being studied. This particular view of game theory has come under recent criticism. First, it is criticized because the assumptions made by game theorists are often violated. Game theorists may assume players always act in a way to directly maximize their wins (the Homo economicus model), but in practice, humans behaviour is often contrary to this model. Explanations of this phenomenon are many; irrationality, new models of deliberation, or even different motives (like that of altruism). Game theorists respond by comparing their assumptions to those used in physics. Thus while their assumptions do not always hold, they can treat game theory as a reasonable scientific ideal akin to the models used by physicists. However, additional criticism of this use of game theory has been levied because some experiments have demonstrated that individuals do not play equilibrium strategies. For instance, in the centipede game, guess 2/3 of the average game, and the dictator game, people regularly do not play Nash equilibria. There is an ongoing debate regarding the importance of these experiments.


          Alternatively, some authors claim that Nash equilibria do not provide predictions for human populations, but rather provide an explanation for why populations that play Nash equilibria remain in that state. However, the question of how populations reach those points remains open.


          Some game theorists have turned to evolutionary game theory in order to resolve these worries. These models presume either no rationality or bounded rationality on the part of players. Despite the name, evolutionary game theory does not necessarily presume natural selection in the biological sense. Evolutionary game theory includes both biological as well as cultural evolution and also models of individual learning (for example, fictitious play dynamics).


          


          Prescriptive or normative analysis
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          On the other hand, some scholars see game theory not as a predictive tool for the behaviour of human beings, but as a suggestion for how people ought to behave. Since a Nash equilibrium of a game constitutes one's best response to the actions of the other players, playing a strategy that is part of a Nash equilibrium seems appropriate. However, this use for game theory has also come under criticism. First, in some cases it is appropriate to play a non-equilibrium strategy if one expects others to play non-equilibrium strategies as well. For an example, see Guess 2/3 of the average.


          Second, the Prisoner's dilemma presents another potential counterexample. In the Prisoner's Dilemma, each player pursuing his own self-interest leads both players to be worse off than had they not pursued their own self-interests.


          


          Biology
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          Unlike economics, the payoffs for games in biology are often interpreted as corresponding to fitness. In addition, the focus has been less on equilibria that correspond to a notion of rationality, but rather on ones that would be maintained by evolutionary forces. The best known equilibrium in biology is known as the Evolutionarily stable strategy or (ESS), and was first introduced by John Maynard Smith (described in his 1982 book). Although its initial motivation did not involve any of the mental requirements of the Nash equilibrium, every ESS is a Nash equilibrium.


          In biology, game theory has been used to understand many different phenomena. It was first used to explain the evolution (and stability) of the approximate 1:1 sex ratios. Ronald Fisher (1930) suggested that the 1:1 sex ratios are a result of evolutionary forces acting on individuals who could be seen as trying to maximize their number of grandchildren.


          Additionally, biologists have used evolutionary game theory and the ESS to explain the emergence of animal communication ( Maynard Smith & Harper, 2003). The analysis of signaling games and other communication games has provided some insight into the evolution of communication among animals. For example, the Mobbing behaviour of many species, in which a large number of prey animals attack a larger predator, seems to be an example of spontaneous emergent organization.


          Finally, biologists have used the hawk-dove game (also known as chicken) to analyze fighting behaviour and territoriality.


          


          Computer science and logic


          Game theory has come to play an increasingly important role in logic and in computer science. Several logical theories have a basis in game semantics. In addition, computer scientists have used games to model interactive computations. Also, game theory provides a theoretical basis to the field of multi-agent systems.


          Separately, game theory has played a role in online algorithms. In particular, the k-server problem, which has in the past been referred to as games with moving costs and request-answer games (Ben David, Borodin & Karp et al.1994). Yao's principle is a game-theoretic technique for proving lower bounds on the computational complexity of randomized algorithms, and especially of online algorithms.


          


          Philosophy
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          Game theory has been put to several uses in philosophy. Responding to two papers by W.V.O. Quine(1960, 1967), Lewis (1969) used game theory to develop a philosophical account of convention. In so doing, he provided the first analysis of common knowledge and employed it in analyzing play in coordination games. In addition, he first suggested that one can understand meaning in terms of signaling games. This later suggestion has been pursued by several philosophers since Lewis (Skyrms (1996), Grim, Kokalis, and Alai-Tafti et al.(2004)).


          In ethics, some authors have attempted to pursue the project, begun by Thomas Hobbes, of deriving morality from self-interest. Since games like the Prisoner's dilemma present an apparent conflict between morality and self-interest, explaining why cooperation is required by self-interest is an important component of this project. This general strategy is a component of the general social contract view in political philosophy (for examples, see Gauthier (1986) and Kavka (1986).


          Other authors have attempted to use evolutionary game theory in order to explain the emergence of human attitudes about morality and corresponding animal behaviors. These authors look at several games including the Prisoner's dilemma, Stag hunt, and the Nash bargaining game as providing an explanation for the emergence of attitudes about morality (see, e.g., Skyrms(1996, 2004) and Sober and Wilson(1999)).


          Some assumptions used in some parts of game theory have been challenged in philosophy; psychological egoism states that rationality reduces to self-interesta claim debated among philosophers. (see Psychological egoism#Criticism)


          


          Types of games


          


          Cooperative or noncooperative


          A game is cooperative if the players are able to form binding commitments. For instance the legal system requires them to adhere to their promises. In noncooperative games this is not possible.


          Often it is assumed that communication among players is allowed in cooperative games, but not in noncooperative ones. This classification on two binary criteria has been rejected (Harsanyi 1974).


          Of the two types of games, noncooperative games are able to model situations to the finest details, producing accurate results. Cooperative games focus on the game at large. Considerable efforts have been made to link the two approaches. The so-called Nash-programme has already established many of the cooperative solutions as noncooperative equilibria.


          Hybrid games contain cooperative and non-cooperative elements. For instance, coalitions of players are formed in a cooperative game, but these play in a non-cooperative fashion.


          


          Symmetric and asymmetric
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          A symmetric game is a game where the payoffs for playing a particular strategy depend only on the other strategies employed, not on who is playing them. If the identities of the players can be changed without changing the payoff to the strategies, then a game is symmetric. Many of the commonly studied 22 games are symmetric. The standard representations of chicken, the prisoner's dilemma, and the stag hunt are all symmetric games. Some scholars would consider certain asymmetric games as examples of these games as well. However, the most common payoffs for each of these games are symmetric.


          Most commonly studied asymmetric games are games where there are not identical strategy sets for both players. For instance, the ultimatum game and similarly the dictator game have different strategies for each player. It is possible, however, for a game to have identical strategies for both players, yet be asymmetric. For example, the game pictured to the right is asymmetric despite having identical strategy sets for both players.


          


          Zero sum and non-zero sum
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          Zero sum games are a special case of constant sum games, in which choices by players can neither increase nor decrease the available resources. In zero-sum games the total benefit to all players in the game, for every combination of strategies, always adds to zero (more informally, a player benefits only at the equal expense of others). Poker exemplifies a zero-sum game (ignoring the possibility of the house's cut), because one wins exactly the amount one's opponents lose. Other zero sum games include matching pennies and most classical board games including Go and chess.


          Many games studied by game theorists (including the famous prisoner's dilemma) are non-zero-sum games, because some outcomes have net results greater or less than zero. Informally, in non-zero-sum games, a gain by one player does not necessarily correspond with a loss by another.


          Constant sum games correspond to activities like theft and gambling, but not to the fundamental economic situation in which there are potential gains from trade. It is possible to transform any game into a (possibly asymmetric) zero-sum game by adding an additional dummy player (often called "the board"), whose losses compensate the players' net winnings.


          


          Simultaneous and sequential


          Simultaneous games are games where both players move simultaneously, or if they do not move simultaneously, the later players are unaware of the earlier players' actions (making them effectively simultaneous). Sequential games (or dynamic games) are games where later players have some knowledge about earlier actions. This need not be perfect information about every action of earlier players; it might be very little knowledge. For instance, a player may know that an earlier player did not perform one particular action, while he does not know which of the other available actions the first player actually performed.


          The difference between simultaneous and sequential games is captured in the different representations discussed above. Often, normal form is used to represent simultaneous games, and extensive form is used to represent sequential ones; although this isn't a strict rule in a technical sense.


          


          Perfect information and imperfect information
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          An important subset of sequential games consists of games of perfect information. A game is one of perfect information if all players know the moves previously made by all other players. Thus, only sequential games can be games of perfect information, since in simultaneous games not every player knows the actions of the others. Most games studied in game theory are imperfect information games, although there are some interesting examples of perfect information games, including the ultimatum game and centipede game. Perfect information games include also chess, go, mancala, and arimaa.


          Perfect information is often confused with complete information, which is a similar concept. Complete information requires that every player know the strategies and payoffs of the other players but not necessarily the actions.


          


          Infinitely long games


          Games, as studied by economists and real-world game players, are generally finished in a finite number of moves. Pure mathematicians are not so constrained, and set theorists in particular study games that last for infinitely many moves, with the winner (or other payoff) not known until after all those moves are completed.


          The focus of attention is usually not so much on what is the best way to play such a game, but simply on whether one or the other player has a winning strategy. (It can be proven, using the axiom of choice, that there are gameseven with perfect information, and where the only outcomes are "win" or "lose"for which neither player has a winning strategy.) The existence of such strategies, for cleverly designed games, has important consequences in descriptive set theory.


          


          Discrete and continuous games


          Most of the objects treated in most branches of game theory are discrete, with a finite number of players, moves, events, outcomes, etc. However, the concepts can be extended into the realm of real numbers. This branch has sometimes been called differential games, because they map to a real line, usually time, although the behaviors may be mathematically discontinuous. A typical example of a differential game is the continuous pursuit and evasion game. Much of this is discussed under such subjects as optimization theory and extends into many fields of engineering and physics.


          


          Metagames


          These are games the play of which is the development of the rules for another game, the target or subject game. Metagames seek to maximize the utility value of the rule set developed. The theory of metagames is related to mechanism design theory.


          


          History


          The first known discussion of game theory occurred in a letter written by James Waldegrave in 1713. In this letter, Waldegrave provides a minimax mixed strategy solution to a two-person version of the card game le Her. It was not until the publication of Antoine Augustin Cournot's Researches into the Mathematical Principles of the Theory of Wealth in 1838 that a general game theoretic analysis was pursued. In this work Cournot considers a duopoly and presents a solution that is a restricted version of the Nash equilibrium.


          Although Cournot's analysis is more general than Waldegrave's, game theory did not really exist as a unique field until John von Neumann published a series of papers in 1928. While the French mathematician mile Borel did some earlier work on games, Von Neumann can rightfully be credited as the inventor of game theory. Von Neumann was a brilliant mathematician whose work was far-reaching from set theory to his calculations that were key to development of both the Atom and Hydrogen bombs and finally to his work developing computers. Von Neumann's work in game theory culminated in the 1944 book Theory of Games and Economic Behaviour by von Neumann and Oskar Morgenstern. This profound work contains the method for finding mutually consistent solutions for two-person zero-sum games. During this time period, work on game theory was primarily focused on cooperative game theory, which analyzes optimal strategies for groups of individuals, presuming that they can enforce agreements between them about proper strategies.


          In 1950, the first discussion of the prisoner's dilemma appeared, and an experiment was undertaken on this game at the RAND corporation. Around this same time, John Nash developed a criterion for mutual consistency of players' strategies, known as Nash equilibrium, applicable to a wider variety of games than the criterion proposed by von Neumann and Morgenstern. This equilibrium is sufficiently general, allowing for the analysis of non-cooperative games in addition to cooperative ones.


          Game theory experienced a flurry of activity in the 1950s, during which time the concepts of the core, the extensive form game, fictitious play, repeated games, and the Shapley value were developed. In addition, the first applications of Game theory to philosophy and political science occurred during this time.


          In 1965, Reinhard Selten introduced his solution concept of subgame perfect equilibria, which further refined the Nash equilibrium (later he would introduce trembling hand perfection as well). In 1967, John Harsanyi developed the concepts of complete information and Bayesian games. Nash, Selten and Harsanyi became Economics Nobel Laureates in 1994 for their contributions to economic game theory.


          In the 1970s, game theory was extensively applied in biology, largely as a result of the work of John Maynard Smith and his evolutionarily stable strategy. In addition, the concepts of correlated equilibrium, trembling hand perfection, and common knowledge were introduced and analysed.


          In 2005, game theorists Thomas Schelling and Robert Aumann followed Nash, Selten and Harsanyi as Nobel Laureates. Schelling worked on dynamic models, early examples of evolutionary game theory. Aumann contributed more to the equilibrium school, introducing an equilibrium coarsening, correlated equilibrium, and developing an extensive formal analysis of the assumption of common knowledge and of its consequences.


          In 2007, Roger Myerson, together with Leonid Hurwicz and Eric Maskin, was awarded of the Nobel Prize in Economics "for having laid the foundations of mechanism design theory." Among his contributions, is also the notion of proper equilibrium, and an important graduate text: Game Theory, Analysis of Conflict, published in 1991.
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          Ganesha (Sanskrit: गणेश; Gaṇeśa; listen), also spelled Ganesa or Ganesh and also known as Ganapati, Vinayaka, and Pillaiyar, is one of the best-known and most worshipped deities in the Hindu pantheon. His image is found throughout India. Hindu sects worship him regardless of other affiliations. Devotion to Ganesha is widely diffused and extends to Jains, Buddhists, and beyond India.


          Although he is known by many other attributes, Ganesha's elephant head makes him easy to identify. Ganesha is widely revered as the Remover of Obstacles and more generally as Lord of Beginnings and Lord of Obstacles (Vighnesha, Vighneshvara), patron of arts and sciences, and the deva of intellect and wisdom. He is honoured at the start of rituals and ceremonies and invoked as Patron of Letters during writing sessions. Several texts relate mythological anecdotes associated with his birth and exploits and explain his distinct iconography.


          Ganesha emerged as a distinct deity in clearly recognizable form in the 4th and 5th centuries CE, during the Gupta Period, although he inherited traits from Vedic and pre-Vedic precursors. His popularity rose quickly, and he was formally included among the five primary deities of Smartism (a Hindu denomination) in the 9th century. A sect of devotees called the Ganapatya, (Sanskrit: गाणपत्य; gāṇapatya), who identified Ganesha as the supreme deity, arose during this period. The principal scriptures dedicated to Ganesha are the Ganesha Purana, the Mudgala Purana, and the Ganapati Atharvashirsa.


          


          Etymology and other names


          
            [image: Ganesha as 'Shri Mayureshwar' with consorts Buddhi and Siddhi, Morgaon (the central shrine for the regional aṣṭavināyaka complex)]

            
              Ganesha as 'Shri Mayureshwar' with consorts Buddhi and Siddhi, Morgaon (the central shrine for the regional aṣṭavināyaka complex)
            

          


          Ganesh has many other titles and epithets, including Ganapati and Vigneshvara. The Hindu title of respect Shri (Sanskrit: श्री; śrī, also spelled Sri or Shree) is often added before his name. One popular way Ganesha is worshipped is by chanting a Ganesha Sahasranama, a litany of "a thousand names of Ganesha". Each name in the sahasranama conveys a different meaning and symbolises a different aspect of Ganesha. At least two different versions of the Ganesha Sahasranama exist; one version is drawn from the Ganesha Purana, a Hindu scripture venerating Ganesha.


          The name Ganesha is a Sanskrit compound, joining the words gana (Sanskrit: गण; gaṇa), meaning a group, multitude, or categorical system and isha (Sanskrit: ईश; īśa), meaning lord or master. The word gaņa when associated with Ganesha is often taken to refer to the gaņas, a troop of semi-divine beings that form part of the retinue of Shiva ( IAST: Śiva). The term more generally means a category, class, community, association, or corporation. Some commentators interpret the name "Lord of the Gaņas" to mean "Lord of Hosts" or "Lord of created categories", such as the elements. Ganapati (Sanskrit: गणपति; gaṇapati), a synonym for Ganesha, is a compound composed of gaṇa, meaning "group", and pati, meaning "ruler" or "lord". The Amarakośa, an early Sanskrit lexicon, lists eight synonyms of Ganesha: Vinayaka, Vighnarāja (equivalent to Vignesha), Dvaimātura (one who has two mothers), Gaṇādhipa (equivalent to Ganapati and Ganesha), Ekadanta (one who has one tusk), Heramba, Lambodara (one who has a pot belly, or, literally, one who has a hanging belly), and Gajanana ( IAST: gajānana); having the face of an elephant).


          Vinayaka (Sanskrit: विनायक; vināyaka) is a common name for Ganesha that appears in the Purāṇas and in Buddhist Tantras. This name is reflected in the naming of the eight famous Ganesha temples in Maharashtra known as the aṣṭavināyaka. The names Vignesha (Sanskrit: विघ्नेश; vighneśa) and Vigneshvara (Sanskrit: विघ्नेश्वर; vighneśvara) (Lord of Obstacles) refers to his primary function in Hindu mythology as the creator and remover of obstacles (vighna).


          A prominent name for Ganesha in the Tamil language is Pille or Pillaiyar (Little Child). A. K. Narain differentiates these terms by saying that pille means a "child" while pillaiyar means a "noble child". He adds that the words pallu, pella, and pell in the Dravidian family of languages signify "tooth or tusk of an elephant", but more generally "elephant". Anita Raina Thapan notes that the root word pille in the name Pillaiyar might have originally meant "the young of the elephant", because the Pali word pillaka means "a young elephant".


          


          Iconography
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          Ganesha is a popular figure in Indian art. Unlike those of some deities, representations of Ganesha show wide variations and distinct patterns changing over time. He may be portrayed standing, dancing, heroically taking action against demons, playing with his family as a boy, sitting down, or engaging in a range of contemporary situations.


          Ganesha images were prevalent in many parts of India by the 6th century. The figure shown to the right is typical of Ganesha statuary from 9001200, after Ganesha had been well-established as an independent deity with his own sect. This example features some of Ganesha's common iconographic elements. A virtually identical statue has been dated between 9731200 by Paul Martin-Dubost, and another similar statue is dated c. 12th century by Pratapaditya Pal. Ganesha has the head of an elephant and a big belly. This statue has four arms, which is common in depictions of Ganesha. He holds his own broken tusk in his lower-right hand and holds a delicacy, which he samples with his trunk, in his lower-left hand. The motif of Ganesha turning his trunk sharply to his left to taste a sweet in his lower-left hand is a particularly archaic feature. A more primitive statue in one of the Ellora Caves with this general form has been dated to the 7th century. Details of the other hands are difficult to make out on the statue shown. In the standard configuration, Ganesha typically holds an axe or a goad in one upper arm and a noose in the other upper arm.


          The influence of this old constellation of iconographic elements can still be seen in contemporary representations of Ganesha. In one modern form, the only variation from these old elements is that the lower-right hand does not hold the broken tusk but rather is turned toward the viewer in a gesture of protection or fearlessness (abhaya mudra). The same combination of four arms and attributes occurs in statues of Ganesha dancing, which is a very popular theme.


          


          Common attributes
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          Ganesha has been represented with the head of an elephant since the early stages of his appearance in Indian art. Puranic myths provide many explanations for how he got his elephant head. One of his popular forms, Heramba-Ganapati, has five elephant heads, and other less-common variations in the number of heads are known. While some texts say that Ganesha was born with an elephant head, in most stories he acquires the head later. The most recurrent motif in these stories is that Ganesha was born with a human head and body and that Shiva beheaded him when Ganesha came between Shiva and Parvati. Shiva then replaced Ganesha's original head with that of an elephant. Details of the battle and where the replacement head came from vary according to different sources. In another story, when Ganesha was born, his mother, Parvati, showed off her new baby to the other gods. Unfortunately, the god Shani (Saturn), who is said to have the evil eye, looked at him, causing the baby's head to be burned to ashes. The god Vishnu came to the rescue and replaced the missing head with that of an elephant. Another story says that Ganesha was created directly by Shiva's laughter. Because Shiva considered Ganesha too alluring, he gave him the head of an elephant and a protruding belly.


          Ganesha's earliest name was Ekadanta (One Tusk), referring to his single whole tusk, the other having been broken off. Some of the earliest images of Ganesha show him holding his broken tusk. The importance of this distinctive feature is reflected in the Mudgala Purana, which states that the name of Ganesha's second incarnation is Ekadanta. Ganesha's protruding belly appears as a distinctive attribute in his earliest statuary, which dates to the Gupta period (fourth to sixth centuries). This feature is so important that, according to the Mudgala Purana, two different incarnations of Ganesha use names based on it: Lambodara (Pot Belly, or, literally, Hanging Belly) and Mahodara (Great Belly). Both names are Sanskrit compounds describing his belly (Sanskrit: udara). The Brahmanda Purana says that Ganesha has the name Lambodara because all the universes (i.e., cosmic eggs; IAST: brahmāṇḍas) of the past, present, and future are present in him. The number of Ganesha's arms varies; his best-known forms have between two and sixteen arms. Many depictions of Ganesha feature four arms, which is mentioned in Puranic sources and codified as a standard form in some iconographic texts. His earliest images had two arms. Forms with 14 and 20 arms appeared in central India during the 9th and 10th centuries. The serpent is a common feature in Ganesha iconography and appears in many forms. According to the Ganesha Purana, Ganesha wrapped the serpent Vāsuki around his neck. Other depictions of snakes include use as a sacred thread (IAST: yajyopavīta) wrapped around the stomach as a belt, held in a hand, coiled at the ankles, or as a throne. Upon Ganesha's forehead there may be a third eye or the Shaivite sectarian mark (Sanskrit: tilaka), which consists of three horizontal lines. The Ganesha Purana prescribes a tilaka mark as well as a crescent moon on the forehead. A distinct form of Ganesha called Bhalachandra (IAST: bhālacandra; "Moon on the Forehead") includes that iconographic element. Specific colors are associated with certain forms. Many examples of colour associations with specific meditation forms are prescribed in the Sritattvanidhi, a treatise on Hindu iconography. For example, white is associated with his representations as Heramba-Ganapati and Rina-Mochana-Ganapati (Ganapati Who Releases from Bondage). Ekadanta-Ganapati is visualized as blue during meditation on that form.


          


          Vahanas


          The earliest Ganesha images are without a vahana (mount). Of the eight incarnations of Ganesha described in the Mudgala Purana, Ganesha has a mouse in five of them, uses a lion in his incarnation as Vakratunda, a peacock in his incarnation of Vikata, and Shesha, the divine serpent, in his incarnation as Vighnaraja. Of the four incarnations of Ganesha listed in the Ganesha Purana, Mohotkata has a lion, Mayūreśvara has a peacock, Dhumraketu has a horse, and Gajanana has a rat. Jain depictions of Ganesha show his vahana variously as a mouse, elephant, tortoise, ram, or peacock.
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          Ganesha is often shown riding on or attended by a mouse or rat. Martin-Dubost says that the rat began to appear as the principal vehicle in sculptures of Ganesha in central and western India during the 7th century; the rat was always placed close to his feet. The mouse as a mount first appears in written sources in the Matsya Purana and later in the Brahmananda Purana and Ganesha Purana, where Ganesha uses it as his vehicle only in his last incarnation. The Ganapati Atharvashirsa includes a meditation verse on Ganesha that describes the mouse appearing on his flag. The names Mūṣakavāhana (mouse-mount) and Ākhuketana (rat-banner) appear in the Ganesha Sahasranama.


          The mouse is interpreted in several ways. According to Grimes, "Many, if not most of those who interpret Gaṇapati's mouse, do so negatively; it symbolizes tamoguṇa as well as desire". Along these lines, Michael Wilcockson says it symbolizes those who wish to overcome desires and be less selfish. Krishan notes that the rat is destructive and a menace to crops. The Sanskrit word mūṣaka (mouse) is derived from the root mūṣ (stealing, robbing). It was essential to subdue the rat as a destructive pest, a type of vighna (impediment) that needed to be overcome. According to this theory, showing Ganesha as master of the rat demonstrates his function as Vigneshvara (Lord of Obstacles) and gives evidence of his possible role as a folk grāmata-devatā (village deity) who later rose to greater prominence. Martin-Dubost notes a view that the rat is a symbol suggesting that Ganesha, like the rat, penetrates even the most secret places.


          


          Associations


          


          Obstacles


          Ganesha is Vighneshvara or Vighnaraja, the Lord of Obstacles, both of a material and spiritual order. He is popularly worshipped as a remover of obstacles, though traditionally he also places obstacles in the path of those who need to be checked. Paul Courtright says that "his task in the divine scheme of things, his dharma, is to place and remove obstacles. It is his particular territory, the reason for his creation."
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          Krishan notes that some of Ganesha's names reflect shadings of multiple roles that have evolved over time. Dhavalikar ascribes the quick ascension of Ganesha in the Hindu pantheon, and the emergence of the Ganapatyas, to this shift in emphasis from vighnakartā (obstacle-creator) to vighnahartā (obstacle-averter). However, both functions continue to be vital to his character, as Robert Brown explains, "even after the Purāṇic Gaṇeśa is well-defined, in art Gaṇeśa remained predominantly important for his dual role as creator and remover of obstacles, thus having both a negative and a positive aspect".


          


          Buddhi


          Ganesha is considered to be the Lord of letters and learning. In Sanskrit, the word buddhi is a feminine noun that is variously translated as intelligence, wisdom, or intellect. The concept of buddhi is closely associated with the personality of Ganesha, especially in the Puranic period, when many stories stress his cleverness and love of intelligence. One of Ganesha's names in the Ganesha Purana and the Ganesha Sahasranama is Buddhipriya. This name also appears in a list of 21 names at the end of the Ganesha Sahasranama that Ganesha says are especially important. The word priya can mean "fond of", and in a marital context it can mean "lover" or "husband", so the name may mean either "Fond of Intelligence" or "Buddhi's Husband".


          


          Aum


          Ganesha is identified with the Hindu mantra Aum (ॐ, also called Om). The term oṃkārasvarūpa (Aum is his form), when identified with Ganesha, refers to the notion that he personifies the primal sound. The Ganapati Atharvashirsa attests to this association. Chinmayananda translates the relevant passage as follows:


          
            (O Lord Ganapati!) You are (the Trinity) Brahma, Vishnu, and Mahesa. You are Indra. You are fire [ Agni] and air [ Vāyu]. You are the sun [ Sūrya] and the moon [ Chandrama]. You are Brahman. You are (the three worlds) Bhuloka [earth], Antariksha-loka [space], and Swargaloka [heaven]. You are Om. (That is to say, You are all this).
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          Some devotees see similarities between the shape of Ganesha's body in iconography and the shape of Aum in the Devanāgarī and Tamil scripts.


          


          First chakra


          According to Kundalini yoga, Ganesha resides in the first chakra, called mūlādhāra. Mula means "original, main"; adhara means "base, foundation". The muladhara chakra is the principle on which the manifestation or outward expansion of primordial Divine Force rests. This association is also attested to in the Ganapati Atharvashirsa. Courtright translates this passage as follows: "[O Ganesha,] You continually dwell in the sacral plexus at the base of the spine [mūlādhāra cakra]." Thus, Ganesha has a permanent abode in every being at the Muladhara. Ganesha holds, supports and guides all other chakras, thereby "governing the forces that propel the wheel of life".


          


          Family and consorts
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          Though Ganesha is popularly held to be the son of Shiva and Parvati, the Puranic myths disagree about his birth. He may have been created by Shiva, or by Parvati, or by Shiva and Parvati, or appeared mysteriously and was discovered by Shiva and Parvati.


          The family includes his brother Skanda, who is also called Karttikeya, Murugan, and other names. Regional differences dictate the order of their births. In northern India, Skanda is generally said to be the elder, while in the south, Ganesha is considered the first born. Skanda was an important martial deity from about 500 BCE to about 600 CE, when worship of him declined significantly in northern India. As Skanda fell, Ganesha rose. Several stories tell of sibling rivalry between the brothers and may reflect sectarian tensions.


          Ganesha's marital status, the subject of considerable scholarly review, varies widely in mythological stories. One pattern of myths identifies Ganesha as an unmarried brahmacārin. This view is common in southern India and parts of northern India. Another pattern associates him with the concepts of Buddhi (intellect), Siddhi (spiritual power), and Riddhi (prosperity); these qualities are sometimes personified as goddesses, said to be Ganesha's wives. He also may be shown with a single consort or a nameless servant (Sanskrit: daşi). Another pattern connects Ganesha with the goddess of culture and the arts, Sarasvati or Śarda (particularly in Maharashtra). He is also associated with the goddess of luck and prosperity, Lakshmi. Another pattern, mainly prevalent in the Bengal region, links Ganesha with the banana tree, Kala Bo.


          The Shiva Purana says that Ganesha had two sons: Kşema (prosperity) and Lābha (profit). In northern Indian variants of this story, the sons are often said to be Śubha (auspiciouness) and Lābha. The 1975 Hindi film Jai Santoshi Maa shows Ganesha married to Riddhi and Siddhi and having a daughter named Santoshi Ma, the goddess of satisfaction. This story has no Puranic basis, but Anita Raina Thapan and Lawrence Cohen cite Santoshi Ma's cult as evidence of Ganesha's continuing evolution as a popular deity.


          


          Worship and festivals
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          Ganesha is worshipped on many religious and secular occasions; especially at the beginning of ventures such as buying a vehicle or starting a business. K.N. Somayaji says, "there can hardly be a [Hindu] home [in India] which does not house an idol of Ganapati. [..] Ganapati, being the most popular deity in India, is worshipped by almost all castes and in all parts of the country". Devotees believe that if Ganesha is propitiated, he grants success, prosperity and protection against adversity.


          Ganesha is a non-sectarian deity, and Hindus of all denominations invoke him at the beginning of prayers, important undertakings, and religious ceremonies. Dancers and musicians, particularly in southern India, begin performances of arts such as the Bharatnatyam dance with a prayer to Ganesha. Mantras such as Om Shri Gaṇeshāya Namah (Om, salutation to the Illustrious Ganesha) are often used. One of the most famous mantras associated with Ganesha is Om Gaṃ Ganapataye Namah (Om, Gaṃ, Salutation to the Lord of Hosts).


          Devotees offer Ganesha sweets such as modaka and small sweet balls ( laddus). He is often shown carrying a bowl of sweets, called a modakapātra. Because of his identification with the colour red, he is often worshipped with red sandalwood paste (raktacandana) or red flowers. Dūrvā grass ( Cynodon dactylon) and other materials are also used in his worship.


          Festivals associated with Ganesh are "the Vināyaka caturthī (Ganesh Chaturthi) in the śuklapakṣa (the fourth day of the waxing moon) in the month of bhādrapada (August/September) and the Gaṇeśa jayanti (Gaṇeśa's birthday) celebrated on the cathurthī of the kṛṣṇapakṣa (fourth day of the waning moon) in the month of māgha (January/February)."


          


          Ganesh Chaturthi
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          An annual festival honours Ganesha for ten days, starting on Ganesh Chaturthi, which typically falls in late August or early September. The festival culminates on the day of Ananta Chaturdashi, when images ( murtis) of Ganesha are immersed in the most convenient body of water. In 1893, Lokmanya Tilak transformed this annual Ganesha festival from private family celebrations into a grand public event. He did so "to bridge the gap between the Brahmins and the non-Brahmins and find an appropriate context in which to build a new grassroots unity between them" in his nationalistic strivings against the British in Maharashtra. Because of Ganesha's wide appeal as "the god for Everyman", Tilak chose him as a rallying point for Indian protest against British rule. Tilak was the first to install large public images of Ganesha in pavilions, and he established the practice of submerging all the public images on the tenth day. Today, Hindus across India celebrate the Ganapati festival with great fervour, though it is most popular in the state of Maharashtra. The festival also assumes huge proportions in Mumbai and in the surrounding belt of Ashtavinayaka temples.


          


          Temples


          In Hindu temples, Ganesha is depicted in various ways: as an acolyte or subordinate deity (prśva-devat); as a deity related to the principal deity (parivāra-devat); or as the principal deity of the temple (pradhāna), treated similarly as the highest gods of the Hindu pantheon. As the god of transitions, he is placed at the doorway of many Hindu temples to keep out the unworthy, which is analogous to his role as Parvatis doorkeeper. In addition, several shrines are dedicated to Ganesha himself, of which the Ashtavinayak (Sanskrit: अष्टविनायक; aṣṭavināyaka; lit. "eight Ganesha (shrines)") in Maharashtra are particularly well known. Located within a 100-kilometer radius of the city of Pune, each of these eight shrines celebrates a particular form of Ganapati, complete with its own lore and legend; together they "form a mandala, demarking the sacred cosmos of Ganesha".
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          There are many other important Ganesha temples at the following locations: Wai in Maharashtra; Ujjain in Madhya Pradesh; Jodhpur, Nagaur and Raipur ( Pali) in Rajasthan; Baidyanath in Bihar; Baroda, Dholaka, and Valsad in Gujarat and Dhundiraj Temple in Varanasi, Uttar Pradesh. Prominent Ganesha temples in southern India include the following: the Jambukeśvara Temple at Tiruchirapalli; at Rameshvaram and Suchindram in TamilNadu; Hampi, Kasargod, and Idagunji in Karnataka; and Bhadrachalam in Andhra Pradesh.


          T. A. Gopinatha notes, Every village however small has its own image of Vighneśvara (Vigneshvara) with or without a temple to house it in. At entrances of villages and forts, below pīpaḹa trees [], in a niche [] in temples of Viṣṇu (Vishnu) as well as Śiva (Shiva) and also in separate shrines specially constructed in Śiva temples []; the figure of Vighneśvara is invariably seen. Ganesha temples have also been built outside of India, including southeast Asia, Nepal, and in several western countries.


          


          Rise to prominence


          


          First appearance


          Ganesha appeared in his classic form as a clearly-recognizable deity with well-defined iconographic attributes in the early 4th to 5th centuries. Shanti Lal Nagar says that the earliest known iconic image of Ganesha is in the niche of the Shiva temple at Bhumra, which has been dated to the Gupta period. His independent cult appeared by about the 10th century. Narain summarizes the controversy between devotees and academics regarding the development of Ganesha as follows:


          
            [W]hat is inscrutable is the somewhat dramatic appearance of Gaņeśa on the historical scene. His antecedents are not clear. His wide acceptance and popularity, which transcend sectarian and territorial limits, are indeed amazing. On the one hand there is the pious belief of the orthodox devotees in Gaņeśa's Vedic origins and in the Purāṇic explanations contained in the confusing, but nonetheless interesting, mythology. On the other hand there are doubts about the existence of the idea and the icon of this deity" before the fourth to fifth century A.D. ... [I]n my opinion, indeed there is no convincing evidence of the existence of this divinity prior to the fifth century.

          


          


          Possible influences


          Courtright reviews various speculative theories about the early history of Ganesha, including supposed tribal traditions and animal cults, and dismisses all of them in this way:


          
            In this search for a historical origin for Gaņeśa, some have suggested precise locations outside the Brāhmaṇic tradition.... These historical locations are intriguing to be sure, but the fact remains that they are all speculations, variations on the Dravidian hypothesis, which argues that anything not attested to in the Vedic and Indo-European sources must have come into Brāhmaṇic religion from the Dravidian or aboriginal populations of India as part of the process that produced Hinduism out of the interactions of the Aryan and non-Aryan populations. There is no independent evidence for an elephant cult or a totem; nor is there any archaeological data pointing to a tradition prior to what we can already see in place in the Purāṇic literature and the iconography of Gaņeśa.

          


          Thapan's book on the development of Ganesha devotes a chapter to speculations about the role elephants had in early India but concludes that, "although by the second century AD the elephant-headed yakṣa form exists it cannot be presumed to represent Gaṇapati-Vināyaka. There is no evidence of a deity by this name having an elephant or elephant-headed form at this early stage. Gaṇapati-Vināyaka had yet to make his debut."


          One theory of the origin of Ganesha is that he gradually came to prominence in connection with the four Vināyakas. In Hindu mythology, the Vināyakas were a group of four troublesome demons who created obstacles and difficulties but who were easily propitiated. The name Vināyaka is a common name for Ganesha both in the Purāṇas and in Buddhist Tantras. Krishan is one of the academics who accepts this view, stating flatly of Ganesha, "He is a non-vedic god. His origin is to be traced to the four Vināyakas, evil spirits, of the Mānavagŗhyasūtra (7th4th century BCE) who cause various types of evil and suffering". Depictions of elephant-headed human figures, which some identify with Ganesha, appear in Indian art and coinage as early as the 2nd century.


          


          Vedic and epic literature
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          The title "Leader of the group" (Sanskrit: gaṇapati) occurs twice in the Rig Veda, but in neither case does it refer to the modern Ganesha. The term appears in RV 2.23.1 as a title for Brahmanaspati, according to commentators. While this verse doubtless refers to Brahmanaspati, it was later adopted for worship of Ganesha and is still used today. In rejecting any claim that this passage is evidence of Ganesha in the Rig Veda, Ludo Rocher says that it "clearly refers to Bṛhaspatiwho is the deity of the hymnand Bṛhaspati only". Equally clearly, the second passage (RV 10.112.9) refers to Indra, who is given the epithet 'gaṇapati', translated "Lord of the companies (of the Maruts)." However, Rocher notes that the more recent Ganapatya literature often quotes the Rigvedic verses to give Vedic respectability to Ganesha .


          Two verses in texts belonging to Black Yajurveda, Maitrāyaṇīya Saṃhitā (2.9.1) and Taittirīya Āraṇyaka (10.1), appeal to a deity as "the tusked one" (Dantiḥ), "elephant-faced" (Hastimukha), and "with a curved trunk" (Vakratuņḍa). These names are suggestive of Ganesha, and the 14th century commentator Sayana explicitly establishes this identification. The description of Dantin, possessing a twisted trunk (vakratuṇḍa) and holding a corn-sheaf, a sugar cane, and a club, is so characteristic of the Puranic Ganapati that Heras says "we cannot resist to accept his full identification with this Vedic Dantin". However, Krishan considers these hymns to be post-Vedic additions. Thapan reports that these passages are "generally considered to have been interpolated". Dhavalikar says, "the references to the elephant-headed deity in the Maitrāyaṇī Saṃhitā have been proven to be very late interpolations, and thus are not very helpful for determining the early formation of the deity".


          Ganesha does not appear in Indian epic literature that is dated to the Vedic period. A late interpolation to the epic poem Mahabharata says that the sage Vyāsa asked Ganesha to serve as his scribe to transcribe the poem as he dictated it to him. Ganesha agreed but only on condition that Vyasa recite the poem uninterrupted, that is, without pausing. The sage agreed, but found that to get any rest he needed to recite very complex passages so Ganesha would have to ask for clarifications. The story is not accepted as part of the original text by the editors of the critical edition of the Mahabharata, in which the twenty-line story is relegated to a footnote in an appendix. The story of Ganesha acting as the scribe occurs in 37 of the 59 manuscripts consulted during preparation of the critical edition. Ganesha's association with mental agility and learning is one reason he is shown as scribe for Vyāsa's dictation of the Mahabharata in this interpolation. Richard L. Brown dates the story to the 8th century, and Moriz Winternitz concludes that it was known as early as c. 900, but it was not added to the Mahabharata some 150 years later. Winternitz also notes that a distinctive feature in South Indian manuscripts of the Mahabharata is their omission of this Ganesha legend. The term vināyaka is found in some recensions of the Śāntiparva and Anuśāsanaparva that are regarded as interpolations. A reference to Vighnakartṛīṇām ("Creator of Obstacles") in Vanaparva is also believed to be an interpolation and does not appear in the critical edition.


          


          Puranic period


          Stories about Ganesha often occur in the Puranic corpus. Brown notes while the Puranas "defy precise chronological ordering", the more detailed narratives of Ganesha's life are in the late texts, c. 6001300. Yuvraj Krishan says that the Puranic myths about the birth of Ganesha and how he acquired an elephant's head are in the later Puranas, which were composed from c. 600 onwards. He elaborates on the matter to say that references to Ganesha in the earlier Puranas, such as the Vayu and Brahmanda Puranas, are later interpolations made during the 7th to 10th centuries.


          In his survey of Ganesha's rise to prominence in Sanskrit literature, Ludo Rocher notes that:


          
            Above all, one cannot help being struck by the fact that the numerous stories surrounding Gaṇeśa concentrate on an unexpectedly limited number of incidents. These incidents are mainly three: his birth and parenthood, his elephant head, and his single tusk. Other incidents are touched on in the texts, but to a far lesser extent.

          


          Ganesha's rise to prominence was codified in the 9th century, when he was formally included as one of the five primary deities of Smartism. The 9th century philosopher Śaṅkarācārya popularized the "worship of the five forms" ( pacāyatana pūjā) system among orthodox Brahmins of the Smārta tradition. This worship practice invokes the five deities Ganesha, Vishnu, Shiva, Devī, and Sūrya. Śaṅkarācārya instituted the tradition primarily to unite the principal deities of these five major sects on an equal status. This formalized the role of Ganesha as a complementary deity.


          


          Scriptures
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          Once Ganesha was accepted as one of the five principal deities of Brahmanism, some brāhmaṇas chose to worship Ganesha as their principal deity. They developed the Ganapatya tradition, as seen in the Ganesha Purana and the Mudgala Purana.


          The date of composition for the Ganesha Purana and the Mudgala Puranaand their dating relative to one anotherhas sparked academic debate. Both works were developed over time and contain age-layered strata. Anita Thapan reviews comments about dating and provides her own judgement. "It seems likely that the core of the Ganesha Purana appeared around the twelfth and thirteenth centuries", she says, "but was later interpolated." Lawrence W. Preston considers the most reasonable date for the Ganesha Purana to be between 1100 and 1400, which coincides with the apparent age of the sacred sites mentioned by the text.


          R.C. Hazra suggests that the Mudgala Purana is older than the Ganesha Purana, which he dates between 1100 and 1400. However, Phyllis Granoff finds problems with this relative dating and concludes that the Mudgala Purana was the last of the philosophical texts concerned with Ganesha. She bases her reasoning on the fact that, among other internal evidence, the Mudgala Purana specifically mentions the Ganesha Purana as one of the four Puranas (the Brahma, the Brahmanda, the Ganesha, and the Mudgala Puranas) which deal at length with Ganesha. While the kernel of the text must be old, it was interpolated until the 17th and 18th centuries as the worship of Ganapati became more important in certain regions. Another highly regarded scripture, the Ganapati Atharvashirsa, was probably composed during the 16th or 17th centuries.


          


          Beyond India and Hinduism
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          Commercial and cultural contacts extended India's influence in western and southeast Asia. Ganesha is one of many Hindu deities who reached foreign lands as a result.


          Ganesha was particularly worshipped by traders and merchants, who went out of India for commercial ventures. The period from approximately the 10th century onwards was marked by the development of new networks of exchange, the formation of trade guilds, and a resurgence of money circulation. During this time, Ganesha became the principal deity associated with traders. The earliest inscription invoking Ganesha before any other deity is associated with the merchant community.


          Hindus migrated to the Malay Archipelago and took their culture, including Ganesha, with them. Statues of Ganesha are found throughout the Malay Archipelago in great numbers, often beside Shiva sanctuaries. The forms of Ganesha found in Hindu art of Java, Bali, and Borneo show specific regional influences. The gradual spread of Hindu culture to southeast Asia established Ganesha in modified forms in Burma, Cambodia, and Thailand. In Indochina, Hinduism and Buddhism were practiced side by side, and mutual influences can be seen in the iconography of Ganesha in the region. In Thailand, Cambodia, and among the Hindu classes of the Chams in Vietnam, Ganesha was mainly thought of as a remover of obstacles. Even today in Buddhist Thailand, Ganesha is regarded as a remover of obstacles, the god of success.


          Before the arrival of Islam, Afghanistan had close cultural ties with India, and the adoration of both Hindu and Buddhist deities was practiced. A few examples of sculptures from the 5th to the 7th centuries have survived, suggesting that the worship of Ganesha was then in vogue in the region.


          Ganesha appears in Mahayana Buddhism, not only in the form of the Buddhist god Vināyaka, but also as a Hindu demon form with the same name. His image appears in Buddhist sculptures during the late Gupta period. As the Buddhist god Vināyaka, he is often shown dancing. This form, called Nṛtta Ganapati, was popular in northern India, later adopted in Nepal, and then in Tibet. In Nepal, the Hindu form of Ganesha, known as Heramba, is very popular; he has five heads and rides a lion. Tibetan representations of Ganesha show ambivalent views of him. A Tibetan rendering of Ganapati is tshogs bdag. In one Tibetan form, he is shown being trodden under foot by Mahākāla, a popular Tibetan deity. Other depictions show him as the Destroyer of Obstacles, sometimes dancing. Ganesha appears in China and Japan in forms that show distinct regional character. In northern China, the earliest known stone statue of Ganesha carries an inscription dated to 531. In Japan, the Ganesha cult was first mentioned in 806.


          The canonical literature of Jainism does not mention the worship of Ganesha. However, Ganesha is worshipped by most Jains, for whom he appears to have taken over certain functions of Kubera. Jain connections with the trading community support the idea that Jainism took up Ganesha worship as a result of commercial connections. The earliest known Jain Ganesha statue dates to about the 9th century. A 15th century Jain text lists procedures for the installation of Ganapati images. Images of Ganesha appear in the Jain temples of Rajasthan and Gujarat.
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              	Countries

              	India, Nepal, Bangladesh
            


            
              	Major cities

              	Haridwar, Moradabad, Rampur, Kanpur, Allahabad, Varanasi, Patna, Rajshahi
            


            
              	Length

              	2,510 km (1,560 mi)
            


            
              	Watershed

              	907,000 km(350,195 sqmi)
            


            
              	Discharge at

              	mouth
            


            
              	-average

              	12,015 m/ s (424,306 cuft/ s)
            


            
              	Source

              	Gangotri Glacier
            


            
              	-location

              	Uttarakhand, India
            


            
              	-coordinates

              	
            


            
              	-elevation

              	7,756 m (25,446 ft)
            


            
              	Mouth

              	Ganges Delta
            


            
              	-location

              	Bay of Bengal, Bangladesh
            


            
              	-coordinates

              	
            


            
              	-elevation

              	0 m (0 ft)
            


            
              	Major tributaries
            


            
              	-left

              	Mahakhali, Karnali, Kosi, Gandak, Ghaghra
            


            
              	-right

              	Yamuna, Son, Mahananda
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          The Ganges (IPA: /ˈgnʤiːz/, also Ganga pronunciation, Devanāgarī: गंगा, IAST: Gaṅgā in most Indian languages) is a major river in the Indian subcontinent flowing east through the eponymous plains of northern India into Bangladesh. The 2,510km (1,557mi) river begins at the Gangotri Glacier in the Indian state of Uttarakhand, in the central Himalayas, and drains into the Bay of Bengal through its vast delta in the Sunderbans. It has enjoyed a position of reverence for millennia among India's Hindus, by whom it is worshipped in its personified form as the goddess Ganga.


          The Ganges and its tributaries drain a large about one million square kilometres and fertile basin that supports one of the world's highest-density human populations. It should be noted that almost half of the population of India proper live on one-third of the landscape within 500km of the Himalayan range along the Gangetic plains.


          In his book Discovery of India, Jawaharlal Nehru writes,


          
            The Ganges, above all is the river of India, which has held India's heart captive and drawn uncounted millions to her banks since the dawn of history. The story of the Ganges, from her source to the sea, from old times to new, is the story of India's civilization and culture, of the rise and fall of empires, of great and proud cities, of adventures of man

          


          


          Course


          The Ganges originates in the Himalayas after the confluence of six rivers: the Alaknanda meets the Dhauliganga at Vishnuprayag, the Nandakini at Nandprayag, the Pindar at Karnaprayag, the Mandakini at Rudraprayag and finally the Bhagirathi at Devprayag (after which point the river is known as the Ganges) in the Indian state of Uttarakhand. The Bhagirathi is considered the source stream; it originates at the Gangotri Glacier, at an elevation of 7,756m (25,446ft). The streams are fed by melting snow and ice from glaciers including glaciers from peaks such as Nanda Devi and Kamet.


          After travelling 200km through the Himalayas, the Ganges emerges at the pilgrimage town of Haridwar in the Sivalik Hills. At Haridwar, a dam diverts some of its waters into the Ganges Canal, which links the Ganges with its main tributary, the Yamuna. The Ganges, whose course has been roughly southwestern until this point, now begins to flow southeast through the plains of northern India.


          Further, the river follows an 800km curving course passing through the city of Kanpur before being joined from the southwest by the Yamuna at Allahabad. This point is known as the Sangam at Allahabad. Sangam, is a sacred place in Hinduism. According to ancient Hindu texts, at one time a third river, the Sarasvati, met the other two rivers at this point


          Joined by numerous rivers such as the Kosi, Son, Gandaki and Ghaghra, the Ganges forms a formidable current in the stretch between Allahabad and Malda in West Bengal. On its way it passes the towns of Mirzapur, Varanasi, Patna and Bhagalpur. At Bhagalpur, the river meanders past the Rajmahal Hills, and begins to run south. At Pakur, the river begins its attrition with the branching away of its first distributary, the Bhāgirathi-Hooghly, which goes on to form the Hooghly River. Near the border with Bangladesh the Farakka Barrage, built in 1974, controls the flow of the Ganges, diverting some of the water into a feeder canal linking the Hooghly to keep it relatively silt-free.


          After entering Bangladesh, the main branch of the Ganges is known as the Padma River until it is joined by the Jamuna River the largest distributary of the Brahmaputra. Further downstream, the Ganges is fed by the Meghna River, the second largest tributary of the Brahmaputra, and takes on the Meghna's name as it enters the Meghna Estuary. Fanning out into the 350km wide Ganges Delta, it finally empties into the Bay of Bengal. Only two rivers, the Amazon and the Congo, have greater discharge than the combined flow of the Ganges, the Brahmaputra and the Surma-Meghna river system.


          


          Religious significance


          Situated on the banks of River Ganges, Varanasi is considered by some to be the most holy city in Hinduism. The Ganga is mentioned in the Rig-Veda, the earliest of the Hindu scriptures. It appears in the nadistuti (Rig Veda 10.75), which lists the rivers from east to west. In RV 6.45.31, the word Ganga is also mentioned, but it is not clear whether this reference is to the river.


          According to Hindus the river Ganga (feminine) is sacred. It is worshiped by Hindus and personified as a Devi goddess, who holds an important place in the Hindu religion. Hindu belief holds that bathing in the river (especially on certain occasions) causes the forgiveness of sins and helps attain salvation. Many people believe that this will come from bathing in the Ganga at any time. People travel from distant places to immerse the Cremation and ashes collection ashes of their family / kin in the waters of the Ganga; this immersion also is believed to send the departed soul to heaven. Several places sacred to Hindus lie along the banks of the river Ganga, including Haridwar and Varanasi. People carry sacred water from the Ganges that is sealed in copper pots after making the pilgrimage to Varanasi. It is believed that drinking water from the Ganga with one's last breath will take the soul to heaven.


          Hindus also believe life is incomplete without bathing in the Ganga at least once in one's lifetime. Most Hindu families keep a vial of water from the Ganga in their house. This is done because it is prestigious to have water of the Holy Ganga in the house, and also so that if someone is dying, that person will be able to drink its water. Many Hindus believe that the water from the Ganga can cleanse a person's soul of all past sins, and that it can also cure the ill. The ancient scriptures mention that the water of Ganges carries the blessings of Lord Vishnu's feet; hence Mother Ganges is also known as Vishnupadi, which means "Emanating from the Lotus feet of Supreme Lord Sri Vishnu."


          Some of the most important Hindu festivals and religious Congregation (worship)happen here.Congregations are celebrated on the banks of the river Ganga, such as the Kumbh Mela every twelve years at Media:Allahabad and the Chhath Chhat Puja.


          Varanasi has hundreds of temples along the bank of the Ganges which often become flooded during the rains. This city, especially along the bank of the Ganges, is an important place of worship for the Hindus as well as a cremation ground.


          Indian Mythology states that Ganga, daughter of Himavan, King of the Mountains, had the power to purify anything that touched her. Ganga flowed from the heavens and purified the people of India, according to myths. After the funeral, Indians often immerse the bodies of their dead in the Ganga, which is believed to purify them of their sins. The Ganges River is also known for Muslims from Bangladesh & India to do wudu on it; wudu is the bathing ritual to prepare for the 5 daily prayers.


          


          History


          During the early Vedic Ages, the Indus and the Sarasvati River were the major rivers, not the Ganges.But the later three Vedas seem to give much more importance to the Ganges, as shown by its numerous references.


          Possibly the first Westerner to mention the Ganges was Megasthenes. He did so several times in his work Indika: "India, again, possesses many rivers both large and navigable, which, having their sources in the mountains which stretch along the northern frontier, traverse the level country, and not a few of these, after uniting with each other, fall into the river called the Ganges. Now this river, which at its source is 30stadia broad, flows from north to south, and empties its waters into the ocean forming the eastern boundary of the Gangaridai, a nation which possesses a vast force of the largest-sized elephants." (Diodorus II.37.)


          In Rome's Piazza Navona, a famous sculpture, Fontana dei Quattro Fiumi (fountain of the four rivers) designed by Gian Lorenzo Bernini was built in 1651. It symbolizes four of the world's great rivers (the Ganges, the Nile, the Danube, and the Ro de la Plata), representing the four continents known at the time.


          


          Economy
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          The Ganges Basin with its fertile soil is instrumental to the agricultural economies of India and Bangladesh. The Ganges and its tributaries provide a perennial source of irrigation to a large area. Chief crops cultivated in the area include rice, sugarcane, lentils, oil seeds, potatoes, and wheat. Along the banks of the river, the presence of swamps and lakes provide a rich growing area for crops such as legumes, chillies, mustard, sesame, sugarcane, and jute. There are also many fishing opportunities to many along the river, though it remains highly polluted.


          Tourism is another related activity. Three towns holy to Hinduism Haridwar, Allahabad, and Varanasi attract thousands of pilgrims to its waters. Thousands of Hindu pilgrims arrive at these three towns to take a dip in the Ganges, which is believed to cleanse oneself of sins and help attain salvation. The rapids of the Ganges also are popular for river rafting, attracting hundreds of adventure seekers in the summer months.


          


          Ecology
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              People bathing in Ganges in Kolkata
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              A Hindu ceremony in Varanasi
            

          


          The river waters start getting polluted right at the source. The commercial exploitation of the river has risen in proportion to the rise of population. Gangotri and Uttarkashi are good examples. Gangotri had only a few huts of Sadu's until the 1970's and the population of Uttrakashi has swelled in recent years. As it flows through highly populous areas the Ganges collects large amounts of human pollutants, e.g., Schistosoma mansoni and faecal coliforms, and drinking and bathing in its waters therefore carries a high risk of infection. While proposals have been made for re mediating this condition, little progress has been achieved.


          The Ganges river's long held reputation as a purifying river appears to have a basis in science. The river water has a unique and extraordinary ability to retain oxygen. As reported in a National Public Radio program, Dysentery and cholera are killed off, preventing large-scale epidemics. The river has unusual ability to retain dissolved oxygen, but the reason for this ability is not known.


          A UN Climate Report issued in 2007 indicates that the Himalayan glaciers that feed the Ganges may disappear by 2030, after which the river's flow would be a seasonal occurrence resulting from monsoons.
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              	Conservation status
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                  Critically Endangered( IUCN 2.3)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Chondrichthyes

                  


                  
                    	Subclass:

                    	Elasmobranchii

                  


                  
                    	Order:

                    	Carcharhiniformes

                  


                  
                    	Family:

                    	Carcharhinidae

                  


                  
                    	Genus:

                    	Glyphis

                  


                  
                    	Species:

                    	G. gangeticus

                  

                

              
            


            
              	Binomial name
            


            
              	Glyphis gangeticus

              ( Mller & Henle, 1839)
            

          


          

          The Ganges shark, Glyphis gangeticus, is a rare species of fresh water shark that dwells in the Ganges River. It should not be confused with the Bull shark, which also inhabits the Ganges River and is sometimes referred to as the Ganges shark.


          


          Appearance


          In its external appearance, G. gangeticus is a typical requiem shark. It is stocky, with a broadly rounded snout and small eyes. The first dorsal fin is over the last third of the pectoral fins, with a free rear tip that is well in front of the pelvic fins. The second dorsal fin is much smaller than the first, but is still relatively large. The anal fin is slightly smaller than the second dorsal fin. The pectoral fins are broad and falcate. A longitudinal upper precaudal pit is present, but the interdorsal ridge is absent.


          The shark tends to have a uniform gray to brownish coloration, with no discernible pattern or markings. (aka) river shark


          


          Distribution


          The Ganges shark, as its name suggests, is largely restricted to the rivers of Eastern and North-Eastern India, particularly the Hooghly River of West Bengal.The Ganges, Brahmaputra, Mahanadi in Assam, Bihar and Orissa respectively. Bengalis call it Baagh Maach which means tiger fish. It is typically found in the mid to lower reaches of a river.


          


          Biology


          The shark, though poorly documented, is known to inhabit only freshwater, inshore marine and estuarine systems. Its feeding habits are unknown. Its maximum size is probably in the area of 2 m. It is probably viviparous, measuring 55 to 60 cm at birth.


          A related species is the speartooth shark, Glyphis glyphis, although its distribution is different.


          


          Endangerment


          The Ganges shark is believed to be seriously endangered.


          


          Danger to humans


          The shark appears to pose a threat to humans, but this has not been proven. Though some consider the Ganges shark to be "extremely dangerous", it has so far been impossible to separate its attacks from those of bull sharks.(Allen, 107) Most likely the shark is a specialized species that feeds primarily on small fish. Amongst deadly sharks inhabiting the Ganges, the bull shark represents a greater definite danger than this extremely endangered and elusive species. According to the International Union for Conservation of Nature and Natural Resources, the Ganges shark is one of 20 sharks on the "Red List" of endangered shark species. (from the San Diego Union-Tribune, August 31, 2006, p. E8). It has been known to attack small land mammals which it chances upon and also take swipes at humans, though it wouldn't really pose a real threat to a full grown human. It forms a vital part of the rivers ecosystem. Most of the Eastern and North-eastern Indian rivers are prone to flooding. This causes widespread loss of animal and human lives. These sharks scavenge the carcasses and help keep the river clean. However, widespread and rampant fishing has seriously depleted the population of these sharks. Their oil, along with that of the Gangetic Dolphin is highly sought after.
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              	Coordinates:
            


            
              	Time zone

              	IST ( UTC+5:30)
            


            
              	Area

               Elevation

              	25km(10sqmi)

               1,437m (4,715ft)
            


            
              	District(s)

              	East Sikkim
            


            
              	Population

               Density

              	29,162(2001)

               2,000/km (5,180/sqmi)
            


            
              	Mayor

              	
            


            
              	Codes

               Pincode

               Telephone

               Vehicle

              	

               737101

               +03592

               SK-01, SK-02, SK-03, SK-04
            

          


          Coordinates: Gangtok pronunciation ( Nepali and Hindi: गंगटोक) is the capital and largest town of the Indian state of Sikkim. Gangtok is located in the Sivalik Hills of the eastern Himalayan range, at an altitude of 1,437metres (4,715ft). The town, with a population of thirty thousand belonging to different ethnicities such as Nepalis, Lepchas and Bhutia, is administered by various departments of the Government of Sikkim. Nestled within higher peaks of the Himalaya and enjoying a year-round mild temperate climate, Gangtok is at the centre of Sikkims tourism industry.


          Gangtok rose to prominence as a popular Buddhist pilgrimage site after the construction of the Enchey Monastery in 1840. In 1894, the ruling Sikkimese chogyal, Thutob Namgyal, transferred the capital to Gangtok. In the early 20th century, Gangtok became a major stopover on the trade route between Lhasa in Tibet and cities such as Kolkata (then Calcutta) in British India. After the British granted India its independence in 1947, Sikkim chose to remain an independent monarchy, with Gangtok as its capital. In 1975, after the integration with the union of India, Gangtok was made India's twenty-second state capital.


          The precise meaning of the name Gangtok is unclear, though the most popular meaning is "hill top". Today, Gangtok is a centre of Tibetan Buddhist culture and learning, with the presence of several monasteries, religious educational institutions, and centres for Tibetology.


          


          History


          Like the rest of Sikkim, not much is known about the early history of Gangtok. The earliest records date from the construction of the hermitic Gangtok monastery in 1716. Gangtok remained a small hamlet until the construction of the Enchey Monastery in 1840 made it a pilgrimage centre. After the defeat of the Tibetans by the British, Gangtok became a major stopover in the trade between Tibet and British India at the end of the 19th century. Most of the roads and the telegraph in the area were built during this time.


          In 1894, Thutob Namgyal, the Sikkimese monarch under British rule, shifted the capital from Tumlong to Gangtok, increasing its importance. A new grand palace along with other state buildings was built in the new capital. Following India's independence in 1947, Sikkim became a nation-state with Gangtok as its capital. Sikkim became a suzerain of India, with the condition that it would retain its independence, by the treaty signed between the Chogyal and the then Indian Prime Minister Jawaharlal Nehru. Trade between India and Tibet continued to flourish through the Nathula and Jelepla passes, offshoots of the ancient Silk Road near Gangtok. These border passes were sealed after the Sino-Indian War in 1962, which deprived Gangtok of its trading business. In 1975, the monarchy was abrogated and Sikkim became India's twenty-second state, with Gangtok as its capital. Gangtok has witnessed annual landslides, resulting in damage to life and properties. The largest disaster occurred in June 1997, when 38 were killed and hundreds of buildings were destroyed.


          


          Geography
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          Gangtok is located at . It is situated in the lower Himalayas at an altitude of 5,500 ft (1,676 m). In addition to being the state capital, it is the headquarters of the East Sikkim district. The town lies on one side of a hill, with "The Ridge", a promenade housing the governor's residence at one end and the palace, situated at an altitude of about 6,000ft (1,829m), at the other. The city is flanked on east and west by two streams, namely Roro Chu and Ranikhola, respectively. These two rivers divide the natural drainage into two parts, the eastern and western parts. Both the streams meet the Ranipul and flow south as the main Ranikhola before it joins the Teesta at Singtam. Most of the roads are steep, with the buildings built on compacted ground alongside them.


          Most of Sikkim including Gangtok is covered by the Precambrian rock and is much younger in age. These rock contain phyllites and schists and therefore the slopes are prone to frequent landslides. Surface runoff of water by natural streams (jhora) and man-made drains has contributed to the risk of landslides. According to the Bureau of Indian Standards, the town falls under seismic zone-IV, (on a scale of I to V, in order of increasing proneness to earthquakes) near the convergent boundary of the Indian and the Eurasian tectonic plates and is subject to frequent quakes. The hills are nestled within higher peaks and the snow-clad Himalayan ranges tower over the town in the distance. Mount Kanchenjunga (8,598m or 28,208ft)the world's third-highest peakis visible to the east of the city. The existence of steep slopes, vulnerability to landslides, large forest cover and inadequate access to most areas has been a major impediment to the natural and balanced growth of the city.


          There are densely forested regions around Gangtok, consisting of temperate, deciduous forests of poplar, birch, oak, and elm, as well as evergreen, coniferous trees of the wet alpine. Orchids are common, and rare varieties of orchids are featured in flower shows in the city. Bamboos are also abundant. In the lower reaches of the town, the vegetation gradually changes from alpine to subtropical and temperate deciduous. Flowers such as sunflower, marigold, poinsettia, and others bloom especially in November and December.


          


          Climate
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          Because of its elevation and sheltered environment, Gangtok enjoys a mild, temperate climate all year round. Like most Himalayan towns, Gangtok has five seasons: summer, monsoons, autumn, winter and spring. Temperatures range from an average maximum of 22 C (72 F) in summer to an average minimum of 4C (39F) in winter. Summers (lasting from late April to June) are mild, with maximum temperatures rarely crossing 25 C (77 F). The monsoon season from June to September is characterised by intense torrential rains often causing landslides that block Gangtok's land access to the rest of the country. Rainfall starts to rise from pre- monsoon in May, and peaks during the monsoon, with July recording the highest monthly average of 649.6 mm (25.6 in). In winter temperature averages between 4C (39F) and 7C (45F). Snowfall is rare, and in recent times Gangtok has received snow only in 1990, 2004 and 2005. Temperatures below freezing are also rare. During this season the weather can be sporadic, and change abruptly from bright sunshine and clear skies to heavy rain within a couple of hours. During spring and autumn the weather is generally sunny and mild. Owing to its elevation, Gangtok is often enveloped in fog during the monsoon and winter months.


          


          Economy


          The hospitality industry is the largest industry in Gangtok as the city is the main base for Sikkim tourism. Summer and spring seasons are the most popular tourist seasons. Many of Gangtok's residents employed directly and indirectly in the tourism industry, with many residents owning and working in hotels and restaurants. Ecotourism has emerged as an important economic activity in the region which includes trekking, mountaineering, river rafting and other nature oriented activities. An estimated 3,51,000 tourists visited Sikkim in 2007, generating revenue of about Rs50 crores (Rs500millions).


          The Nathula Pass, located about 50km (31mi) from Gangtok, used to be the primary route of the wool, fur and spice trade with Tibet and spurred economic growth for Gangtok till the mid-20th century. In 1962, after the border was closed during the Sino-Indian War, Gangtok fell into recession. The pass was reopened in 2006 and trade through the pass is expected to boost the economy of Gangtok. The Sikkim government is keen to open a Lhasa-Gangtok bus service via Nathula pass. Sikkim's mountainous terrain results in the lack of train or air links, limiting the area's potential for rapid industrial development. The government is the largest employer in the city, both directly and as contractors.


          Gangtok's economy does not have a large manufacturing base, but has a thriving Cottage industry in watch-making, country-made alcohol and handicrafts. Among the handicrafts are the handmade paper industry made from various vegetable fibres or cotton rags. The main market in Gangtok provides many of the state's rural residents a place to offer their produce during the harvest seasons. The majority of the private business community is made up of Marwaris and Biharis. As part Sikkim, Gangtok enjoys the status of being income-tax free region as per state's 1948 Income tax law. As Sikkim is a frontier state, the Indian army maintains a large presence in the vicinity of Gangtok. This leads to a population of semi-permanent residents who bring money into the local economy. The Sikkim government started India's first online lottery Playwin to boost government income but was later closed by a ruling from Sikkim High Court.


          


          Civic administration
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          Gangtok is not administered by a municipality but directly by the various departments of Government of Sikkim, particularly the Urban Development and Housing Department (UDHD) and Public Health Engineering Department (PHED). These departments look after the civic functions such as garbage disposal, water supply, tax collection, license allotments, and civic infrastructure. An administrator appointed by the state government heads the UDHD. The Sikkim Municipal Act, 2007 has approved the formation of Gangtok Municipal Corporation to be made up of 12 wards and which shall take over the administration from the UDHD. Elections to the wards of the first municipal corporation are to be held on June 11, 2008.


          As the headquarters of East Sikkim district, Gangtok houses the offices of the district collector, an administrator appointed by the Union Government of India. Gangtok is also the seat of the Sikkim High Court, which is India's smallest High Court in terms of area and population of jurisdiction. Gangtok does not have its own police commissionerate like other major cities in India. Instead, it comes under the jurisdiction of the state police, which is headed by a Director General of Police, although an Inspector General of Police oversees the town. Sikkim is known for its very low crime rate. Rongyek jail in Gangtok is Sikkim's only central jail.


          Gangtok is within the Sikkim Lok Sabha constituency that elects a member to the Lok Sabha ( Lower House) of the Indian Parliament. The city elects one member in the Sikkim state legislative assembly, the Vidhan Sabha. The Sikkim Democratic Front (SDF) won both the parliamentary election in 2004 and the state assembly seat in the 2004 state assembly polls.


          


          Utility services
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          Electricity is supplied by the power department of the Government of Sikkim. Gangtok has a nearly uninterrupted electricity supply due to Sikkim's numerous hydroelectric power stations. The rural roads around Gangtok are maintained by the Border Roads Organisation, a division of the Indian army. Several roads in Gangtok are reported to be in a poor condition, whereas building construction activities continue almost unrestrained in this city lacking proper land infrastructure. Most households are supplied by the central water system maintained and operated by the PHED. The main source of PHED water supply is the Rateychu River, located about 16km (9.9mi) from the city, at an altitude of 2,621m (8,600ft). Its water treatment plant is located at Selep. The river Rateychu is snow-fed and has perennial streams. Since there is no habitation in the catchment area except for a small army settlement, there is little environmental degradation and the water is of very good quality. 40 seasonal local springs are used by the Rural Management and Development Department of Sikkim Government to supply water to outlying rural areas.


          Around 40% of the population has access to sewers. However, only the toilet waste is connected to the sewer while sullage is discharged into the drains. Without a proper sanitation system, the practice of disposing sewage through septic tanks and directly discharging into Jhoras and open drains is prevalent. The entire city drains into the two rivers, Ranikhola and Roro Chu, through numerous small streams and Jhoras. Ranikhola and Roro Chu rivers confluence with River Teesta, the major source of drinking water to the population downstream. The densely populated urban area of Gangtok does not have a combined drainage system to drain out the storm water and waste water from the buildings. The estimated solid waste generated in Gangtok city is approximately 45 Tonne. Only around 40% of this is collected by UDHD, while the remainder is indiscriminately thrown into Jhora, streets and valleys. The collected waste is disposed in a dump located about 20km (12mi) from the city. There is no waste collection from inaccessible areas where vehicles cannot reach, nor does any system of collection of waste exist in the adjoining rural areas. The city is under a statewide ban on the use of polythene bags.


          


          Transport
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          Taxis are the most widely available public transport within Gangtok. Most of the residents stay within a few kilometres of the town centre and many have their own vehicles such as two-wheelers and cars. The share of personal vehicles and taxis combined is 98% of Gangtok's total vehicles, a high percentage when compared to other Indian cities. City buses comprise less than one percent of vehicles. Those travelling longer distances generally make use of share-jeeps, a kind of public taxis. Four wheel drives are used to easily navigate the steep slopes of the roads. The 1km (0.6mi) long cable car with three stops connects lower Gangtok suburbs with Sikkim Legislative assembly in central Gangtok and the upper suburbs.


          Gangtok is connected to the rest of India by an all-weather metalled highway, National Highway 31A, which links Gangtok to Siliguri, located 114km (71mi) away in the neighbouring state of West Bengal. The highway also provides a link to the neighbouring hill station towns of Darjeeling and Kalimpong, which are the nearest urban areas. Regular jeep, van, and bus services link these towns to Gangtok. Gangtok is a linear city that has developed along the arterial roads, especially National Highway 31A. Most of the road length in Gangtok, is of two lane undivided carriageway with footpath on one side of the road and drain on the other. The steep gradient of the different road stretches coupled with a spiral road configuration constrain the smooth flow of vehicular as well as pedestrian traffic. The nearest railhead connected to the rest of India is the station of New Jalpaiguri, a suburb of Siliguri, situated 124km (77mi) away from Gangtok. The closest airport is Bagdogra Airport, 16km (10mi) from Siliguri. Although Gangtok does not have an airport, it is linked to Bagdogra airport via a daily helicopter service.


          


          Demographics


          
            
              	Gangtok population
            


            
              	Census

              	Pop.

              	

              	%
            


            
              	1951

              	2,744

              	

              	
                
                  
                

              
            


            
              	1961

              	6,848

              	

              	149.6%
            


            
              	1971

              	13,308

              	

              	94.3%
            


            
              	1981

              	36,747

              	

              	176.1%
            


            
              	1991

              	25,024

              	

              	-31.9%
            


            
              	2001

              	29,354

              	

              	17.3%
            


            
              	Est. 2010

              	157,000

              	

              	434.9%
            


            
              	Population 1951-2001.

              negative growth attributed

              to reduction of notified town limits
            

          


          According to the 2001 census of India, the population of Gangtok "Notified Town Area" (a census unit) was 29,354. Males constituted 54% of the population and females 46%. The Gangtok subdivision of the East Sikkim district had a population of 1,79,376, of which 43,711 reside in urban areas comprising of Gangtok and Tadong. Gangtok has an average literacy rate of 69.7%, higher than the national average of 59.5%: male literacy is 77.9%, and female literacy is 61.5%. In Gangtok, about 8% of the population is under 6 years of age. About 8% of Gangtoks population live in the nine notified slums and squatter settlements, all on Government land. More people live in areas that depict slum-like characteristics but have not been notified as slums yet because they have developed on private land. Of the total urban population of Sikkim, Gangtok Notified Town Area has a share of 55.5%. Including Gangtok, East District has a share of 88% of the total urban population. The quality of life, the pace of development and availability of basic infrastructure and employment prospects has been the major cause for rapid migration to the city. With this migration, the urban services are under pressure, intensified by the lack of availability of suitable land for infrastructure development.


          Ethnic Nepalis, who settled in the region during British rule, comprise the majority of Gangtok's residents. Lepchas, native to the land, and Bhutias also constitute a sizeable portion of the populace. Additionally, a large number of Tibetans have immigrated to the town. Immigrant resident communities not native to the region include the Marwaris, who own most of the shops; the Biharis, who are employed in mostly blue collar jobs and the Bengalis.


          Hinduism and Buddhism are the most popular religions in Gangtok. Gangtok also has a sizeable Christian population and a small Muslim minority. The North East Presbyterian Church, Roman Catholic Church and Anjuman Mosque in Gangtok are places of worship for the religious minorities. The town has remained secular, having never witnessed any sort of inter-religious strife in its history. Nepali is the most widely spoken language in Sikkim as well as Gangtok. English and Hindi being the official language of Sikkim and India respectively, are also widely spoken and understood in most of Sikkim, particularly in Gangtok. Other languages spoken in Gangtok include Bhutia ( Sikkimese), Tibetan and Lepcha.


          


          Culture
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          Apart from the major religious festivals of Diwali, Christmas, Dussera, Holi etc., the diverse ethnic populace of the town celebrates several local festivals. The Lepchas and Bhutias celebrate new year in January. while Tibetans celebrate the new year ( Losar) with " Devil Dance" in JanuaryFebruary. The Maghe sankranti, Ram Navami, Chotrul Duchen, Buddha Jayanti, the birthday of the Dalai Lama, Loosong, Bhumchu, Saga Dawa, Lhabab Duechen and Drupka Teshi are some other festivals, some distinct to local culture and others shared with the rest of India, Nepal, Bhutan and Tibet.


          A popular food in Gangtok is the momo, a steamed dumpling containing pork, beef and vegetables cooked in a doughy wrapping and served with watery soup. Wai-Wai is a packaged snack consisting of noodles which are eaten either dry or in soup form. A form of noodle called thukpa, served in soup form is also popular in Gangtok. Other noodle-based foods such as the chowmein, thanthuk, fakthu, gyathuk and wonton are available. Other traditional Sikkimese cuisine include shah-phaley (a Sikkimese patties with spiced minced meat in a crisp samosa-like case) and Gack-ko soup. Restaurants offer a wide variety of traditional Indian, continental and Chinese cuisines to cater to the tourists. Churpee, a kind of hard cheese made from cow's or yak's milk is sometimes chewed. Chhang is a local frothy millet beer traditionally served in bamboo tankards and drunk through bamboo or cane straws. Alcohol is cheap due to low excise duty in Sikkim. Beer, whiskey, rum and brandy are frequently consumed by both locals and non-locals.


          Residents of Sikkim are music lovers and it is common to hear Western rock music being played in homes and restaurants. Hindi pop songs are also common. Indigenous Nepali rock, music suffused with a western rock beat and Nepali lyrics, is particularly popular. Football (soccer), cricket and archery are the most popular sports in Gangtok. The Paljor Stadium, which hosts football matches, is the sole sporting ground in the city. Thangkaa notable handicraftis an elaborately hand painted religious scroll in brilliant colours drawn on fabric hung in a monastery or a family altar and occasionally carried by monks in ceremonial processions. Chhaams are vividly costumed monastic dances performed on ceremonial and festive occasions, especially in the monasteries during the Tibetan new year.


          


          City institutions
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          A centre of Buddhist learning and culture, Gangtok's most notable Buddhist institutions are the Enchey monastery, the Do-drul Chorten stupa complex and the Rumtek Monastery. The Enchey monastery is the city's oldest monastery and is the seat of the Nyingma order. The two-hundred year old baroque monastery houses images of gods, goddesses, and other religious artifacts. In the month of January, the Chaam, or masked dance, is performed with great fanfare. The Dro-dul Chorten is a stupa which was constructed in 1945 by Trulshi Rimpoch, head of the Nyingma order of Tibetan Buddhism. Inside this stupa are complete set of relics, holy books, and mantras. Surrounding the edifice are 108 Mani Lhakor, or prayer wheels. The complex also houses a religious school.


          The Rumtek Monastery on the outskirts of the town is one of Buddhism's most sacred monasteries. The monastery is the seat of the Kagyu order, one of the major Tibetan sects, and houses some of the world's most sacred and rare Tibetan Buddhist scriptures and religious objects in its reliquary. Constructed in the 1960s, the building is modelled after a similar monastery in Lhasa, Tibet. Rumtek was the focus of international media attention in 2000 after the seventeenth Karmapa, one of the four holiest lamas, fled Lhasa and sought refuge in the monastery.


          The Namgyal Institute of Tibetology, better known as the Tibetology Museum, houses a huge collection of masks, Buddhist scriptures, statues, and tapestries. It has over two hundred Buddhist icons, and is a centre of study of Buddhist philosophy. The Ganesh Tok and the Hanuman Tok, dedicated to the Hindu gods Ganpati and Hanuman and housing important Hindu temples, are located in the upper reaches of the town.


          The Himalayan Zoological Park exhibits the fauna of the Himalayas in their natural habitats. The zoo features the Himalayan Black Bear, the barking deer, the snow leopard, the leopard cat, tibetan wolf, Masked Palm Civet, red pandas and the spotted deer amongst the others. Jawaharlal Nehru Botanical Gardens, near Rumtek, houses many species of orchid and as many as fifty different species of tree, including many oaks.


          


          Education


          Gangtok's schools are either run by the state government or by private and religious organisations. Schools mainly use English and Nepali as their medium of instruction. The schools are either affiliated with the Indian Certificate of Secondary Education or the Central Board of Secondary Education. Notable schools include the Tashi Namgyal Academy, Paljor Namgyal Girls School and Kendriya Vidyalaya. Colleges conferring graduate degrees include Sikkim Government College, Sikkim Government Law College and Damber Singh College. Gangtok does not have a university within the city limits. However, 8km (5.0mi) from here is the headquarters of the Sikkim Manipal University, which houses Sikkim Manipal Institute of Medical Sciences and Manipal Institute of Technology. There are other institutions offering diplomas in Buddhist literature, catering and other non-mainstream fields. District Institute of Education and Training and State Institute of Education conduct teacher training programs. Students usually go to large cities in the vicinity such as Siliguri or Kolkata in pursuit of higher education.
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          A garden is a planned space, usually outdoors, set aside for the display, cultivation, and enjoyment of plants and other forms of nature. The garden can incorporate both natural and man-made materials. The most common form is known as a residential garden. Western gardens are almost universally based around plants. Zoos, which display wild animals in simulated natural habitats, were formerly called zoological gardens.


          See traditional types of eastern gardens, such as Zen gardens, use plants such as parsley. Xeriscape gardens use local native plants that do not require irrigation or extensive use of other resources while still providing the benefits of a garden environment. Gardens may exhibit structural enhancements, sometimes called follies, including water features such as fountains, ponds (with or without fish), waterfalls or creeks, dry creek beds, statuary, arbors, trellises and more.


          Some gardens are for ornamental purposes only, while some gardens also produce food crops, sometimes in separate areas, or sometimes intermixed with the ornamental plants. Food-producing gardens are distinguished from farms by their smaller scale, more labor-intensive methods, and their purpose (enjoyment of a hobby rather than produce for sale).


          Gardening is the activity of growing and maintaining the garden. This work is done by an amateur or professional gardener. A gardener might also work in a non-garden setting, such as a park, a roadside embankment, or other public space. Landscape architecture is a related professional activity with landscape architects tending to specialise in design for public and corporate clients.


          The term "garden" in British English refers to an enclosed area of land, usually adjoining a building. This would be referred to as a yard in American English. Flower gardens combine plants of different heights, colors, textures, and fragrances to create interest and delight the senses.


          


          Garden design


          


          Garden design is the creation of plans for layout and planting of gardens and landscapes. Garden design may be done by the garden owner themselves, or by professionals. Most professional garden designers are trained in principles of design and in horticulture, and have an expert knowledge and experience of using plants. Some professional garden designers are also landscape architects, a more formal level of training that usually requires an advanced degree and often a state license. Elements of garden design include the layout of hard landscape, such as paths, rockeries, walls, water features, sitting areas and decking, as well as the plants themselves, with consideration for their horticultural requirements, their season-to-season appearance, lifespan, growth habit, size, speed of growth, and combinations with other plants and landscape features. Consideration is also given to the maintenance needs of the garden, including the time or funds available for regular maintenance, which can affect the choices of plants regarding speed of growth, spreading or self-seeding of the plants, whether annual or perennial, and bloom-time, and many other characteristics.


          The most important consideration in garden design is how the garden will be used, followed closely by the desired stylistic genres, and the way the garden space will connect to the home or other structures in the surrounding areas. All of these considerations are subject to the limitations of the budget. Budget limitations can be addressed by a simpler garden style with fewer plants and less costly hardscape materials, seeds rather than sod for lawns, and plants that grow quickly; alternately, garden owners may choose to create their garden over time, area by area.


          


          Elements of a garden
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          The elements of a garden consist of the following:


          Natural conditions and materials:


          
            	Soil


            	Rocks


            	Light conditions


            	Wind


            	Precipitation


            	
              Air quality

              
                	Pollution


                	Proximity to ocean (salinity)

              

            


            	Plant materials

          


          Man-made elements:


          
            	Terrace, patio, deck


            	Paths


            	Lighting


            	Raised beds


            	Outdoor art/sculpture, such as Gazebos and Pergolas

          


          
            	Pool, water garden, or other water elements such as drainage system.

          


          


          Uses for the garden space


          A garden can have aesthetic, functional, and recreational uses:


          
            	Cooperation with nature

              
                	Plant cultivation

              

            


            	Observance of nature

              
                	Bird- and insect-watching


                	Reflection on the changing seasons

              

            


            	Relaxation

              
                	Family dinners on the terrace


                	Children playing in the yard


                	Reading and relaxing in the hammock


                	Maintaining the flowerbeds


                	Pottering in the shed


                	Basking in warm sunshine


                	Escaping oppressive sunlight and heat

              

            


            	Growing useful produce

              
                	Flowers to cut and bring inside for indoor beauty


                	Fresh herbs and vegetables for cooking

              

            

          


          


          Types of gardens
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          Gardens may feature a particular plant or plant type(s);


          
            	Back garden


            	Bog Garden


            	Cactus garden


            	Fernery


            	Flower garden


            	Front garden


            	Herb garden


            	Orangery


            	Orchard


            	Rose garden


            	Vegetable garden


            	Vineyard


            	White garden


            	Wildflower garden


            	Winter garden

          


          Gardens may feature a particular style or aesthetic:


          
            	Alpine or rock garden


            	Bonsai or miniature garden


            	Children's Garden


            	Chinese garden


            	Dutch garden


            	English landscape garden


            	French formal garden


            	Italian garden


            	Japanese garden


            	Knot garden


            	Mughal garden


            	Native garden


            	Persian garden


            	Terrarium


            	Trial garden


            	Tropical garden


            	Water garden


            	Wild garden


            	Xeriscaping


            	Zen garden

          


          Types of garden:


          
            	Botanical garden


            	Butterfly Garden


            	Butterfly zoo


            	Cold Frame Garden


            	Community garden


            	Container garden


            	Cottage garden


            	Cutting garden


            	Garden conservatory


            	Greenhouse


            	Forest garden


            	Hydroponic garden


            	Rain garden


            	Raised bed gardening


            	Residential garden


            	Roof garden


            	Sacred garden


            	Sensory garden


            	Square foot garden


            	Vertical garden


            	Walled garden


            	Windowbox


            	Zoological garden

          


          


          Watering gardens


          See rainwater, hand pump, tap water and drip irrigation.


          



          


          History of gardening


          


          Gardens in literature


          
            	The Garden of Eden


            	Romance of the Rose


            	Nathaniel Hawthorne's short-story " Rappaccini's Daughter"


            	Frances Hodgson Burnett's The Secret Garden


            	Midnight in the Garden of Good and Evil


            	Wolfgang Amadeus Mozart's opera La finta giardiniera


            	John Steinbeck's short-story " The Chrysanthemums"


            	Ernest Hemingway's The Gardener

          


          


          Other similar spaces


          Other outdoor spaces that are similar to gardens include:


          
            	A landscape is an outdoor space of a larger scale, natural or designed, usually unenclosed and considered from a distance.


            	A park is a planned outdoor space, usually enclosed ('imparked') and of a larger size. Public parks are for public use.


            	An arboretum is a planned outdoor space, usually large, for the display and study of trees.


            	A farm or orchard is for the production of food stuff.


            	A botanical garden is a type of garden where plants are grown both for scientific purposes and for the enjoyment and education of visitors.


            	A zoological garden, or zoo for short, is a place where wild animals are cared for and exhibited to the public.
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          Gardening is the practice of growing plants for their attractive flowers or foliage, and vegetables or fruits for consumption. Gardening is a human activity used to produce edible foods and use plants to beautify their local environmental conditions. Its scale ranges: from fruit orchards, to long boulevards plantings with one or more different types of shrubs, trees and herbaceous plants, to residential yards including lawns and foundation plantings, to large or small containers grown inside or outside. Gardening may often be very specific, with only one type of plant grown, or involve a large number of different plants in mixed plantings. It involves an active participation in the growing of plants and tends to be labor intensive, which differentiates it from farming or forestry.


          


          History


          Gardening for food extends far back into prehistory. Ornamental gardens were known in ancient times, a famous example being the Hanging Gardens of Babylon, while ancient Rome had dozens of gardens.


          


          Types of gardening


          Residential gardening takes place near the home, in a space referred to as the garden. Although a garden typically is located on the land near a residence, it may also be located on a roof, in an atrium, on a balcony, in a windowbox, or on a patio or vivarium.


          Gardening also takes place in non-residential green areas, such as parks, public or semi-public gardens ( botanical gardens or zoological gardens), amusement and theme parks, along transportation corridors, and around tourist attractions and garden hotels. In these situations, a staff of gardeners or groundskeepers maintains the gardens.


          Impact Gardening is a way of using small space to great effect, keeping plants close together, which blocks weeds and requires very little upkeep once started.
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          Indoor gardening is concerned with the growing of houseplants within a residence or building, in a conservatory, or in a greenhouse. Indoor gardens are sometimes incorporated as part of air conditioning or heating systems.


          Water gardening is concerned with growing plants adapted to pools and ponds. Bog gardens are also considered a type of water garden. These all require special conditions and considerations. A simple water garden may consist solely of a tub containing the water and plant(s).


          Container gardening is concerned with growing plants in any type of container either indoors or outdoors. Common containers are pots, hanging baskets, and planters. Container gardening is usually used in atriums and on balconies, patios, and roof tops.


          Community gardening is a social activity in which an area of land is gardened by a group of people, providing access to fresh produce and plants as well as access to satisfying labor, neighbourhood improvement, sense of community and connection to the environment. Community gardens are typically owned in trust by local governments or nonprofits.


          


          Gardeners


          A "gardener" is any person involved in gardening, arguably the oldest occupation, from the hobbyist in a residential garden, the homeowner supplementing the family food with a small vegetable garden or orchard, to an employee in a nursery or the head gardener in a large estate.


          The term gardener is also used to describe garden designers and landscape gardeners, who are involved chiefly in the design of gardens, rather than the practical aspects of horticulture.


          Gardening has a long history, and there have been many pioneering gardeners of note, from the great landscape gardeners of the 18th century, to those who created or expanded the idea of the "no-dig" garden. In addition, television lifestyle programs have spawned a number of celebrity gardeners.


          


          Comparison with farming


          In respect to its food producing purpose, gardening is distinguished from farming chiefly by scale and intent. Farming occurs on a larger scale, and with the production of saleable goods as a major motivation. Gardening is done on a smaller scale, primarily for pleasure and to produce goods for the gardener's own family or community. There is some overlap between the terms, particularly in that some moderate-sized vegetable growing concerns, often called market gardening, can fit in either category.
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          The key distinction between gardening and farming is essentially one of scale; gardening can be a hobby or an income supplement, but farming is generally understood as a full-time or commercial activity, usually involving more land and quite different practices. One distinction is that gardening is labor-intensive and employs very little infrastructural capital, typically no more than a few tools, e.g. a spade, hoe, basket and watering can. By contrast, larger-scale farming often involves irrigation systems, chemical fertilizers and harvesters or at least ladders, e.g. to reach up into fruit trees. However, this distinction is becoming blurred with the increasing use of power tools in even small gardens.


          In part because of labor intensity and aesthetic motivations, gardening is very often much more productive per unit of land than farming. In the Soviet Union, half the food supply came from small peasants' garden plots on the huge government-run collective farms, although they were tiny patches of land. Some argue this as evidence of superiority of capitalism, since the peasants were generally able to sell their produce. Others consider it to be evidence of a tragedy of the commons, since the large collective plots were often neglected, or fertilizers or water redirected to the private gardens.


          The term precision agriculture is sometimes used to describe gardening using intermediate technology (more than tools, less than harvesters), especially of organic varieties. Gardening is effectively scaled up to feed entire villages of over 100 people from specialized plots. A variant is the community garden which offers plots to urban dwellers; see further in allotment (gardening).


          


          Gardens as art


          Garden design is considered to be an art in most cultures, distinguished from gardening, which generally means garden maintenance. In Japan, Samurai and Zen monks were often required to build decorative gardens or practice related skills like flower arrangement known as ikebana. In 18th century Europe, country estates were refashioned by landscape gardeners into formal gardens or landscaped park lands, such as at Versailles, France or Stowe, England. Today, landscape architects and garden designers continue to produce artistically creative designs for private garden spaces.


          


          Social aspects


          In modern Europe and North America, people often express their political or social views in gardens, intentionally or not. The lawn vs. garden issue is played out in urban planning as the debate over the " land ethic" that is to determine urban land use and whether hyper hygienist bylaws (e.g. weed control) should apply, or whether land should generally be allowed to exist in its natural wild state. In a famous Canadian Charter of Rights case, "Sandra Bell vs. City of Toronto", 1997, the right to cultivate all native species, even most varieties deemed noxious or allergenic, was upheld as part of the right of free expression.


          People often surround their house and garden with a hedge. Common hedge plants are privet, hawthorn, beech, yew, leyland cypress, hemlock, arborvitae, barberry, box, holly, oleander, forsythia and lavender. The idea of open gardens without hedges may be distasteful to those who enjoy privacy. This may have an advantage to local wildlife by providing a habitat for birds, animals, and wild plants.


          Gardening is thus not only a food source and art, but also a right. The Slow Food movement has sought in some countries to add an edible school yard and garden classrooms to schools, e.g. in Fergus, Ontario, where these were added to a public school to augment the kitchen classroom.


          In US and British usage, the production of ornamental plantings around buildings is called landscaping, landscape maintenance or grounds keeping, while international usage uses the term gardening for these same activities.


          


          Garden pests


          
            	A garden pest is what one considers a pest. The beautiful Tropaeolum speciosum can be considered a pest if it seeds and starts to grow where it is not wanted. As the root is well below ground, pulling it up does not remove it: it simply grows again and becomes what may be considered a pest.


            	In lawns, moss can become dominant and be impossible to eradicate. In some lawns, lichens, especially very damp lawn lichens such as Peltigera lactucfolia and P. membranacea, can become difficult and be considered pests.


            	Other garden pests include insects. There are several ways to remove unwanted pests from a garden.

          


          


          Restrictions


          Governments of most countries are restricting imports of plant material. In the past, someone could send such things as lily seeds and bulbs to friends in any country. Today, most of those avenues are closed, due to the threat of invasive species.


          


          Further watching


          
            	ANOTHER WORLD IS PLANTABLE!- FILMS on Community Gardens world wide

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gardening"
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          Garfield is a daily-syndicated comic strip created by Jim Davis. It chronicles the life of the title character, Garfield, a tabby cat, his owner, Jon Arbuckle, and the dog, Odie. As of 2007, it is syndicated in roughly 2,580 newspapers and journals and it currently holds the Guinness World Record for being the worlds most widely syndicated comic strip. The popularity of the strip has led to an animated television series, several animated television specials and two theatrical feature-length live-action films, as well as a large amount of Garfield merchandise.


          On June 19th 2008, Garfield (both the comic and Garfield himself) will celebrate its 30th anniversary.


          


          History


          Garfield debuted on June 19, 1978, which is considered to be Garfields birthday. The strip pokes fun at pet owners and their relationship with their pets, often with the pet as the true master of the household. Garfield also struggles with human problems, such as diets, Mondays, apathy and boredom.


          


          Garfield has undergone changes over the lifetime of the strip. His rear paws are now drawn as proportionally huge when he walks on his hind legs. He has a wide frown when it goes back to around 1982 or so, in order to allow more expression in the strip. By the middle of 1983, his familiar appearancefeaturing oval-shaped eyeshad taken shape. By this time, Garfield was walking on two feet, and the strip emphasized sitcom situations such as Garfield making fun of Jons stupidity and his inability to date. Jon and Odie have also evolved quite a bit, from being thin and starkly colored to the cartoons they are today.


          The characters and situations in Garfield have recently been constant, with no change or development for the past several years. While this was not unique to Garfield, as Calvin in Calvin and Hobbes and the children of Peanuts never aged, other strips such as For Better or For Worse, Cathy, and Doonesbury maintain a continuity with characters who develop, age, and may even die as the strip proceeds. In one particular sequence, however, leading up to Garfields 25th birthday (which is always marked by Garfield complaining about his age along with the rest of the characters making subtle references to it), Davis brought back the Garfield from 1978, the one that waddled and always had a frown under his pinpoint eyes. The old and new Garfields talk and find that, although they look different, they are still both too greedy and territorial to stand even themselves.


          On July 16, 2006, a new storyline began with the promise of changing Garfields life forever (according to the strips official website). During the next two weeks, Garfield and Jon accidentally spotted Garfields vet and Jons crush Liz in a restaurant with another man. After an embarrassing meeting, Liz admitted that she actually liked Jon, and the date ended with a kiss on July 28 (both Jon and Jim Daviss birthday), when Jon could finally say that he had a life.


          In June 7, 1999, newspapers began to offer full-colour Garfield weekday strips.


          


          Authorship


          Garfield is not exclusively drawn by its creator. Jim Davis still writes and makes rough sketches for the strip, but his company, Paws, employs cartoonists and assistants who do most of the work of the finished drawing and inking, while Daviss final job is usually confined to approving and signing the finished strip. Otherwise, Davis spends most of his time managing the business and merchandising of Garfield.


          Learning from the indifference towards his previous comic strip creation Gnorm Gnat, Jim Davis has made a conscious effort to include all readers in Garfieldkeeping the jokes broad and the humor general and applicable to everyone. As a result the strip typically avoids the social or political commentary present in some of Garfields contemporaries, such as The Boondocks, Doonesbury, and Dilbert.. Although a couple of strips in 1978 addressed inflation and, arguably, organized labor, as well as Jon frequently smoking a pipe or subscribing to a bachelor magazine, these elements were ultimately pruned from the product with the intent of maintaining a more universal appeal. Davis adamantly disavowed social commentary in an interview published at the beginning of one of the book compilations, joking that he once believed that OPEC was a denture adhesive.


          Jim Davis drew himself into the comic strip for Garfield's tenth birthday on June 19, 1988. He appears in the title block between Jon and Irma. The final block carries a message at the bottom which reads: HAPPY 10TH BIRTHDAY, BUDDY, JIM DAVIS.


          For his work on the strip, creator Jim Davis received the National Cartoonist Society Humor Strip Award for 1980 and 1985, and their Reuben Award for 1988.


          


          Beyond the strip


          In 1984, Garfield was introduced to the Macys Thanksgiving Day Parade as a balloon. In recent years, he has been holding Pooky.


          In 1990, Garfield made an appearance on the TV special Cartoon All-Stars to the Rescue. While he was in Coreys (the sisters) room, he was a lamp sitting beside a picture of ALF.


          The comic strip was turned into a cartoon special for television in 1982 called Here Comes Garfield. Actor Lorenzo Music, previously known as the voice of Carlton the doorman on the show Rhoda, was hired to portray the voice of Garfield. Soul singer Lou Rawls provided music. Twelve television specials were made (through 1991) as well as a Saturday morning television series, Garfield and Friends, which ran from 1988 to 1995 on CBS, and still runs occasionally in syndication today.


          A live-action film version of the comic strip, Garfield: The Movie had its debut in the United States on June 11, 2004. The film employed a computer-animated Garfield and real Odie. Lorenzo Music had died before filming began, and Bill Murray was cast as the voice of Garfield. Murrays laid-back, deadpan delivery has often been compared to Musics; indeed, Music provided the voice of Murrays Peter Venkman character in The Real Ghostbusters, the cartoon version of Ghostbusters. Murray became the fourth actor to provide a voice for Garfield: Tommy Smothers voiced the role in a cat food commercial, and an unnamed Lorenzo Music sound-alike was used in another TV spot.


          Garfields second live-action feature film, Garfield: A Tail of Two Kitties, was released on June 16, 2006.


          On November 20, 2007, the first Garfield direct-to-video feature was released: Garfield Gets Real, a CGI-animated movie written by Jim Davis.


          On 2007- 07-01, a memorial tribute was featured in a Garfield strip. The logo shows Garfields eyes being inked with a brush, and the name VALETTE is hidden in the stars above the house in the last panel. Valette Greene, who passed away on 2007- 01-17, was Davis first assistant and the sole inker of the strip until 1997.


          


          Garfield on the Internet


          In the July 30, 2000 strip, Odie walks up to a vacant computer and enters some information into it. The computer announces that his order has been processed, then Jon is seen looking quizzically at Dingleball.com. Later, on September 7, 2000, Garfield goes to Coffeequick.com and orders a cup of coffee. Shortly, a man comes to the door with a cup of coffee, and Garfield states he "Officially loves the Internet". Actual websites were made on both occasions in case the readers typed in one of the addresses, and the pages feature the respective "Dingleball" and "Bean Me" games from the Garfield website.


          At one point a University of Washington student offered the "Eagle_Fire Garfield Randomizer". The student had found a backdoor into the comic files of ucomics.com, and thereafter had coded a page to yield panels from years of strips that could be combined and shown to friends. After uComics issued a "cease and desist" letter, the webmaster posted the letter on its former page along with the necessary code to recreate the original site.


          


          Main characters


          


          Garfield


          
            Image:Garfield.JPG
          


          First Appearance: June 19, 1978


          Garfield is the main character. He is a lazy, selfish, overweight, orange tabby cat who enjoys eating, sleeping, and being sarcastic.


          Garfield was born in the kitchen of Mama Leoni's Italian Restaurant and developed a taste for lasagne the day he was born. This was revealed on a Garfield TV special called Garfield: His Nine Lives. Ever since then, it has always been his favorite food. At birth, Garfield weighed 5lbs, 6oz. Later in his life, Garfield runs across his Mother again one Christmas Eve, accidentally, and meets his Grandfather for the first time. Although, in a series of strips from November 10 to November 22, 1980, Garfield meets his other grandfather, and in a television special called Garfield on the Town, he finds his long-lost mother, and is disgusted to find that they are all "mousers" which is the technical term for mice eaters. Another twist was when Garfield met the rest of his family in the special. Most of them were cousins like Sly, the family's watchcat. The most shocking part was when Garfield met his older half-brother Rauel, who has some hygenic and psychological problems. Garfield can be seen with all his family in the kitchen of Mama Leoni's Restaurant in the Garfield T.V. special Garfield on the Town.


          At the end of the TV special Garfield Gets a Life, Jons car is shown driving away, and his vehicle registration plate says Indiana, indicating that Garfield lives in Indiana. Jim Davis added this is possibly because he is from Indiana. It is revealed in the special Garfield Goes Hollywood that he and Jon live in Muncie, Indiana in a contest called Pet Search.


          In his cartoon appearances, Garfield usually causes mischief in every episode. In June 1983, comic strips introduced Garfield's alter-ego, Amoeba Man, yet he was only shown in 6 strips (6-20 through 6-25). Amoeba Man is only one of his few imaginary alter egos. The Caped Avenger is one of the more common ones. Others include Banana Man, The Chicken Man, The Mummy, Count Cat, The Sock, Freedom Fighter, and Karate Cat.


          Frequently, Garfield breaks the fourth wall, as seen in this and this strip.


          


          Jonathan Q. "Jon" Arbuckle


          
            [image: Jon]
          


          First Appearance: June 19, 1978


          Garfield and Odie's owner. His birthday is July 28, 1951, the same date as Jim Davis', but six years later.


          He has poor social skills, despite being a nice and patient guy, and his attempts at dating have usually failed, (in more modern issues, he has been getting lots of dates from Liz) but Garfield is happy as long as Jon keeps him fed. He has a taste in bizarre attire and has several dull hobbies, including talking to his plants, stamp collecting, measuring the growth of his toenails, and organizing his clothes. Basically, Jon was raised as a geek. Not entirely his fault, you discover, when he visits his family or reminisces about 'life on the farm'.


          His mother often refers to him as Jonny, and his full name was revealed on December 6, 2001 to be Jonathan Q. Arbuckle, but he usually just goes as Jon. Jim Davis got this name from an old coffee commercial. He thought the name fit the poor sap who would be stuck with a cranky feline with an overactive appetite.


          Even though he introduced himself as a cartoonist in the very first strip, Jon is never seen drawing cartoons, but his job was once referenced, as seen in the 1984 Christmas sequence when Jon left for a cartoonists' convention . (However, Garfield is seen in a couple of strips using Jon's easel and ink, presumably his cartooning tools. In one strip, Garfield draws a cat.) However, in one strip, Jon accidentally washes off one of Garfield's stripes while giving him a bath, suggesting that Garfield is a cartoon that Jon drew.


          Jon seems to understand Garfield in some of the later comics, but only sometimes. Garfield's punch lines tend to roll toward the viewer, usually when Garfield answers questions. In the July 13, 1998, comic, he even reacted to Garfield even though Garfield hadn't even thought anything.


          In recent comic strips Jon has had his first success in love and finally hit it off with Garfields vet, Dr. Liz Wilson (following the path of the end of the first movie).


          Note: Only twice was it ever mentioned that Jon had a niece. One instance was in Garfield's 11th book, where Jon bought a pair of ballet slippers for his niece. The second instance is on an episode of Garfield and friends where Jon's niece Shannon visits. There is no real connection made if Shannon was the same niece, but the further mystery occurs as to how Jon could even have a niece if Doc Boy, his only sibling, is not married.


          


          Odie


          
            [image: Odie]
          


          First Appearance: August 8, 1978


          


          Jons pet dog (originally owned by Jons friend Lyman). Odie is a yellow, long-eared beagle who is always drooling and walks on all four legs. He is very unintelligent and nave (although he has been shown on rare occasions to be the exact opposite). His birthday is on August 8th and is celebrated once in a strip where Jon says that Garfield didnt care about Odies birthday. Because of his naivet, Garfield likes to play tricks on him, particularly taking advantage to give him the bootquite literallywhen he is standing on the edge of a table.


          Odie is the only animal character who doesnt communicate with any form of dialogue (except in one comic where Odie actually speaks in Garfields dream, once when he tries coffee and says Rowr... and another when he sings on a fence Lady of Spain, I adore you and another one, the June 15, 1980 comic where hes poking his original owner, Lyman, and saying hes hungry), solely communicating with body language and his enthusiastic barking and other dog sound effects.


          Odie didnt appear in the very first comics; he made his debut on August 8, 1978, which is also his birthday. Odie was originally going to be named Spot, but Davis thought the name Odie better indicated stupidity. This was referenced in an early strip where Odie pooped on the carpet, and Garfield remarks that they should have named him Spot. Odie used to have black ears, but Davis was told that he looked a little like Snoopy; Odies ears are now brown.


          By the early 1990s, Odies presence in Garfield became so rare that some readers wondered if he had met the same fate as his former owner Lyman. (A letter published in National Review, responding to an Anthony Lejeune article about the decline of the American comic strip, complained that Odie had become doggie non grata.) In recent years, however, Odie has resumed much of his former status in the cast.


          


          Themes and settings


          


          Usually, the standard setting is Garfield standing on a table or floor, always flat. Occasionally, Garfield ventures elsewhere and when he goes somewhere else, he usually spends a week or two in that area.


          
            	The table is the most common setting in the strip. Common scenarios for these strips include Garfield sleeping on his back or stomach, eating, drinking coffee (usually with Jon), kicking Odie off the table, or sitting beside Jon (who is often calling women on the phone to ask for a datemostly getting rejected). This is likely because Garfield usually needs to be face-to-face with Jon to interact with him. In strips such as ones taking place in the living room or outdoors, the drawings are made smaller to fit both Jon and Garfield in. Sometimes, the table is actually important to the story, such as being cut up to get Jons dinner plate, a gag with a round table, and to mask Odie while Garfield was using him as a stool to get hot chocolate during December.


            	The TV chair is one of Garfields favorite places, where he entertains himself with shows like Binky the Clown, "Cluck with Chuck", "Moo with Fred", and others. Many of the shows mentioned are absurd and stupid, and give Jim Davis an opportunity to comment on pop culture. In a few early strips the chair had a floral print, but Garfield sneezed it off after having an allergic reaction to the flowers. In earlier strips Garfield doesnt use the chair at all; he is perched on top of the TV and bends his head down, planting his face right in front of the screen.


            	Garfields bed: as a prodigious sleeper, Garfield is often found here. Even when not asleep, he sometimes uses his blanket for entertainment purposes (Amoeba Man, the Caped Avenger). The bed is sometimes moved around the house, including on the table.


            	Outside, Garfield has confrontations with various characters, such as dogs (more vicious than Odie), birds, worms, and even conscious flowers. Beware of Dog signs abound, and Garfield often tries to torment the chained-up dogs as some kind of revenge. Garfield also tries to capture birds in the birdbath, often (but not always) unsuccessfully. He finds it a lot easier to capture flowers though, and often eats them.


            	Early in the strip, Garfield would spend time on the window ledge and sometimes get trapped in the roll-up blinds. One of these events culminated in a two-week storyline in which Garfield, Odie, and Jon all got trapped in the blinds. The blinds give way eventually, and Jon ends up wandering around the city, still trapped in the blinds with his pets and getting two complete strangers and even a street lamp caught with them until a fireman frees them with a pair of scissors . This was one of the few storylines in which a Sunday strip was part of the regular story arc. After this, Jon bought Venetian blinds (which Garfield, somehow, still manages to get stuck in).


            	The fence in the alley is an area where Garfield often goes. He often tells bad jokes. Odie joins the act from time to time, once as a ventriloquists dummy, once as Mr. Skins, who accompanied Garfield on the drums, and once as a cue card boy. Garfield is frequently the target of disgusted fans (usually unseen), who throw shoes, pie, vegetables, and houseplants, and other things that would hurt, at him, and once burned down his fence with flaming arrows (Garfields temporary replacement, a plastic flamingo, just didnt feel the same). Garfield, however, loves the attention he receives, and once complained that he thought a joke deserved more than a single shoe. He does sometimes get applause from his audience (once Odie held the applause sign upside down and the fans clapped upside down) though one time the audience consisted solely of his mother, another time the custodian. He apparently has to be booked onto the fence by an agent (in one strip, his agent booked him a gig on a chain link fence). Everyone thinks Odie makes better entertainment. When asked how Garfield could stand on the fence without falling, it was revealed the fence was apparently very wide.


            	Up the tree is another area where Garfield often traps himself. Garfield knows how to climb, but ironically can never overcome the urge ("Why, oh why, oh why, oh why, do cats do these things?" he once lamented). A firefighter usually has to save him on the final day of the week. Once, Jon got trapped at the top of the tree trying to get him down and once, Garfield tried to run down the tree, crashing into the ground at the bottom. Another time, a firefighter came to rescue him, but when he complained about always getting the fat ones, Garfield sent the firemans ladder crashing to the ground.


            	Occasionally, Garfield will be taken to the vets office, a place he loathes. In this setting, Jon always tries to get a date with Liz, the vet, and usually fails badly. Garfield voices how he hates waiting rooms because of the "stupid pamphlets they put in there", only to have Jon (who is reading one) say "Look, Garfield! an ingrown nosehair!" Liz sometimes does go out with Jon. At the end of one date, Jon got a kiss, his first of only three so far in the comic. (However, with his having officially gotten a life as of July 28, 2006 when he received his second kiss, this could change.)


            	Sometimes Jon takes Garfield to the park. Jon tries to meet girls in the park, but always fails miserably and humorously. (She acknowledged my existence! Jon joyfully declared after a female passer-by told him to Shaddap before he could even say anything.)


            	Garfield often tells bad jokes.


            	Vacations are taken by Jon and his pets every so often, usually to exotic places. Early in the series, Garfield had to sneak along in Jons suitcase (this tactic is also used in the second Garfield film, Garfield: A Tail of Two Kitties). But at some point Jon gave up and took him along as an equal, albeit sometimes dressed as a child. Most often Jon will choose some undesirable tourist trap in a tropical setting. In a particular storyline, Jon takes Garfield to an isle called Guano Guano which actually means bat feces in Spanish. Although Jon does say Aloha to a native, thereby speaking Hawaiian, it is not said where the isle is on the map. Greeting the native with Aloha was implied as the ignorance that Americans have towards tropical cultures, because when he greets the native, it is implied that the native gives Jon an obscene gesture."Aloha This!"


            	The beach can be a sub-setting that falls under a vacation destination, but it is implied that Jon takes Garfield to the local beach. This is yet another hot spot for Jon to try to pick up dates but he always fails. Garfield hates the beach simply because it has no TV, and is too hot; however, he does like the fact that he thinks he can go wherever he wants. This theme often shows up in the summer.


            	An airliner is a sub-setting for vacations. Earlier in the strip, Jon and Garfield had to ride in third class, but when they visited Guano Guano, it is not implied what section they were in. Garfield and Odie also had to be dressed as children so as not to ride with the luggage.


            	Campsites are sometimes accompanied by the fishing in a small boat sub-setting.


            	Jons car is a common setting when Jon is taking Garfield to his parents farm to visit, to the vet, or when Jon and Garfield go to a fast food drive through. Sometimes the destination is not implied. One time, it is implied that, when lost, the two end up in Switzerland.


            	Irmas Diner is another occasional setting. Irma is a chirpy but slow-witted and unattractive waitress/manager, and one of Jons few friends and is the only one who calls Jon "Hon" (although she is probably the only woman he has known that he hasnt asked out other than in one strip, an insane lady with a monkey). The terrible food is the centre of most of the jokes, along with the poor management. Along with Irmas Diner, other no-name restaurants, from fancy to tourist trap, are sometimes used as a setting.


            	Jon periodically visits his parents and brother on the farm. This results in week-long comical displays of stupidity by Jon and his family, and their interactions. There is a comic strip where Jon's brother Doc Boy is watching two socks in the dryer spinning and Doc Boy calls it entertainment. On the farm, Jon's mother will cook huge dinners, Garfield hugs her for this. Jon has a grandmother who in a strip kicked Odie and Garfield hugged her. Jon's parents did once visit Jon, Garfield, and Odie in the city. Jon's father brought a rooster to wake him up.


            	Stores & shopping lots are usually on and off settings where Garfield sometimes wreaks havoc. Some include the grocery store, the pet store, the furniture store, fancy restaurants, the florist, the refrigerator store, the Christmas tree lot, and the used car lot.


            	Cinemas are rare settings but appear on and off. In a particular setting where Liz reluctantly goes on a date with Jon, he takes her to see a film called Sludge Monster VII: The Oozing. When Jon asks Liz if she wants a bucket of popcorn, she asks for just the bucket.


            	Christmas tree, on rare occasions, we find Garfield sitting by the Christmas tree. Sometimes on Christmas Day, sometimes Christmas Eve.


            	House, as in the house in which the comic takes place: there are hints of a two-story house. On Garfields 16th birthday, as Garfield is expecting a surprise, it appears that there is a staircase in the background, but when viewed from outside the house in a later comic, the house appears as a one-story. Also in one comic strip Garfield falls through the ceiling claiming he jumped out of bed. In Here Comes Garfield, Garfield is seen walking down the stairs during Lou Rawls' Long About Midnight song. There have also been many episodes of Garfield and Friends featuring a staircase. In the strip, the address is 711 Maple Street . In the TV series and specials, a possible address for the house is 357 Shady Grove Lane according to Pizza Patrol, though in Here Comes Garfield and Garfield: His 9 Lives, it is Main Street.


            	Coffee Shop, Jon and Garfield have recently been going to a coffee shop called "Xan's Cafe Caffeine". Garfield states they don't go to the shop much because Jon will get latte on his face, forming a foam mustache.


            	Restaurants, since Garfield has a love for food, they will often eat out. Most trips end up embarrassing because Garfield will pig out, or Jon will do something stupid, including wearing an ugly shirt, which happened one night when he took Liz on a date. When Jon does take Liz on a date, Garfield always tags along, and he once filled up on bread.

          


          


          Short storylines


          Garfield comic strips have occasionally featured some members of Jim Daviss other cartoon strip, U.S. Acres (known as Orsons Farm outside the US).


          Garfield often engages in one- to two-week-long interactions with a minor character, event, or thing, such as Nermal, Arlene, the mailman, an alarm clock, a talking scale, the TV, Pooky, spiders, mice, balls of yarn, dieting, shedding, pie throwing, fishing, Mondays (The Monday That Wouldnt Die), birthdays, lasagna, the Caped Avenger (Garfields alter ego), Mrs. Feeny, colds, hallucinations with birthday displeasures or dietary complications, talks with his grandfather, etc.


          Other unique themes are things like Garfields Believe It or Dont, Garfields Law, and Garfields History of Cats, which show science, history and the world from Garfields point of view. Another particular theme is the National Fat Week, where Garfield spends the week making fun of skinny people. Also, there was a time when Garfield caught Odie eating Garfields food, so Garfield kicked Odie into next week. Soon, Garfield realizes that life isnt the same without Odie. He keeps making me fall into my food, with the result of Garfield falling into his food by himself. Soon after, Garfield is lying in his bed with a nagging feeling that I forgot something, with Odie landing on Garfield in the next panel. Ever since Jon and liz go out more frequently, Jon has started hiring pet sitters to look after Garfield and Odie, though they don't always work out. Two particular examples are Lillian, an eccentric old lady with odd quirks, and Greta, a muscle bound woman who was hired to look after the pets during New Years. Most of December is spent preparing for Christmas, with a predictable focus on presents.


          Every week before June 19, the strip focuses on Garfield's birthday, which he dreads because of his fear of getting older. This started happening after his sixth birthday. But, before his 29th birthday, Liz put Garfield on a diet. And on June 19, 2007, Garfield was given the greatest birthday present: IM OFF MY DIET! (Note: This is the first time the dieting and birthday themes came together in a series of strips.) Occasionally the strip celebrates as well with scary-themed jokes, such as mask gags. There are also seasonal jokes, with snow-related gags common in January or February and beach or heat themed jokes in the summer.


          


          One storyline, which ran the week before Halloween in 1989 ( Oct 23 to Oct 28), is unique among Garfield strips in that it is not meant to be humorous. It depicts Garfield awakening in a future in which the house is abandoned and he no longer exists. In tone and imagery the storyline for this series of strips is very similar to the animation segment for Valse Triste from Allegro non troppo, which depicts a ghostly cat roaming around the ruins of the home it once inhabited.


          There was some speculation about what these strips meant, including the possibility that Garfield was either dead or starving to death in an abandoned house, imagining future strips in a state of denial. Jim Davis is reported to have actually laughed loudly when informed of these rumors circulating on the internet. In Garfields Twentieth Anniversary Collection, in which the strips are reprinted, Jim Davis discusses the genesis for this series of strips. His caption, in its entirety states:


          
            	During a writing session for week, I often told bad jokes.

          


          Another storyline used often is when Garfield gets lost or runs away. One of these storylines lasted for over a month; it started when Jon tells Garfield to go get the newspaper. Garfield walks outside to get it, but speculates what will happen if he wanders off. Jon notices Garfield has been gone too long, so he sends Odie out to find him. He quickly realizes his mistake (Odie, being not too bright, also gets lost). Jon starts to get lonely, so he offers a reward for the return of Garfield and Odie. He is not descriptive, so animals including an elephant, monkeys, a seal, a snake, a kangaroo & joey, and turtles are brought to Jons house for the reward. After a series of events, including Odie being adopted by a small girl, both pets meeting up at a circus that they briefly joined, and both going to a pet shop, Garfield and Odie make it back home. Another involved Jon going away on a business trip, leaving Garfield a week's worth of food which he devoured instantly, so Garfield leaves his house and gets locked out. He then reunites with his parents, and eventually makes it back home in the snow on Christmas.


          


          Marketing and products


          


          As a result of the worldwide proliferation of the comic strip, Paws, Inc. has become a global licensing powerhouse, selling the characters images for production on a wide variety of products, including common objects like food, toys, and household items. A franchise of stores selling exclusively Garfield-brand products has become popular outside of North America.


          In North America, the most mainstream appearances of Garfield are traditionally compilations of the comic strip, as well as other entertainment media, such as television, as the franchise expanded over time. However, Garfields main success has come from the comic strip, and The Simpsons were able to dominate Garfield in the global markets by 1996 .


          


          Tourism


          Marion, and surrounding Grant County, Indiana have erected a series of Garfield statues around the area. The brainchild of local leader Pete Beck (a county councilman at the time), the basic idea is to place a likeness of Garfield in each community in the county. It is hoped that as the project matures Garfield fans will travel to Grant County and make a circuit to see all of the statues. The statues are made of hollow fibreglass after private fundraising provides for the construction at each location. Native son and creator of Garfield, Jim Davis has donated the artwork to create the statues royalty free.


          Statues have been erected at these locations:


          
            	First Fairmount, "James Dean Garfield" was unveiled in August 2006. He is dressed in cool attire, sporting an open-button collar and denim jeans, placed outside the Fairmount Library.


            	In Sweetser, "College-bound Garfield" was unveiled in Summer 2006; the statue is located along the popular Sweetser Switch Trail after money was raised by the Sweetser Lions Club. This one is in place in front of the train. Unfortunately, this one was vandalized as its lower left arm was cut off, but the statue was repaired by summer 2007.


            	Marion, downtown along the Mississinewa River, at the start of the popular River Walk leading to Matter Park, and was unveiled in July 2006. "Health and Fitness Garfield" is dressed in running attire sporting the colors of Marion High School and carries a water bottle. This one has been vandalized when a man hugged Garfield too tightly and the head came off. The head was discovered at the Mississinewa Reservoir, and eventually restored to its body.


            	Van Buren, as a "Tribute to the Popcorn Capital", Garfield was unveiled during the 2006 Popcorn Festival. Garfield is dressed in the athletic uniform of the long-defunct Van Buren High School "Aces."


            	Marion General Hospital, unveiled Dr. Garfield May 11, 2007. He is wearing surgical scrubs, holding a stethoscope and resting one foot on a first aid kit.


            	Although not an official part of the project, in a similar vein Arbor Trace Golf Club commissioned a local chainsaw artist to carve a wooden Garfield statue which has been placed in the clubhouse. Garfield is nattily dressed in a duffer leaning on his driver.

          


          More statues are planned in other communities in the area as funds are raised to erect them. The town of Swayzee hopes to erect a Garfield statue later in 2007. Fundraising has begun in the town of Jonesboro with a preliminary design of Garfield dressed as a firefighter, commemorating that Joneboro was the home of the first organized fire department in the county. The town of Matthews has announced plans for a Garfield statue posed as a fisherman.


          
            Retrieved from " http://en.wikipedia.org/wiki/Garfield"
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                  Allium sativum, known as garlic
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Liliopsida

                  


                  
                    	Order:

                    	Asparagales

                  


                  
                    	Family:

                    	Alliaceae

                  


                  
                    	Subfamily:

                    	Allioideae

                  


                  
                    	Tribe:

                    	Allieae

                  


                  
                    	Genus:

                    	Allium

                  


                  
                    	Species:

                    	A. sativum

                  

                

              
            


            
              	Binomial name
            


            
              	Allium sativum

              L.
            

          


          Allium sativum L., commonly known as garlic, is a species in the onion family Alliaceae. Its close relatives include the onion, the shallot, and the leek. Garlic has been used throughout recorded history for both culinary and medicinal purposes. It has a characteristic pungent, spicy flavor that mellows and sweetens considerably with cooking. There is much folklore and confusion surrounding this ancient plant.


          A bulb of garlic, the most commonly used part of the plant, is divided into numerous fleshy sections called cloves. The cloves are used as seed, for consumption (raw or cooked), and for medicinal purposes. The leaves, stems (scape) and flowers (bulbils) on the head (spathe) are also edible and most often consumed while immature and still tender. The papery, protective layers of 'skin' over various parts of the plant and the roots attached to the bulb are the only parts not considered palatable.


          


          Origin and distribution
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              Garlic output in 2005
            

          


          The ancestry of cultivated garlic, according to Zohary and Hopf, is not definitely established: "a difficulty in the identification of its wild progenitor is the sterility of the cultivars."


          Allium sativum grows in the wild in areas where it has become naturalised; it probably descended from the species Allium longicuspis, which grows wild in south-western Asia. The 'wild garlic', 'crow garlic' and 'field garlic' of Britain are the species Allium ursinum, Allium vineale and Aleum oleraceum, respectively. In North America, 'Allium vineale, known as 'wild-' or 'crow garlic', and Allium canadense, known as 'meadow-' or 'wild garlic' and 'wild onion', are common weeds in fields. One of the best known "garlics," the so-called elephant garlic, is actually a wild leek ( Allium ampeloprasum).
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          Cultivation
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          Garlic is easy to grow and can be grown year-round in mild climates. In cold climates, cloves can be planted in the ground about six weeks before the soil freezes, and harvested in late spring. Garlic plants are not attacked by pests. They can suffer from pink root, a disease that stunts the roots and turns them pink or red. Garlic plants can be grown close together, leaving enough room for the bulbs to mature, and are easily grown in containers of sufficient depth.


          


          Production Trends


          Garlic is grown globally, but China is by far the largest producer of garlic with approximately 23 billion pounds annually, accounting for over 75% of world output. India (4%) and South Korea (3%) follow, with the United States (2%) in fourth place, where garlic is grown primarily as a cash crop in every state except for Alaska. This leaves 16% of global garlic production in countries that produce less than 2% of global output.


          


          Uses


          


          Culinary uses
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              Garlic being crushed using a garlic press.
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              Garlic bulbs and individual cloves, one peeled.
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          Garlic is widely used around the world for its pungent flavor, as a seasoning or condiment. The flavour varies in intensity and aroma with cooking methods. It is often paired with onion, tomato, or ginger. The parchment-like skin is much like the skin of an onion, and is typically removed before using in raw or cooked form. An alternative is to cut the top off the bulb, coat cloves of garlic by dribbling olive oil (or other oil based seasoning) over them and roast them in the oven. The garlic softens and can be extracted from the cloves by squeezing the (root) end of the bulb or individually by squeezing one end of the clove.


          Oils are often flavored with garlic cloves. Commercially prepared oils are widely available, but when preparing garlic-infused oil at home, there is a risk of botulism if the product is not stored properly. To reduce this risk, the oil should be refrigerated and used within one week. Manufacturers add acids and/or other chemicals to eliminate the risk of botulism in their products.


          In Chinese cuisine, the young bulbs are pickled for 36 weeks in a mixture of sugar, salt and spices. In Russia and the Caucasus, the shoots are pickled and eaten as an appetizer.


          It is widely used with kebabs, mezes and various meals in Turkish cuisine.


          Immature scapes are tender and edible. They are also known as 'garlic spears', 'stems', or 'tops'. Scapes generally have a milder taste than cloves. They are often used in stir frying or prepared like asparagus. Garlic leaves are a popular vegetable in many parts of Asia, particularly Chinese, Vietnamese, Cambodian, Laotian and Korean cuisines. The leaves are cut, cleaned and then stir-fried with eggs, meat, or vegetables.


          Garlic is essential to several Mediterranean dishes. Mixing garlic with eggs and olive oil produces aioli ("garlic and oil" in Provenal). The Spanish variant does not use eggs. Garlic, oil, and a chunky base produce skordalia (from the Greek and Italian names of garlic). Blending garlic, almond, oil and soaked bread produces ajoblanco (ajo blanco is Spanish for "white garlic"). Le Tourin is a French garlic soup.


          In Asia, garlic is fundamental to Korean and Thai cuisine. In Chinese cuisine, it is usually chopped and stir-fried with chopped ginger and other aromatics in oil as the basis of sauces. Japanese cuisine uses very little garlic.


          


          Storage


          Domestically, garlic is stored warm (above 18C or 64F) and dry, to keep it dormant (so that it does not sprout). It is traditionally hung; softneck varieties are often braided in strands called "plaits", or in short plaits. Plaits are sometimes called grappes, following French usage.


          Commercially, garlic is stored at 0C, also dry.


          


          Historical use


          From the earliest times garlic has been used as a food. It formed part of the diet of the Israelites in Egypt (Numbers 11:5) and of the labourers employed by Khufu in constructing the pyramid. Garlic is still grown in Egypt, but the Syrian variety is the kind most esteemed now (see Rawlinson's Herodotus, 2.125).


          It was consumed by the ancient Greek and Roman soldiers, sailors and rural classes (Virgil, Ecologues ii. 11), and, according to Pliny the Elder ( Natural History xix. 32), by the African peasantry. Galen eulogizes it as the "rustic's theriac" (cure-all) (see F Adams's Paulus Aegineta, p. 99), and Alexander Neckam, a writer of the 12th century (see Wright's edition of his works, p. 473, 1863), recommends it as a palliative of the heat of the sun in field labor.


          In his Natural History Pliny gives an exceedingly long list of scenarios in which it was considered beneficial (N.H. xx. 23). Dr. T. Sydenham valued it as an application in confluent smallpox, and, says Cullen (Mat. Med. ii. p. 174, 1789), found some dropsies cured by it alone. Early in the 20th century, it was sometimes used in the treatment of pulmonary tuberculosis or phthisis.
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          Garlic was rare in traditional English cuisine (though it is said to have been grown in England before 1548), and has been a much more common ingredient in Mediterranean Europe. Garlic was placed by the ancient Greeks on the piles of stones at cross-roads, as a supper for Hecate ( Theophrastus, Characters, The Superstitious Man); and according to Pliny, garlic and onions were invoked as deities by the Egyptians at the taking of oaths. (Pliny also states that garlic de-magnetizes loadstones, which is not factual.) The inhabitants of Pelusium in lower Egypt, who worshipped the onion, are said to have had an aversion to both onions and garlic as food.


          To prevent the plant from running to leaf, Pliny (N.H. xix. 34) advised bending the stalk downward and covering with earth; seeding, he observes, may be prevented by twisting the stalk (by "seeding", he most likely means the development of small, less potent bulbs).


          


          Medicinal use and health benefits


          
            
              	Components of garlic
            


            
              	Phytochemicals

              	 Nutrients
            


            
              	Allicin

              	 Calcium
            


            
              	Beta-carotene

              	 Folate
            


            
              	Beta-sitosterol

              	 Iron
            


            
              	Caffeic acid

              	 Magnesium
            


            
              	Chlorogenic acid

              	 Manganese
            


            
              	Diallyl disulfide

              	 Phosphorus
            


            
              	Ferulic acid

              	 Potassium
            


            
              	Geraniol

              	 Selenium
            


            
              	Kaempferol

              	 Zinc
            


            
              	Linalool

              	 Vitamin B1 (Thiamine)
            


            
              	Oleanolic acid

              	 Vitamin B2 (Riboflavin)
            


            
              	P-coumaric acid

              	 Vitamin B3 (Niacin)
            


            
              	Phloroglucinol

              	 Vitamin C
            


            
              	Phytic acid

              	
            


            
              	Quercetin

              	
            


            
              	Rutin

              	
            


            
              	S-Allyl cysteine

              	
            


            
              	Saponin

              	
            


            
              	Sinapic acid

              	
            


            
              	Stigmasterol

              	
            


            
              	Alliin

              	
            


            
              	Source: Balch p 97
            

          


          Garlic has been used as both food and medicine in many cultures for thousands of years, dating as far back as the time that the Egyptian pyramids were built. Garlic is claimed to help prevent heart disease including atherosclerosis, high cholesterol, high blood pressure, and cancer.


          Animal studies, and some early investigational studies in humans, have suggested possible cardiovascular benefits of garlic. A Czech study found garlic supplementation reduced accumulation of cholesterol on vascular walls of animals. Another study had similar results, with garlic supplementation significantly reducing the placque in the aortas of cholesterol-fed rabbits. Another study showed that supplementation with garlic extract inhibited vascular calcification in human patients with high blood cholesterol.


          However, a NIH-funded randomized clinical trial published in Archives of Internal Medicine in 2007 found that consumption of garlic, in any form, did not reduce cholesterol levels in patients with moderately high baseline levels.


          With regard to this clinical trial, theheart.org reports:


          
            
              	

              	Despite decades of research suggesting that garlic can improve cholesterol profiles, a new NIH-funded trial found absolutely no effects of raw garlic or garlic supplements on LDL, HDL, or triglycerides... The findings underscore the hazards of meta-analyses made up of small, flawed studies and the value of rigorously studying popular herbal remedies.

              	
            

          


          In 2007 a BBC news story reported that Allium sativum may have beneficial properties, such as preventing and fighting the common cold. This assertion has the backing of long tradition. Traditional British herbalism used garlic for hoarseness and coughs, both as a syrup and in a salve made of garlic and lard, which was rubbed on the chest and back. The Cherokee also used it as an expectorant for coughs and croup.


          Allium sativum has been found to reduce platelet aggregation and hyperlipidemia.


          Garlic is also alleged to help regulate blood sugar levels. Regular and prolonged use of therapeutic amounts of aged garlic extracts lower blood homocysteine levels, and has shown to prevent some complications of diabetes mellitus. People taking insulin should not consume medicinal amounts of garlic without consulting a physician. In such applications, garlic must be fresh and uncooked, or the allicin will be lost.


          Allium sativum may also possess cancer-fighting properties due to the presence of allylic sulfur compounds such as diallyl disulfide (DADs), believed to be an anticarcinogen.


          In 1858, Louis Pasteur observed garlic's antibacterial activity, and it was used as an antiseptic to prevent gangrene during World War I and World War II. More recently it has been found from a clinical trial that a mouthwash containing 2.5% fresh garlic shows good antimicrobial activity, although the majority of the participants reported an unpleasant taste and halitosis.


          In modern naturopathy, garlic is used as a treatment for intestinal worms and other intestinal parasites, both orally and as an anal suppository. Garlic cloves are used as a remedy for infections (especially chest problems), digestive disorders, and fungal infections such as thrush.


          Garlic has been reasonably successfully used in AIDS patients to treat cryptosporidium in an uncontrolled study in China. It has also been used by at least one AIDS patient to treat toxoplasmosis, another protozoal disease.


          Garlic supplementation in rats along with a high protein diet has been shown to boost testosterone levels.


          To maximise health benefits from consuming cooked garlic, it has been suggested to allow crushed or chopped garlic to rest for 15 minutes before use to allow enzyme reactions to occur. However the primary compound of interest from this reaction, allicin, is generally deactivated during cooking due to its instability, and may be more beneficial consumed raw.


          


          Properties


          When crushed, Allium sativum yields allicin, a powerful antibiotic and anti-fungal compound ( phytoncide). However due to poor bioavailability it is of limited use for oral consumption. It also contains alliin, ajoene, enzymes, vitamin B, minerals, and flavonoids.


          The percentage composition of the bulbs is given by E. Solly (Trans. Hon. Soc. Loud., new ser., iii. p. 60) as water 84.09%, organic matter 13.38%, and inorganic matter 1.53% - that of the leaves being water 87.14%, organic matter 11.27% and inorganic matter 1.59%.
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          The phytochemicals responsible for the sharp flavor of garlic are produced when the plant's cells are damaged. When a cell is broken by chopping, chewing, or crushing, enzymes stored in cell vacuoles trigger the breakdown of several sulfur-containing compounds stored in the cell fluids. The resultant compounds are responsible for the sharp or hot taste and strong smell of garlic. Some of the compounds are unstable and continue to evolve over time. Among the members of the onion family, garlic has by far the highest concentrations of initial reaction products, making garlic much more potent than onions, shallots, or leeks. Although people have come to enjoy the taste of garlic, these compounds are believed to have evolved as a defensive mechanism, deterring animals like birds, insects, and worms from eating the plant.


          A large number of sulfur compounds contribute to the smell and taste of garlic. Diallyl disulfide is believed to be an important odour component. Allicin has been found to be the compound most responsible for the spiciness of raw garlic. This chemical opens thermoTRP ( transient receptor potential) channels that are responsible for the burning sense of heat in foods. The process of cooking garlic removes allicin, thus mellowing its spiciness.


          When eaten in quantity, garlic may be strongly evident in the diner's sweat and breath the following day. This is because garlic's strong smelling sulfur compounds are metabolized forming allyl methyl sulfide. Allyl methyl sulfide (AMS) cannot be digested and is passed into the blood. It is carried to the lungs and the skin where it is excreted. Since digestion takes several hours, and release of AMS several hours more, the effect of eating garlic may be present for a long time.


          This well-known phenomenon of "garlic breath" is alleged to be alleviated by eating fresh parsley. The herb is, therefore, included in many garlic recipes, such as Pistou, Persillade and the garlic butter spread used in garlic bread. However, since the odour results mainly from digestive processes placing compounds such as AMS in the blood, and AMS is then released through the lungs over the course of many hours, eating parsley provides only a temporary masking. One way of accelerating the release of AMS from the body is the use of a sauna. Due to its strong odour, garlic is sometimes called the "stinking rose".


          Because of the AMS in the bloodstream, it is believed by some to act as a mosquito repellent. However there is no evidence to suggest that garlic is actually effective for this purpose.


          


          Superstition and mythology


          Garlic has been regarded as a force for both good and evil. A Christian myth considers that after Satan left the Garden of Eden, garlic arose in his left footprint, and onion in the right. In Europe, many cultures have used garlic for protection or white magic, perhaps owing to its reputation as a potent preventative medicine. Central European folk beliefs considered garlic a powerful ward against demons, werewolves, and vampires. To ward off vampires, garlic could be worn, hung in windows or rubbed on chimneys and keyholes.


          Colloidal silver is often used as antibacterial agent. As with silver, the association of garlic to evil spirits may be based on the antibacterial, antiparasitic value of garlic, which could prevent infections that lead to delusions, and other related mental illness symptoms.


          In Northeastern India, it is believed that garlic mixed with water spread around the home will keep snakes from entering.


          


          Cautions


          
            	Known adverse effects of garlic include halitosis (non-bacterial), indigestion, nausea, emesis and diarrhea.

          


          
            	Garlic may interact with warfarin, antiplatelets, saquinavir, antihypertensives, Calcium channel blockers, hypoglycemic drugs, as well as other medications. Consult a health professional before taking a garlic supplement or consuming excessive amounts of garlic.

          


          
            	Garlic can thin the blood similar to the effect of aspirin.

          


          
            	Cases of botulism have been caused by consuming garlic-in-oil preparations. It is important to add acid when creating these mixtures and to keep them refrigerated to retard bacterial growth.

          


          
            	Whilst culinary quantities are considered safe for consumption, very high quantities of garlic and garlic supplements have been linked with an increased risk of bleeding, particularly during pregnancy and after surgery and child birth. Some breastfeeding mothers have found their babies slow to feed and have noted a garlic odour coming from their baby when they have consumed garlic. The safety of garlic supplements had not been determined for children.

          


          
            	The side effects of long-term garlic supplementation, if any exist, are largely unknown and no FDA-approved study has been performed. However, garlic has been consumed for several thousand years without any adverse long-term effects, suggesting that modest quantities of garlic pose, at worst, minimal risks to normal individuals. Possible side effects include gastrointestinal discomfort, sweating, dizziness, allergic reactions, bleeding, and menstrual irregularities.

          


          
            	Some degree of liver toxicity has been demonstrated in rats, particularly in large quantities

          


          
            	There have been several reports of serious burns resulting from garlic being applied topically for various purposes, including naturopathic uses and acne treatment. On the basis of numerous reports of such burns, including burns to children, topical use of raw garlic, as well as insertion of raw garlic into body cavities is discouraged. In particular, topical application of raw garlic to young children is not advisable.

          


          
            	Garlic and onions are toxic to cats and dogs.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Garlic"
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          A gas is one of the states of matter, consisting of a collection of particles (molecules, atoms, ions, electrons, etc.) without a definite shape or volume that are in more or less random motion.


          


          Physical characteristics


          Due to the electronic nature of the aforementioned particles, a " force field" is present throughout the space around them. Interactions between these "force fields" from one particle to the next give rise to the name intermolecular forces. Dependent on distance, these intermolecular forces influence the motion of these particles and hence their thermodynamic properties. It must be noted that at the temperatures and pressures characteristic of many applications, these particles are normally greatly separated. This separation corresponds to a very weak attractive force. As a result, for many applications, this intermolecular force becomes negligible.


          A gas also exhibits the following characteristics:


          
            	Relatively low density and viscosity compared to the solid and liquid states of matter.


            	Will expand and contract greatly with changes in temperature or pressure, thus the term "compressible".


            	Will diffuse readily, spreading apart in order to homogeneously distribute itself throughout any container.

          


          


          Macroscopic


          When analyzing a system, it is typical to specify a length scale. A larger length scale may correspond to a macroscopic view of the system, while a smaller length scale corresponds to a microscopic view.


          On a macroscopic scale, the quantities measured are in terms of the large scale effects that a gas has on a system or its surroundings such as its velocity, pressure, or temperature. Mathematical equations, such as the Extended hydrodynamic equations, Navier-Stokes equations and the Euler equations have been developed to attempt to model the relations of the pressure, density, temperature, and velocity of a moving gas.


          


          Pressure


          The pressure exerted by a gas uniformly across the surface of a container can be described by simple kinetic theory. The particles of a gas are constantly moving in random directions and frequently collide with the walls of the container and/or each other. These particles all exhibit the physical properties of mass, momentum, and energy, which all must be conserved. In classical mechanics, Momentum, by definition, is the product of mass and velocity. Kinetic energy is one half the mass multiplied by the square of the velocity.


          The sum of all the normal components of force exerted by the particles impacting the walls of the container divided by the area of the wall is defined to be the pressure. The pressure can then be said to be the average linear momentum of these moving particles. A common misconception is that the collisions of the molecules with each other is essential to explain gas pressure, but in fact their random velocities are sufficient to define this quantity.


          


          Temperature


          The temperature of any physical system is the result of the motions of the molecules and atoms which make up the system. In statistical mechanics, temperature is the measure of the average kinetic energy stored in a particle. The methods of storing this energy are dictated by the degrees of freedom of the particle itself ( energy modes). These particles have a range of different velocities, and the velocity of any single particle constantly changes due to collisions with other particles. The range in speed is usually described by the Maxwell-Boltzmann distribution.


          


          Specific Volume


          When performing a thermodynamic analysis, it is typical to speak of intensive and extensive properties. Properties which depend on the amount of gas are called extensive properties, while properties that do not depend on the amount of gas are called intensive properties. Specific volume is an example of an intensive property because it is the volume occupied by a unit of mass of a material, meaning we have divided through by the mass in order to obtain a quantity in terms of, for example,[image: \textstyle \frac{m^3}{kg} ]. Notice that the difference between volume and specific volume differ in that the specific quantity is mass independent.


          


          Density


          Because the molecules are free to move about in a gas, the mass of the gas is normally characterized by its density. Density is the mass per volume of a substance or simply, the inverse of specific volume. For gases, the density can vary over a wide range because the molecules are free to move. Macroscopically, density is a state variable of a gas and the change in density during any process is governed by the laws of thermodynamics. Given that there are many particles in completely random motion, for a static gas, the density is the same throughout the entire container. Density is therefore a scalar quantity; it is a simple physical quantity that has a magnitude but no direction associated with it. It can be shown by kinetic theory that the density is proportional to the size of the container in which a fixed mass of gas is confined.


          


          Microscopic


          On the microscopic scale, the quantities measured are at the molecular level. Different theories and mathematical models have been created to describe molecular or particle motion. A few of the gas-related models are listed below.


          


          Kinetic theory


          Kinetic theory attempts to explain macroscopic properties of gases by considering their molecular composition and motion.


          


          Brownian motion


          Brownian motion is the mathematical model used to describe the random movement of particles suspended in a fluid often called particle theory.


          Since it is at the limit of (or beyond) current technology to observe individual gas particles (atoms or molecules), only theoretical calculations give suggestions as to how they move, but their motion is different from Brownian Motion. The reason is that Brownian Motion involves a smooth drag due to the frictional force of many gas molecules, punctuated by violent collisions of an individual (or several) gas molecule(s) with the particle. The particle (generally consisting of millions or billions of atoms) thus moves in a jagged course, yet not so jagged as we would expect to find if we could examine an individual gas molecule.


          


          Intermolecular forces


          As discussed earlier, momentary attractions (or repulsions) between particles have an effect on gas dynamics. In physical chemistry, the name given to these "intermolecular forces" is the "Van der Waals force".


          


          Simplified models


          An equation of state (for gases) is a mathematical model used to roughly describe or predict the state of a gas. At present, there is no single equation of state that accurately predicts the properties of all gases under all conditions. Therefore, a number of much more accurate equations of state have been developed for gases under a given set of assumptions. The "gas models" that are most widely discussed are "Real Gas", "Ideal Gas" and "Perfect Gas". Each of these models have their own set of assumptions to, basically, make our lives easier when we want to analyze a given thermodynamic system.


          


          Real gas


          Real gas effects refers to an assumption base where the following are taken into account:


          
            	Compressibility effects


            	Variable heat capacity


            	Van der Wall forces


            	Non-equilibrium thermodynamic effects


            	Issues with molecular dissociation and elementary reactions with variable composition.

          


          For most applications, such a detailed analysis is excessive. An example where "Real Gas effects" would have a significant impact would be on the Space Shuttle re-entry where extremely high temperatures and pressures are present.


          


          Ideal gas


          An "ideal gas" is a simplified "real gas" with the following assumptions:


          
            	The compressibility factor Z is set to 1, thus making the gas incompressible.


            	The state variables will follow the ideal gas law.

          


          This approximation is more suitable for applications in engineering although simpler models can be used to produce a "ball-park" range as to where the real solution should lie. An example where the "ideal gas approximation" would be suitable would be inside a combustion chamber of a jet engine. It may also be useful to keep the elementary reactions and chemical dissociations for calculating emissions.


          


          Perfect gas


          By definition, A perfect gas is one in which intermolecular forces are neglected. So, along with the assumptions of an Ideal Gas, the following assumptions are added:


          
            	Neglected intermolecular forces

          


          By neglecting these forces, the equation of state for a perfect gas can be simply derived from kinetic theory or statistical mechanics.


          This type of assumption is useful for making calculations very simple and easy to do. With this assumption we can apply the Ideal gas law without restriction and neglect many complications that may arise from the Van der Waals forces.


          Along with the definition of a perfect gas, there are also two more simplifications that can be made although various textbooks either omit or combine the following simplifications into a general "perfect gas" definition. For sake of clarity, these simplifications are defined separately.


          


          Thermally perfect


          
            	The gas is in Thermodynamic equilibrium


            	Not chemically reacting


            	Internal energy, Enthalpy, and Specific Heat are functions of Temperature only.

          


          e = e(T) h = h(T) de = CvdT dh = CpdT


          This type of approximation is useful for modeling, for example, an axial compressor where temperature fluctuations are usually not large enough to cause any significant deviations from the Thermally perfect gas model. Heat capacity is still allowed to vary, though only with temperature and molecules are not permitted to dissociate.


          


          Calorically perfect


          Finally, the most restricted gas model is one where all the above assumptions apply and we also apply:


          
            	Constant Specific Heats

          


          e = CvT h = CpT


          Although this may be the most restrictive model, it still may be accurate enough to make reasonable calculations. For example, if a model of one compression stage of the axial compressor mentioned in the previous example was made (one with variable Cp, and one with constant Cp) to compare the two simplifications, the deviation may be found at a small enough order of magnitude that other factors that come into play in this compression would have a greater impact on the final result than whether or not Cp was held constant. (compressor tip-clearance, boundary layer/frictional losses, manufacturing impurities, etc.)


          


          Historical Synthesis


          Boyle's Law was perhaps the first expression of an equation of state. In 1662 Robert Boyle, an Irishman, performed a series of experiments employing a J-shaped glass tube, which was sealed on one end. Mercury was added to the tube, trapping a fixed quantity of air in the short, sealed end of the tube. Then the volume of gas was carefully measured as additional mercury was added to the tube. The pressure of the gas could be determined by the difference between the mercury level in the short end of the tube and that in the long, open end. Through these experiments, Boyle noted that the gas volume varied inversely with the pressure. In mathematical form, this can be stated as: pV = constant.


          This law is used widely to describe different thermodynamic processes by adjusting the equation to read pVn = constant and then varying the n through different values such as the specific heat ratio, .


          In 1787 the French physicist Jacques Charles found that oxygen, nitrogen, hydrogen, carbon dioxide, and air expand to the same extent over the same 80 kelvin interval.


          In 1802, Joseph Louis Gay-Lussac published results of similar experiments, indicating a linear relationship between volume and temperature: V1 / T1 = V2 / T2


          In 1801 John Dalton published the Law of Partial Pressures: The pressure of a mixture of gases is equal to the sum of the pressures of all of the constituent gases alone. Mathematically, this can be represented for n species as: Pressuretotal = Pressure1 + Pressure2 + ... + Pressuren


          


          Special Topics


          


          Compressibility


          The compressibility factor (Z) is used to alter the ideal gas equation to account for the real gas behaviour. It is sometimes referred to as a "fudge-factor" to make the ideal gas law more accurate for the application. Usually this Z value is very close to unity.


          


          Reynolds Number


          In fluid mechanics, the Reynolds number is the ratio of inertial forces (vs) to viscous forces (/L). It is one of the most important dimensionless numbers in fluid dynamics and is used, usually along with other dimensionless numbers, to provide a criterion for determining dynamic similitude.


          


          Viscosity


          As we saw earlier: Pressure acts perpendicular (normal) to the wall. The tangential (shear) component of the force that is left over is related to the viscosity of the gas. As an object moves through a gas, viscous effects become more prevalent.


          


          Turbulence


          In fluid dynamics, turbulence or turbulent flow is a flow regime characterized by chaotic, stochastic property changes. This includes low momentum diffusion, high momentum convection, and rapid variation of pressure and velocity in space and time.


          


          Boundary Layer


          Particles will, in effect, "stick" to the surface of an object moving through it. This layer of particles is called the boundary layer. At the surface of the object, it is essentially static due to the friction of the surface. The object, with its boundary layer is effectively the new shape of the object that the rest of the molecules "see" as the object approaches. This boundary layer can separate from the surface, essentially creating a new surface and completely changing the flow path. The classical example of this is a stalling airfoil.


          


          Maximum Entropy Principle


          As the total number of degrees of freedom approaches infinity, the system will be found in the macrostate that corresponds to the highest multiplicity.


          


          Thermodynamic Equilibrium


          Equilibrium thermodynamics applies if the energy change within a system occurs on a timescale large enough for a sufficient number of molecular collisions to occur so that the energy transfer between molecules and between energy modes to allow the new energy value to be distributed in equilibrium among the molecules. (For typical systems, this is on the order of a few nanoseconds)
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          A gas giant (sometimes also known as a Jovian planet or jovial planet after the planet Jupiter) is a large planet that is not primarily composed of rock or other solid matter. There are four gas giants in our Solar System; Jupiter, Saturn, Uranus, and Neptune. Uranus and Neptune may be considered a separate subclass of giant planets, 'ice giants', as they are mostly composed of water, ammonia, and methane, unlike the "traditional" gas giants Jupiter or Saturn. While all four planets lack a solid surface, the hydrogen and helium in Uranus and Neptune is mostly in the outermost region. A gas giant may have a rocky or metallic corein fact, such a core is thought to be required for a gas giant to form. The majority of the mass of Jupiter and Saturn is hydrogen and helium. Although familiar to us as gases on Earth, these constituents are thought to be compressed into liquids or solids deep in a gas giant's interior. The majority of Uranus and Neptune is icy, though again the extreme heat and pressure of these planets' interiors put the ices into less familiar physical states.


          Unlike rocky planets gas giants do not have a clearly defined surface. The atmospheres of gas giants simply become denser toward the core, perhaps with liquid or liquid-like states in between. Therefore one cannot "land on" such planets in the traditional sense. Terms such as diameter, surface area, volume, surface temperature, and surface density may refer only to the outermost layer visible from space.


          


          Common features


          The four solar system gas giants share a number of features. All have atmospheres that are mostly hydrogen and helium and that blend into the liquid interior at pressures greater than the critical pressure. On Jupiter and Saturn there is no clear boundary between atmosphere and body, but on Uranus and Neptune some models show that the boundary could indeed be sharp. In this regard, our four gas giants exemplify the classic "matter phase-gradient" in the materials sciences. They have very hot interiors, ranging from about 7,000 kelvin (K) for Uranus and Neptune to over 20,000 K for Jupiter. This great heat means that beneath their atmospheres the planets are most likely entirely liquid. Thus, when discussions refer to a "rocky core," one should not picture a ball of solid rock. Rather, what is meant is a region in which the concentration of heavier elements such as iron and nickel is greater than that in the rest of the planet.


          All four planets rotate relatively rapidly, which causes wind patterns to break up into east-west bands or stripes. These bands are prominent on Jupiter, muted on Saturn and Neptune, and barely detectable on Uranus.


          All four planets are accompanied by elaborate systems of rings and moons. Saturn's rings are the most spectacular and were the only ones known before the 1970s. As of 2008, Jupiter is known to have the most moons with sixty-three.


          


          Belt-zone circulation


          The bands seen in the Jovian atmosphere are due to counter-circulating streams of material called zones and belts, encircling the planet parallel to its equator.


          The zones are the lighter bands, and are at higher altitudes in the atmosphere. They have internal updraft, and are high-pressure regions. The belts are the darker bands. They are lower in the atmosphere, and have internal downdraft. They are low-pressure regions. These structures are somewhat analogous to high- and low-pressure cells in Earth's atmosphere, but they have a much different structure  latitudinal bands that circle the entire planet, as opposed to small confined cells of pressure. This appears to be a result of the rapid rotation and underlying symmetry of the planet. There are no oceans or landmasses to cause local heating, and the rotation speed is much faster than it is on Earth.


          There are smaller structures as well; spots of different sizes and colors. On Jupiter, the most noticeable of these features is the Great Red Spot, which has been present for at least 300 years. These structures are huge storms. Some such spots are thunderheads as well. Astronomers have observed lightning from a number of them.


          


          Jupiter and Saturn


          Jupiter and Saturn consist mostly of hydrogen and helium, with heavier elements making up between 3 and 13 percent of the mass. Their structures are thought to consist of an outer layer of molecular hydrogen, surrounding a layer of liquid metallic hydrogen, with a probable rocky core. The outermost portion of the hydrogen atmosphere is characterized by many layers of visible clouds that are mostly composed of water and ammonia. The metallic hydrogen layer makes up the bulk of each planet, and is described as "metallic" because the great pressure turns hydrogen into an electrical conductor. The core, if it exists, consists of heavier elements at such high temperatures (20000K) and pressures that their properties are poorly understood.


          


          Uranus and Neptune


          Uranus and Neptune have distinctly different interior compositions from Jupiter and Saturn. Models of their interior begin with a hydrogen-rich atmosphere that extends from the cloud-tops down to about 85% of Neptune's radius and 80% of Uranus'. Below this point is predominantly "icy", composed of water, methane and ammonia. There is also some rock and gas but various proportions of ice/rock/gas could mimic pure ice so the exact proportions are unknown.


          Very hazy atmosphere layers with a small amount of methane gives them aquamarine colors such as baby blue and ultramarine colors respectively. Both have magnetic fields that are sharply inclined to their axes of rotation.


          Unlike the other gas giants Uranus has an extreme tilt that causes its seasons to be severely pronounced.


          


          Extrasolar gas giants


          Because of the limited techniques currently available to detect extrasolar planets, many of those found to date have been of a size associated, in our solar system, with gas giants. Because these large planets are inferred to share more in common with Jupiter than with the other gas giant planets some have claimed that "Jovian planet" is a more accurate term for them. Many of the extrasolar planets are much closer to their parent stars and hence much hotter than gas giants in the solar system, making it possible that some of those planets are a type not observed in our solar system. Considering the relative abundances of the elements in the universe (approximately 98% hydrogen and helium) it would be surprising to find a predominantly rocky planet more massive than Jupiter. On the other hand previous models of planetary system formation suggested that gas giants would be inhibited from forming as close to their stars as have many of the new planets that have been observed.


          


          Terminology


          The term gas giant was coined in 1952 by the science fiction writer James Blish. Arguably it is somewhat of a misnomer, since throughout most of the volume of these planets all the components (other than solid materials in the core) are above the critical point and therefore there is no distinction between liquids and gases. "Fluid planet" would be a more accurate term. Jupiter is an exceptional case, having metallic hydrogen near the centre, but much of its volume is hydrogen, helium and traces of other gases above their critical points. The observable atmospheres of any of these planets (at less than unit optical depth) are quite thin compared to the planetary radii, only extending perhaps one percent of the way to the centre. Thus the observable portions are gaseous (in contrast to Mars and Earth, which have gaseous atmospheres through which the crust may be seen).


          The rather misleading term has caught on because planetary scientists typically use 'rock', 'gas', and 'ice' as shorthands for classes of elements and compounds commonly found as planetary constituents, irrespective of what phase they appear in. In the outer solar system, hydrogen and helium are "gases"; water, methane, and ammonia are "ices"; and silicates and metals are rock. When deep planetary interiors are considered, it may not be far off to say that, by "ice" astronomers mean oxygen and carbon, by "rock" they mean silicon, and by "gas" they mean hydrogen and helium.


          The alternative term "Jovian planet" refers to the Roman god Jupitera form of which is Jovis, hence Jovianand was intended to indicate that all of these planets were similar to Jupiter. However, the many ways in which Uranus and Neptune differ from Jupiter and Saturn have led some to use the term only for the latter two. Another term used is "jovial" or "jovial planet". Though more often this meaning represents Jupiter itself, it is used as a antonymic word for terrestrial planet (which can mean the Earth or a rocky planet).


          With this terminology in mind, some astronomers are starting to refer to Uranus and Neptune as "ice giants", to indicate the apparent predominance of the "ices" (in liquid form) in their interior composition.
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          Gas metal arc welding (GMAW), sometimes referred to by its subtypes metal inert gas (MIG) welding or metal active gas (MAG) welding, is a semi-automatic or automatic arc welding process in which a continuous and consumable wire electrode and a shielding gas are fed through a welding gun. A constant voltage, direct current power source is most commonly used with GMAW, but constant current systems, as well as alternating current, can be used. There are four primary methods of metal transfer in GMAW, called globular, short-circuiting, spray, and pulsed-spray, each of which has distinct properties and corresponding advantages and limitations.


          Originally developed for welding aluminium and other non-ferrous materials in the 1940s, GMAW was soon applied to steels because it allowed for lower welding time compared to other welding processes. The cost of inert gas limited its use in steels until several years later, when the use of semi-inert gases such as carbon dioxide became common. Further developments during the 1950s and 1960s gave the process more versatility and as a result, it became a highly used industrial process. Today, GMAW is the most common industrial welding process, preferred for its versatility, speed and the relative ease of adapting the process to robotic automation. The automobile industry in particular uses GMAW welding almost exclusively. Unlike welding processes that do not employ a shielding gas, such as shielded metal arc welding, it is rarely used outdoors or in other areas of air volatility. A related process, flux cored arc welding, often does not utilize a shielding gas, instead employing a hollow electrode wire that is filled with flux on the inside.


          


          Development


          The principles of gas metal arc welding began to be developed around the turn of the 19th century, with Humphry Davy's discovery of the electric arc in 1800. At first, carbon electrodes were used, but by the late 1800s, metal electrodes had been invented by N.G. Slavianoff and C. L. Coffin. In 1920, an early predecessor of GMAW was invented by P. O. Nobel of General Electric. It used a bare electrode wire and direct current, and used arc voltage to regulate the feed rate. It did not use a shielding gas to protect the weld, as developments in welding atmospheres did not take place until later that decade. In 1926 another forerunner of GMAW was released, but it was not suitable for practical use.


          It was not until 1948 that GMAW was finally developed by the Battelle Memorial Institute. It used a smaller diameter electrode and a constant voltage power source, which had been developed by H. E. Kennedy. It offered a high deposition rate but the high cost of inert gases limited its use to non-ferrous materials and cost savings were not obtained. In 1953, the use of carbon dioxide as a welding atmosphere was developed, and it quickly gained popularity in GMAW, since it made welding steel more economical. In 1958 and 1959, the short-arc variation of GMAW was released, which increased welding versatility and made the welding of thin materials possible while relying on smaller electrode wires and more advanced power supplies. It quickly became the most popular GMAW variation. The spray-arc transfer variation was developed in the early 1960s, when experimenters added small amounts of oxygen to inert gases. More recently, pulsed current has been applied, giving rise to a new method called the pulsed spray-arc variation.


          As noted, GMAW is currently one of the most popular welding methods, especially in industrial environments. It is used extensively by the sheet metal industry and, by extension, the automobile industry. There, the method is often used to do arc spot welding, thereby replacing riveting or resistance spot welding. It is also popular in robot welding, in which robots handle the workpieces and the welding gun to quicken the manufacturing process. Generally, it is unsuitable for welding outdoors, because the movement of the surrounding atmosphere can dissipate the shielding gas and thus make welding more difficult, while also decreasing the quality of the weld. The problem can be alleviated to some extent by increasing the shielding gas output, but this can be expensive and may also affect the quality of the weld. In general, processes such as shielded metal arc welding and flux cored arc welding are preferred for welding outdoors, making the use of GMAW in the construction industry rather limited. Furthermore, the use of a shielding gas makes GMAW an unpopular underwater welding process, and for the same reason it is rarely used in space applications.


          


          Equipment


          To perform gas metal arc welding, the basic necessary equipment is a welding gun, a wire feed unit, a welding power supply, an electrode wire, and a shielding gas supply.


          


          Welding gun and wire feed unit
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          The typical GMAW welding gun has a number of key partsa control switch, a contact tip, a power cable, a gas nozzle, an electrode conduit and liner, and a gas hose. The control switch, or trigger, when pressed by the operator, initiates the wire feed, electric power, and the shielding gas flow, causing an electric arc to be struck. The contact tip, normally made of copper and sometimes chemically treated to reduce spatter, is connected to the welding power source through the power cable and transmits the electrical energy to the electrode while directing it to the weld area. It must be firmly secured and properly sized, since it must allow the passage of the electrode while maintaining an electrical contact. Before arriving at the contact tip, the wire is protected and guided by the electrode conduit and liner, which help prevent buckling and maintain an uninterrupted wire feed. The gas nozzle is used to evenly direct the shielding gas into the welding zoneif the flow is inconsistent, it may not provide adequate protection of the weld area. Larger nozzles provide greater shielding gas flow, which is useful for high current welding operations, in which the size of the molten weld pool is increased. The gas is supplied to the nozzle through a gas hose, which is connected to the tanks of shielding gas. Sometimes, a water hose is also built into the welding gun, cooling the gun in high heat operations.


          The wire feed unit supplies the electrode to the work, driving it through the conduit and on to the contact tip. Most models provide the wire at a constant feed rate, but more advanced machines can vary the feed rate in response to the arc length and voltage. Some wire feeders can reach feed rates as high as 30.5m/min (1200in/min), but feed rates for semiautomatic GMAW typically range from 2 to 10m/min (75400in/min).


          


          Power supply


          Most applications of gas metal arc welding use a constant voltage power supply. As a result, any change in arc length (which is directly related to voltage) results in a large change in heat input and current. A shorter arc length will cause a much greater heat input, which will make the wire electrode melt more quickly and thereby restore the original arc length. This helps operators keep the arc length consistent even when manually welding with hand-held welding guns. To achieve a similar effect, sometimes a constant current power source is used in combination with an arc voltage-controlled wire feed unit. In this case, a change in arc length makes the wire feed rate adjust in order to maintain a relatively constant arc length. In rare circumstances, a constant current power source and a constant wire feed rate unit might be coupled, especially for the welding of metals with high thermal conductivities, such as aluminium. This grants the operator additional control over the heat input into the weld, but requires significant skill to perform successfully.


          Alternating current is rarely used with GMAW; instead, direct current is employed and the electrode is generally positively charged. Since the anode tends to have a greater heat concentration, this results in faster melting of the feed wire, which increases weld penetration and welding speed. The polarity can be reversed only when special emissive-coated electrode wires are used, but since these are not popular, a negatively charged electrode is rarely employed.


          


          Electrode


          Electrode selection is based primarily on the composition of the metal being welded, but also on the process variation being used, the joint design, and the material surface conditions. The choice of an electrode strongly influences the mechanical properties of the weld area, and is a key factor in weld quality. In general, the finished weld metal should have mechanical properties similar to those of the base material, with no defects such as discontinuities, entrained contaminants, or porosity, within the weld. To achieve these goals a wide variety of electrodes exist. All commercially available electrodes contain deoxidizing metals such as silicon, manganese, titanium, and aluminium in small percentages to help prevent oxygen porosity, and some contain denitriding metals such as titanium and zirconium to avoid nitrogen porosity. Depending on the process variation and base material being used, the diameters of the electrodes used in GMAW typically range from 0.7 to 2.4 mm (0.0280.095in), but can be as large as 4mm (0.16in). The smallest electrodes, generally up to 1.14mm (0.045in) are associated with the short-circuiting metal transfer process, while the most common spray-transfer process mode electrodes are usually at least 0.9mm (0.035in).
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          Shielding gas


          Shielding gases are necessary for gas metal arc welding to protect the welding area from atmospheric gases such as nitrogen and oxygen, which can cause fusion defects, porosity, and weld metal embrittlement if they come in contact with the electrode, the arc, or the welding metal. This problem is common to all arc welding processes, but instead of a shielding gas, many arc welding methods utilize a flux material which disintegrates into a protective gas when heated to welding temperatures. In GMAW, however, the electrode wire does not have a flux coating, and a separate shielding gas is employed to protect the weld. This eliminates slag, the hard residue from the flux that builds up after welding and must be chipped off to reveal the completed weld.


          The choice of a shielding gas depends on several factors, most importantly the type of material being welded and the process variation being used. Pure inert gases such as argon and helium are only used for nonferrous welding; with steel they do not provide adequate weld penetration (argon) or cause an erratic arc and encourage spatter (with helium). Pure carbon dioxide, on the other hand, allows for deep penetration welds but encourages oxide formation, which adversely affect the mechanical properties of the weld. Its low cost makes it an attractive choice, but because of the violence of the arc, spatter is unavoidable and welding thin materials is difficult. As a result, argon and carbon dioxide are frequently mixed in a 75%/25% to 90%/10% mixture. Generally, in short circuit GMAW, higher carbon dioxide content increases the weld heat and energy when all other weld parameters (volts, current, electrode type and diameter) are held the same. As the carbon dioxide content increases over 20%, spray transfer GMAW becomes increasingly problematic with thinner electrodes.


          Argon is also commonly mixed with other gases, such as oxygen, helium, hydrogen, and nitrogen. The addition of up to 5% oxygen (like the higher concentrations of carbon dioxide mentioned above) can be helpful in welding stainless steel or in very thin gauge materials, however, in most applications carbon dioxide is preferred. Increased oxygen makes the shielding gas oxidize the electrode, which can lead to porosity in the deposit if the electrode does not contain sufficient deoxidizers. Argon-helium mixtures are completely inert, and can be used on nonferrous materials. A helium concentration of 50%75% raises the voltage and increases the heat in the arc. Higher percentages of helium also improve the weld quality and speed of using alternating current for the welding of aluminum. Hydrogen is sometimes added to argon in small concentrations (up to about 5%) for welding nickel and thick stainless steel workpieces. In higher concentrations (up to 25% hydrogen), it is useful for welding conductive materials such as copper. However, it should not be used on steel, aluminium or magnesium because of the risk of hydrogen porosity. Additionally, nitrogen is sometimes added to argon to a concentration of 25%50% for welding copper, but the use of nitrogen, especially in North America, is limited. Mixtures of carbon dioxide and oxygen are similarly rarely used in North America, but are more common in Europe and Japan.


          Shielding gas mixtures of three or more gases are also available. claiming to improve weld quality. Mixtures of argon, carbon dioxide and oxygen are marketed for welding steels. Other mixtures add a small amount of helium to argon-oxygen combinations, these mixtures reportedly allow higher arc voltages and welding speed. Helium is also sometimes used as the base gas, with small amounts of argon and carbon dioxide added. Additionally, other specialized and often proprietary gas mixtures purport even greater benefits for specific applications.


          The desirable rate of gas flow depends primarily on weld geometry, speed, current, the type of gas, and the metal transfer mode being utilized. Welding flat surfaces requires higher flow than welding grooved materials, since the gas is dispersed more quickly. Faster welding speeds mean that more gas must be supplied to provide adequate coverage. Additionally, higher current requires greater flow, and generally, more helium is required to provide adequate coverage than argon. Perhaps most importantly, the four primary variations of GMAW have differing shielding gas flow requirementsfor the small weld pools of the short circuiting and pulsed spray modes, about 10 L/min (20 ft/ h) is generally suitable, while for globular transfer, around 15L/min (30ft/h) is preferred. The spray transfer variation normally requires more because of its higher heat input and thus larger weld pool; along the lines of 2025L/min (4050ft/h).


          


          Operation
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          In most of its applications, gas metal arc welding is a fairly simple welding process to learn, requiring no more than a week or two to master basic welding technique. Even when welding is performed by well-trained operators, however, weld quality can fluctuate, since it depends on a number of external factors. And all GMAW is dangerous, though perhaps less so than some other welding methods, such as shielded metal arc welding.


          


          Technique


          The basic technique for GMAW is quite simple, since the electrode is fed automatically through the torch. By contrast, in gas tungsten arc welding, the welder must handle a welding torch in one hand and a separate filler wire in the other, and in shielded metal arc welding, the operator must frequently chip off slag and change welding electrodes. GMAW requires only that the operator guide the welding gun with proper position and orientation along the area being welded. Keeping a consistent contact tip-to-work distance (the stickout distance) is important, because a long stickout distance can cause the electrode to overheat and will also waste shielding gas. Stickout distance varies for different GMAW weld processes and applications. For short-circuit transfer, the stickout is generally 1/4 inch to 1/2 inch, for spray transfer the stickout is generally 1/2 inch. The position of the end of the contact tip to the gas nozzle are related to the stickout distance and also varies with transfer type and application. The orientation of the gun is also importantit should be held so as to bisect the angle between the workpieces; that is, at 45 degrees for a fillet weld and 90 degrees for welding a flat surface. The travel angle or lead angle is the angle of the torch with respect to the direction of travel, and it should generally remain approximately vertical. However, the desirable angle changes somewhat depending on the type of shielding gas usedwith pure inert gases, the bottom of the torch is out often slightly in front of the upper section, while the opposite is true when the welding atmosphere is carbon dioxide.


          


          Quality


          Two of the most prevalent quality problems in GMAW are dross and porosity. If not controlled, they can lead to weaker, less ductile welds. Dross is an especially common problem in aluminum GMAW welds, normally coming from particles of aluminum oxide or aluminium nitride present in the electrode or base materials. Electrodes and workpieces must be brushed with a wire brush or chemically treated to remove oxides on the surface. Any oxygen in contact with the weld pool, whether from the atmosphere or the shielding gas, causes dross as well. As a result, sufficient flow of inert shielding gases is necessary, and welding in volatile air should be avoided.


          In GMAW the primary cause of porosity is gas entrapment in the weld pool, which occurs when the metal solidifies before the gas escapes. The gas can come from impurities in the shielding gas or on the workpiece, as well as from an excessively long or violent arc. Generally, the amount of gas entrapped is directly related to the cooling rate of the weld pool. Because of its higher thermal conductivity, aluminium welds are especially susceptible to greater cooling rates and thus additional porosity. To reduce it, the workpiece and electrode should be clean, the welding speed diminished and the current set high enough to provide sufficient heat input and stable metal transfer but low enough that the arc remains steady. Preheating can also help reduce the cooling rate in some cases by reducing the temperature gradient between the weld area and the base material.


          


          Safety


          Gas metal arc welding can be dangerous if proper precautions are not taken. Since GMAW employs an electric arc, welders wear protective clothing, including heavy leather gloves and protective long sleeve jackets, to avoid exposure to extreme heat and flames. In addition, the brightness of the electric arc can cause arc eye, in which ultraviolet light causes the inflammation of the cornea and can burn the retinas of the eyes. Helmets with dark face plates are worn to prevent this exposure, and in recent years, new helmet models have been produced that feature a liquid crystal-type face plate that self-darkens upon exposure to high amounts of UV light. Transparent welding curtains, made of a polyvinyl chloride plastic film, are often used to shield nearby workers and bystanders from exposure to the UV light from the electric arc.


          Welders are also often exposed to dangerous gases and particulate matter. GMAW produces smoke containing particles of various types of oxides, and the size of the particles in question tends to influence the toxicity of the fumes, with smaller particles presenting a greater danger. Additionally, carbon dioxide and ozone gases can prove dangerous if ventilation is inadequate. Furthermore, because the use of compressed gases in GMAW pose an explosion and fire risk, some common precautions include limiting the amount of oxygen in the air and keeping combustible materials away from the workplace. While porosity usually results from atmospheric contamination, too much shielding gas has a similar effect; if the flow rate is too high it may create a vortex that draws in the surrounding air, thereby contaminating the weld pool as it cools. The gas output should be felt (as a cool breeze) on a dry hand but not enough to create any noticeable pressure, this equates to between 2025 psi (mild and stainless steel). Above 26 volts the gas debit should be augmented slightly since the weld pool takes longer to cool. As a factor that is often ignored, many flow meters are never adjusted and typically run between 3545 psi. A healthy reduction of gas will not affect the quality of the weld, will save money on shielding gas and reduce the rate at which the tank must be replaced.


          


          Metal transfer modes


          


          Globular


          GMAW with globular metal transfer is often considered the most undesirable of the four major GMAW variations, because of its tendency to produce high heat, a poor weld surface, and spatter. The method was originally developed as a cost efficient way to weld steel using GMAW, because this variation uses carbon dioxide, a less expensive shielding gas than argon. Adding to its economic advantage was its high deposition rate, allowing welding speeds of up to 110mm/s (250in/min). As the weld is made, a ball of molten metal from the electrode tends to build up on the end of the electrode, often in irregular shapes with a larger diameter than the electrode itself. When the droplet finally detaches either by gravity or short circuiting, it falls to the workpiece, leaving an uneven surface and often causing spatter. As a result of the large molten droplet, the process is generally limited to flat and horizontal welding positions. The high amount of heat generated also is a downside, because it forces the welder to use a larger electrode wire, increases the size of the weld pool, and causes greater residual stresses and distortion in the weld area.


          


          Short-circuiting


          Further developments in welding steel with GMAW led to a variation known as short-circuiting or short-arc GMAW, in which carbon dioxide shields the weld, the electrode wire is smaller, and the current is lower than for the globular method. As a result of the lower current, the heat input for the short-arc variation is reduced, making it possible to weld thinner materials while decreasing the amount of distortion and residual stress in the weld area. As in globular welding, molten droplets form on the tip of the electrode, but instead of dropping to the weld pool, they bridge the gap between the electrode and the weld pool as a result of the greater wire feed rate. This causes a short circuit and extinguishes the arc, but it is quickly reignited after the surface tension of the weld pool pulls the molten metal bead off the electrode tip. This process is repeated about 100 times per second, making the arc appear constant to the human eye. This type of metal transfer provides better weld quality and less spatter than the globular variation, and allows for welding in all positions, albeit with slower deposition of weld material. Setting the weld process parameters (volts, amps and wire feed rate) within a relatively narrow band is critical to maintaining a stable arc: generally less than 200 amps and 22 volts for most applications. Like the globular variation, it can only be used on ferrous metals.


          


          Spray


          Spray transfer GMAW was the first metal transfer method used in GMAW, and well-suited to welding aluminium and stainless steel while employing an inert shielding gas. In this GMAW process, the weld electrode metal is rapidly passed along the stable electric arc from the electrode to the workpiece, essentially eliminating spatter and resulting in a high-quality weld finish. As the current and voltage increases beyond the range of short circuit transfer the weld electrode metal transfer transitions from larger globules through small droplets to a vaporized stream at the highest energies. Since this vaporized spray transfer variation of the GMAW weld process requires higher voltage and current than short circuit transfer, and as a result of the higher heat input and larger weld pool area (for a given weld electrode diameter), it is generally used only on workpieces of thicknesses above about 6.4mm (0.25in). Also, because of the large weld pool, it is often limited to flat and horizontal welding positions and sometimes also used for vertical-down welds. It is generally not practical for root pass welds. When a smaller electrode is used in conjunction with lower heat input, its versatility increases. The maximum deposition rate for spray arc GMAW is relatively high; about 60mm/s (150in/min).


          


          Pulsed-spray


          A more recently developed method, the pulse-spray metal transfer mode is based on the principles of spray transfer but uses a pulsing current to melt the filler wire and allow one small molten droplet to fall with each pulse. The pulses allow the average current to be lower, decreasing the overall heat input and thereby decreasing the size of the weld pool and heat-affected zone while making it possible to weld thin workpieces. The pulse provides a stable arc and no spatter, since no short-circuiting takes place. This also makes the process suitable for nearly all metals, and thicker electrode wire can be used as well. The smaller weld pool gives the variation greater versatility, making it possible to weld in all positions. In comparison with short arc GMAW, this method has a somewhat slower maximum speed (85mm/s or 200in/min) and the process also requires that the shielding gas be primarily argon with a low carbon dioxide concentration. Additionally, it requires a special power source capable of providing current pulses with a frequency between 30 and 400 pulses per second. However, the method has gained popularity, since it requires lower heat input and can be used to weld thin workpieces, as well as nonferrous materials.
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          Gastroenteritis (also known as gastro, gastric flu, and stomach flu although unrelated to influenza) is inflammation of the gastrointestinal tract, involving both the stomach and the small intestine (see also gastritis and enteritis) and resulting in acute diarrhea. The inflammation is caused most often by infection with certain viruses, less often by bacteria or their toxins, parasites, or adverse reaction to something in the diet or medication. Worldwide, inadequate treatment of gastroenteritis kills 5 to 8 million people per year, and is a leading cause of death among infants and children under 5.


          At least 50% of cases of gastroenteritis as foodborne illness are due to norovirus. Another 20% of cases, and the majority of severe cases in children, are due to rotavirus. Other significant viral agents include adenovirus and astrovirus.


          Many different bacteria can cause gastroenteritis, including Salmonella, Shigella, Staphylococcus, Campylobacter jejuni, Clostridium, Escherichia coli, Yersinia, and others. Some sources of the infection are improperly prepared food, reheated meat dishes, seafood, dairy, and bakery products. Each organism causes slightly different symptoms but all result in diarrhea. Colitis, inflammation of the large intestine, may also be present.


          Risk factors are consumption of improperly prepared foods or contaminated water and travel or residence in areas of poor sanitation. The incidence is 1 in 1,000 people.


          


          Epidemiology


          Globally, gastroenteritis caused 4.6 million deaths in children in 1980 alone, most of these in the third world, where the lack of adequate safe water and sewage treatment capacity contribute to the spread of infectious gastroenteritis. Harrison's Principles of Internal Medicine estimates the current total figure to be 2.4 to 2.9 million per year. The global death rate has now come down significantly to approximately 1.5 million deaths annually, largely due to global introduction of proper oral rehydration therapy.


          The incidence in the developed countries is as high as 1-2.5 cases per child per year and a major cause of hospitalisation in this age group.


          Age, living conditions, hygiene and cultural habits are important factors. Aetiological agents vary depending on the climate. Furthermore, most cases of gastroenteritis are seen during the winter in temperate climates and during summer in the tropics.


          


          History


          Before the 20th century, the term "gastroenteritis" was not commonly used. What would now be diagnosed as gastroenteritis may have instead been diagnosed more specifically as typhoid fever or "cholera morbus", among others, or less specifically as "griping of the guts", "surfeit", "flux", "colic", "bowel complaint", or any one of a number of other archaic names for acute diarrhea. Historians, genealogists, and other researchers should keep in mind that gastroenteritis was not considered a discrete diagnosis until fairly recently.


          


          Symptoms and signs


          Gastroenteritis often involves stomach pain or spasms (sometimes to the point of being crippling), diarrhea and/or vomiting, with noninflammatory infection of the upper small bowel, or inflammatory infections of the colon.


          It usually is of acute onset, normally lasting fewer than 10 days and self-limiting.


          
            	Nausea and vomiting


            	Diarrhea


            	Loss of appetite


            	Abdominal pain


            	Abdominal cramps


            	Bloody stools ( dysentery - suggesting infection by amoeba, Campylobacter, Salmonella, Shigella or some pathogenic strains of Escherichia coli)


            	Fainting and Weakness

          


          The main contributing factors include poor feeding in infants. Diarrhea is common, and may be (but not always) followed by vomiting. Viral diarrhea usually causes frequent watery stools, whereas blood stained diarrhea may be indicative of bacterial colitis. In some cases, even when the stomach is empty, bile can be vomited up.


          A child with gastroenteritis may be lethargic, suffer lack of sleep, run a low fever, have signs of dehydration (which include dry mucous membranes), tachycardia, reduced skin turgor, skin colour discoloration, sunken fontanelles, sunken eyeballs, darkened eye circles, glassy eyes, poor perfusion and ultimately shock.


          Symptoms occur for up to 6 days on average. Given appropriate treatment, bowel movements will return to normal within a week after that.


          


          Signs and Tests


          
            	Stool culture positive for the organism that causes the infection


            	White blood cells in the stool


            	Examination of food for toxin and bacteria

          


          This disease may also alter the results of the following tests:


          
            	Stool gram stain


            	Fecal smear

          


          


          Differential diagnosis
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          It is important to consider infectious gastroenteritis as a diagnosis per exclusionem. A few loose stools and vomiting may be the result of systemic infection such as pneumonia, septicemia, urinary tract infection and even meningitis. Surgical conditions such as appendicitis, intussusception and, rarely, even Hirschsprung's disease may mislead the clinician.


          Non-infectious causes to consider are poisoning with heavy metals (e.g. arsenic, cadmium), seafood (e.g. ciguatera, scombroid, toxic encephalopathic shellfish poisoning) or mushrooms (e.g. Amanita phalloides). Secretory tumours (e.g. carcinoid, medullary tumour of the thyroid, vasoactive intestinal peptide-secreting adenomas) and endocrine disorders (e.g. thyrotoxicosis and Addison's disease) are disorders that can cause diarrhea. Also, pancreatic insufficiency, short bowel syndrome, Whipple's disease, coeliac disease, and laxative abuse should be excluded as possibilities. Infectious gastroenteritis is caused by a wide variety of bacteria and viruses. For a list of bacteria causing gastroenteritis, see above. Pseudomembranous colitis is an important cause of diarrhea in patients often recently treated with antibiotics. Viruses causing gastroenteritis include rotavirus, norovirus, adenovirus and astrovirus.


          If gastroenteritis in a child is severe enough to require admission to a hospital, then it is important to distinguish between bacterial and viral infections. Bacteria, Shigella and Campylobacter, for example, and parasites like Giardia can be treated with antibiotics, but viruses do not respond to antibiotics and infected children usually make a full recovery after a few days. Children admitted to hospital with gastroenteritis routinely are tested for rotavirus A to gather surveillance data relevant to the epidemiological effects of rotavirus vaccination programs. These children are routinely tested also for norovirus, which is extraordinarily infectious and requires special isolation procedures to avoid transmission to other patients. Other methods, electron microscopy and polyacrylamide gel electrophoresis, are used in research laboratories.


          


          Treatment


          The objective of treatment is to replace lost fluids and electrolytes. Oral rehydration is the preferred treatment of fluid and electrolyte losses caused by diarrhea in children with mild to moderate dehydration .


          


          Rehydration


          Regardless of cause, the principal treatment of gastroenteritis (and of all other diarrheal illnesses) in both children and adults is rehydration, i.e. replenishment of water lost in the stools. Depending on the degree of dehydration, this can be done by giving the person oral rehydration therapy (ORT) or through intravenous delivery. ORT can begin before dehydration occurs, and continue until the person's urine and stool output return to normal.


          People taking diuretics ("water pills") need to be cautious with diarrhea and may need to stop taking the medication during an acute episode, as directed by the health care provider.


          


          Dietary therapy


          Centers for Disease Control and Prevention recommendations for infants and children include: Breastfed infants should continue to be nursed on demand. Formula-fed infants should continue their usual formula immediately upon rehydration in amounts sufficient to satisfy energy and nutrient requirements, and at the usual concentration. Lactose-free or lactose-reduced formulas usually are unnecessary. Children receiving semisolid or solid foods should continue to receive their usual diet during episodes of diarrhea. Foods high in simple sugars should be avoided because the osmotic load might worsen diarrhea; therefore, substantial amounts of soft drinks (carbonated or flat), juice, gelatin desserts, and other highly sugared liquids should be avoided. Fatty foods should not be avoided, because maintaining adequate calories without fat is difficult, and fat might have an added benefit of reducing intestinal motility. The practice of withholding food for more than 24 hours is inappropriate.


          


          Probiotics


          Probiotics have been shown to be beneficial in preventing and treating various forms of gastroenteritis.


          


          Zinc


          The World Health Organization recommends that infants and children receive a dietary supplement of zinc for up to 2 weeks after onset of gastroenteritis.


          


          Drug therapy


          


          Antibiotics


          When the symptoms are severe one usually starts empirical antimicrobial therapy, i.e. a fluoroquinolone antibiotic. Pseudomembranous colitis is treated by discontinuing the causative agent and starting with metronidazole or vancomycin.


          Antibiotics usually are not given for gastroenteritis, although they may be given due to some bacteria.


          


          Antidiarrheal agents


          Loperamide is an opioid analogue commonly used for symptomatic treatment of diarrhea. It slows down gut motility, but does not cross the mature blood-brain barrier to cause the central nervous effect of other opioids. In too high doses, loperamide may cause constipation and significant slowing down of passage of feces, but an appropriate single dose will not slow down the duration of the disease. Although antimotility drugs have the risk of exacerbating the condition, this fear is not supported by clinical experience. Nevertheless, others discourage the use of antiperistaltic agents and opiates in febrile dysentery, since they may mask, or exacerbate the symptoms. All these sources agree that in severe colitis antimotility drugs should not be used.


          Loperamide prevents the body from flushing toxins from the gut, and should not be used when an active fever is present or there is a suspicion that the diarrhea is associated with organisms that can penetrate the intestinal walls, such as E. coli O157:H7 or Salmonella.


          Loperamide is also not recommended in children, especially in children younger than 2 years of age, as it may cause systemic toxicity due to an immature blood brain barrier, and oral rehydration therapy remains the main stay treatment for children.


          Bismuth subsalicylate (BSS), an insoluble complex of trivalent bismuth and salicylate, is another drug that can be used in mild-moderate cases.


          Combining an antimicrobial drug and an antimotility drug, seems to be effective more rapidly.


          


          Antiemetic drugs


          If vomiting is severe, antiemetic drugs may be helpful. However, these drugs are not recommended for treatment of acute gastroenteritis in children.


          


          Complications


          The most serious complication is dehydration, usually due to severe diarrhea but sometimes made worse due to improper treatment such as withholding fluids until diarrhea stops. Severe dehydration can be lethal and requires prompt medical care. The most common complication, especially in infants, is malabsorption of certain sugars in the diet, and consequent food intolerances. This complication may persist for weeks, during which time it causes mild diarrhea to return when the patient resumes their normal diet. Malabsorption of lactose, the principal sugar in milk, is the most common. Its consequent milk intolerance is caused by lactase deficiency, and the diarrhea is caused by bacterial fermentation of excess lactose in the gut. However, this is not reason to discontinue breastfeeding. In children with viral gastroenteritis (usually rotavirus), the viral infection also can cause a high fever, which in turn can cause febrile convulsion. Gastroenteritis sometimes is followed by pneumonia.


          Rare complications of gastroenteritis caused by bacteria include sepsis (treated with antibiotics), anaemia, renal (kidney) failure, arthritis, and new onset of irritable bowel syndrome.
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          Gas tungsten arc welding (GTAW), also known as tungsten inert gas (TIG) welding, is an arc welding process that uses a nonconsumable tungsten electrode to produce the weld. The weld area is protected from atmospheric contamination by a shielding gas (usually an inert gas such as argon), and a filler metal is normally used, though some welds, known as autogenous welds, do not require it. A constant-current welding power supply produces energy which is conducted across the arc through a column of highly ionized gas and metal vapors known as a plasma.


          GTAW is most commonly used to weld thin sections of stainless steel and light metals such as aluminium, magnesium, and copper alloys. The process grants the operator greater control over the weld than competing procedures such as shielded metal arc welding and gas metal arc welding, allowing for stronger, higher quality welds. However, GTAW is comparatively more complex and difficult to master, and furthermore, it is significantly slower than most other welding techniques. A related process, plasma arc welding, uses a slightly different welding torch to create a more focused welding arc and as a result is often automated.


          


          Development


          After the discovery of the electric arc in 1800 by Humphry Davy, arc welding developed slowly. C. L. Coffin had the idea of welding in an inert gas atmosphere in 1890, but even in the early 1900s, welding non-ferrous materials like aluminium and magnesium remained difficult, because these metals reacted rapidly with the air, resulting in porous and dross-filled welds. Processes using flux covered electrodes did not satisfactorily protect the weld area from contamination. To solve the problem, bottled inert gases were used in the beginning of the 1930s. A few years later, a direct current, gas-shielded welding process emerged in the aircraft industry for welding magnesium.


          This process was perfected in 1941, and became known as heliarc or tungsten inert gas welding, because it utilized a tungsten electrode and helium as a shielding gas. Initially, the electrode overheated quickly, and in spite of tungsten's high melting temperature, particles of tungsten were transferred to the weld. To address this problem, the polarity of the electrode was changed from positive to negative, but this made it unsuitable for welding many non-ferrous materials. Finally, the development of alternating current units made it possible to stabilize the arc and produce high quality aluminium and magnesium welds.


          Developments continued during the following decades. Linde Air Products developed water-cooled torches that helped to prevent overheating when welding with high currents. Additionally, during the 1950s, as the process continued to gain popularity, some users turned to carbon dioxide as an alternative to the more expensive welding atmospheres consisting of argon and helium. However, this proved unacceptable for welding aluminium and magnesium because it reduced weld quality, and as a result, it is rarely used with GTAW today.


          In 1953, a new process based on GTAW was developed, called plasma arc welding. It affords greater control and improves weld quality by using a nozzle to focus the electric arc, but is largely limited to automated systems, whereas GTAW remains primarily a manual, hand-held method. Development within the GTAW process has continued as well, and today a number of variations exist. Among the most popular are the pulsed-current, manual programmed, hot-wire, dabber, and increased penetration GTAW methods.


          


          Operation
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          Manual gas tungsten arc welding is often considered the most difficult of all the welding processes commonly used in industry. Because the welder must maintain a short arc length, great care and skill are required to prevent contact between the electrode and the workpiece. Unlike most other welding processes, GTAW normally requires two hands, since most applications require that the welder manually feed a filler metal into the weld area with one hand while manipulating the welding torch in the other. However, some welds combining thin materials (known as autogenous or fusion welds) can be accomplished without filler metal; most notably edge, corner and butt joints.


          To strike the welding arc, a high frequency generator provides a path for the welding current through the shielding gas, allowing the arc to be struck when the separation between the electrode and the workpiece is approximately 1.53mm (0.060.12in). Bringing the two into contact in a "touch start" ("scratch start") also serves to strike an arc. This technique can cause contamination of the weld and electrode. Once the arc is struck, the welder moves the torch in a small circle to create a welding pool, the size of which depends on the size of the electrode and the amount of current. While maintaining a constant separation between the electrode and the workpiece, the operator then moves the torch back slightly and tilts it backward about 1015 degrees from vertical. Filler metal is added manually to the front end of the weld pool as it is needed.


          Welders often develop a technique of rapidly alternating between moving the torch forward (to advance the weld pool) and adding filler metal. The filler rod is withdrawn from the weld pool each time the electrode advances, but it is never removed from the gas shield to prevent oxidation of its surface and contamination of the weld. Filler rods composed of metals with low melting temperature, such as aluminium, require that the operator maintain some distance from the arc while staying inside the gas shield. If held too close to the arc, the filler rod can melt before it makes contact with the weld puddle. As the weld nears completion, the arc current is often gradually reduced to allow the weld crater to solidify and prevent the formation of crater cracks at the end of the weld.


          


          Operation Modes


          GTAW can use a positive direct current, negative direct current or an alternating current, depending on the power supply set up. A negative direct current from the electrode causes a stream of electrons to collide with the surface, generating large amounts of heat at the weld region. This creates a deep, narrow weld. In the opposite process where the electrode is connected to the positive power supply terminal, positively charged ions flow from the tip of the electrode instead, so the heating action of the electrons is mostly on the electrode. This mode also helps to remove oxide layers from the surface of the region to be welded, which is good for metals such as Aluminium or Magnesium. A shallow, wide weld is produced from this mode, with minimum heat input. Alternating current gives a combination of negative and positive modes, giving a cleaning effect and imparts a lot of heat as well.


          


          Safety


          Like other arc welding processes, GTAW can be dangerous if proper precautions are not taken. The process produces intense ultraviolet radiation, which can cause a form of sunburn and, in a few cases, trigger the development of skin cancer. Flying sparks and droplets of molten metal can cause severe burns and start a fire if flammable material is nearby, though GTAW generally produces no sparks or metal droplets whatsoever when performed properly.


          It is essential that the welder wear suitable protective clothing, including leather gloves, a closed shirt collar to protect the neck (especially the throat), a protective long sleeve jacket and a suitable welding helmet to prevent retinal damage or ultraviolet burns to the cornea, often called arc eye. The shade of welding lens will depend upon the amperage of the welding current. Due to the absence of smoke in GTAW, the arc appears brighter than shielded metal arc welding and more ultraviolet radiation is produced. Exposure of bare skin near a GTAW arc for even a few seconds may cause a painful sunburn. Additionally, the tungsten electrode is heated to a white hot state like the filament of a lightbulb, adding greatly to the total radiated light and heat energy. Transparent welding curtains, made of a polyvinyl chloride plastic film, dyed in order to block UV radiation, are often used to shield nearby personnel from exposure.


          Welders are also often exposed to dangerous gases and particulate matter. Shielding gases can displace oxygen and lead to asphyxiation, and while smoke is not produced, the arc in GTAW produces very short wavelength ultraviolet light, which causes surrounding air to break down and form ozone. Metals will volatalize and heavy metals can be taken into the lungs. Similarly, the heat can cause poisonous fumes to form from cleaning and degreasing materials. For example chlorinated products will break down producing poisonous phosgene. Cleaning operations using these agents should not be performed near the site of welding, and proper ventilation is necessary to protect the welder.


          


          Applications


          While the aerospace industry is one of the primary users of gas tungsten arc welding, the process is used in a number of other areas. Many industries use GTAW for welding thin workpieces, especially nonferrous metals. It is used extensively in the manufacture of space vehicles, and is also frequently employed to weld small-diameter, thin-wall tubing such as those used in the bicycle industry. In addition, GTAW is often used to make root or first pass welds for piping of various sizes. In maintenance and repair work, the process is commonly used to repair tools and dies, especially components made of aluminium and magnesium. Because the weld metal is not transferred directly across the electric arc like most open arc welding processes, a vast assortment of welding filler metal is available to the welding engineer. In fact, no other welding process permits the welding of so many alloys in so many product configurations. Filler metal alloys, such as elemental aluminium and chromium, can be lost through the electric arc from volitilization. This loss does not occur with the GTAW process. Because the resulting welds have the same chemical integrity as the original base metal or match the base metals more closely, GTAW welds are highly resistant to corrosion and cracking over long time periods, GTAW is the welding procedure of choice for critical welding operations like sealing spent nuclear fuel canisters before burial.


          


          Quality
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          Engineers prefer GTAW welds because of its low-hydrogen properties and the match of mechanical and chemical properties with the base material. Maximum weld quality is assured by maintaining the cleanliness of the operationall equipment and materials used must be free from oil, moisture, dirt and other impurities, as these cause weld porosity and consequently a decrease in weld strength and quality. To remove oil and grease, alcohol or similar commercial solvents may be used, while a stainless steel wire brush or chemical process can remove oxides from the surfaces of metals like aluminium. Rust on steels can be removed by first grit blasting the surface and then using a wire brush to remove any embedded grit. These steps are especially important when negative polarity direct current is used, because such a power supply provides no cleaning during the welding process, unlike positive polarity direct current or alternating current. To maintain a clean weld pool during welding, the shielding gas flow should be sufficient and consistent so that the gas covers the weld and blocks impurities in the atmosphere. GTA welding in windy or drafty environments increases the amount of shielding gas necessary to protect the weld, increasing the cost and making the process unpopular outdoors.


          Because of GTAW's relative difficulty and the importance of proper technique, skilled operators are employed for important applications. Welders should be qualified following the requirements of the American Welding Society or American Society of Mechanical Engineers. Low heat input, caused by low welding current or high welding speed, can limit penetration and cause the weld bead to lift away from the surface being welded. If there is too much heat input, however, the weld bead grows in width while the likelihood of excessive penetration and spatter increase. Additionally, if the welder holds the welding torch too far from the workpiece, shielding gas is wasted and the appearance of the weld worsens.


          If the amount of current used exceeds the capability of the electrode, tungsten inclusions in the weld may result. Known as tungsten spitting, it can be identified with radiography and prevented by changing the type of electrode or increasing the electrode diameter. In addition, if the electrode is not well protected by the gas shield or the operator accidentally allows it to contact the molten metal, it can become dirty or contaminated. This often causes the welding arc to become unstable, requiring that electrode be ground with a diamond abrasive to remove the impurity.


          


          Equipment


          
            [image: GTAW torch with various electrodes, cups, collets and gas diffusers]

            
              GTAW torch with various electrodes, cups, collets and gas diffusers
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          The equipment required for the gas tungsten arc welding operation includes a welding torch utilizing a nonconsumable tungsten electrode, a constant-current welding power supply, and a shielding gas source.


          


          Welding torch


          GTAW welding torches are designed for either automatic or manual operation and are equipped with cooling systems using air or water. The automatic and manual torches are similar in construction, but the manual torch has a handle while the automatic torch normally comes with a mounting rack. The angle between the centerline of the handle and the centerline of the tungsten electrode, known as the head angle, can be varied on some manual torches according to the preference of the operator. Air cooling systems are most often used for low-current operations (up to about 200 A), while water cooling is required for high-current welding (up to about 600A). The torches are connected with cables to the power supply and with hoses to the shielding gas source and where used, the water supply.


          The internal metal parts of a torch are made of hard alloys of copper or brass in order to transmit current and heat effectively. The tungsten electrode must be held firmly in the centre of the torch with an appropriately sized collet, and ports around the electrode provide a constant flow of shielding gas. Collets are sized according to the diameter of the tungsten electrode they hold. The body of the torch is made of heat-resistant, insulating plastics covering the metal components, providing insulation from heat and electricity to protect the welder.


          The size of the welding torch nozzle depends on the amount of shielded area desired. The size of the gas nozzle will depend upon the diameter of the electrode, the joint configuration, and the availability of access to the joint by the welder. The inside diameter of the nozzle is preferably at least three times the diameter of the electrode, but there are no hard rules. The welder will judge the effectiveness of the shielding and increase the nozzle size to increase the area protected by the external gas shield as needed. The nozzle must be heat resistant and thus is normally made of alumina or a ceramic material, but fused quartz, a glass-like substance, offers greater visibility. Devices can be inserted into the nozzle for special applications, such as gas lenses or valves to improve the control shielding gas flow to reduce turbulence and introduction of contaminated atmosphere into the shielded area. Hand switches to control welding current can be added to the manual GTAW torches.


          


          Power supply


          Gas tungsten arc welding uses a constant current power source, meaning that the current (and thus the heat) remains relatively constant, even if the arc distance and voltage change. This is important because most applications of GTAW are manual or semiautomatic, requiring that an operator hold the torch. Maintaining a suitably steady arc distance is difficult if a constant voltage power source is used instead, since it can cause dramatic heat variations and make welding more difficult.
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          The preferred polarity of the GTAW system depends largely on the type of metal being welded. Direct current with a negatively charged electrode (DCEN) is often employed when welding steels, nickel, titanium, and other metals. It can also be used in automatic GTA welding of aluminium or magnesium when helium is used as a shielding gas. The negatively charged electrode generates heat by emitting electrons which travel across the arc, causing thermal ionization of the shielding gas and increasing the temperature of the base material. The ionized shielding gas flows toward the electrode, not the base material. Direct current with a positively charged electrode (DCEP) is less common, and is used primarily for shallow welds since less heat is generated in the base material. Instead of flowing from the electrode to the base material, as in DCEN, electrons go the other direction, causing the electrode to reach very high temperatures. To help it maintain its shape and prevent softening, a larger electrode is often used. As the electrons flow toward the electrode, ionized shielding gas flows back toward the base material, cleaning the weld by removing oxides and other impurities and thereby improving its quality and appearance.


          Alternating current, commonly used when welding aluminium and magnesium manually or semi-automatically, combines the two direct currents by making the electrode and base material alternate between positive and negative charge. This causes the electron flow to switch directions constantly, preventing the tungsten electrode from overheating while maintaining the heat in the base material. Surface oxides are still removed during the electrode-positive portion of the cycle and the base metal is heated more deeply during the electrode-negative portion of the cycle. Some power supplies enable operators to use an unbalanced alternating current wave by modifying the exact percentage of time that the current spends in each state of polarity, giving them more control over the amount of heat and cleaning action supplied by the power source. In addition, operators must be wary of rectification, in which the arc fails to reignite as it passes from straight polarity (negative electrode) to reverse polarity (positive electrode). To remedy the problem, a square wave power supply can be used, as can high-frequency voltage to encourage ignition.


          


          Electrode


          
            
              	ISO

              Class

              	ISO

              Colour

              	AWS

              Class

              	AWS

              Colour

              	Alloy
            


            
              	WP

              	Green

              	EWP

              	Green

              	None
            


            
              	WC20

              	Gray

              	EWCe-2

              	Orange

              	~2% CeO2
            


            
              	WL10

              	Black

              	EWLa-1

              	Black

              	~1% La2O3
            


            
              	WL15

              	Gold

              	EWLa-1.5

              	Gold

              	~1.5% La2O3
            


            
              	WL20

              	Sky-blue

              	EWLa-2

              	Blue

              	~2% La2O3
            


            
              	WT10

              	Yellow

              	EWTh-1

              	Yellow

              	~1% ThO2
            


            
              	WT20

              	Red

              	EWTh-2

              	Red

              	~2% ThO2
            


            
              	WT30

              	Violet

              	

              	

              	~3% ThO2
            


            
              	WT40

              	Orange

              	

              	

              	~4% ThO2
            


            
              	WY20

              	Blue

              	

              	

              	~2% Y2O3
            


            
              	WZ3

              	Brown

              	EWZr-1

              	Brown

              	~0.3% ZrO2
            


            
              	WZ8

              	White

              	

              	

              	~0.8% ZrO2
            

          


          The electrode used in GTAW is made of tungsten or a tungsten alloy, because tungsten has the highest melting temperature among pure metals, at 3,422 C (6,192 F). As a result, the electrode is not consumed during welding, though some erosion (called burn-off) can occur. Electrodes can have either a clean finish or a ground finishclean finish electrodes have been chemically cleaned, while ground finish electrodes have been ground to a uniform size and have a polished surface, making them optimal for heat conduction. The diameter of the electrode can vary between 0.5millimeter and 6.4millimeters (0.020.25 in), and their length can range from 75 to 610millimeters (324in).


          A number of tungsten alloys have been standardized by the International Organization for Standardization and the American Welding Society in ISO 6848 and AWS A5.12, respectively, for use in GTAW electrodes, and are summarized in the adjacent table. Pure tungsten electrodes (classified as WP or EWP) are general purpose and low cost electrodes. Cerium oxide (or ceria) as an alloying element improves arc stability and ease of starting while decreasing burn-off. Using an alloy of lanthanum oxide (or lanthana) has a similar effect. Thorium oxide (or thoria) alloy electrodes were designed for DC applications and can withstand somewhat higher temperatures while providing many of the benefits of other alloys. However, it is somewhat radioactive. Inhalation of the thorium grinding dust during preparation of the electrode is hazardous to one's health. As a replacement to thoriated electrodes, electrodes with larger concentrations of lanthanum oxide can be used. Electrodes containing zirconium oxide (or zirconia) increase the current capacity while improving arc stability and starting and increasing electrode life. In addition, electrode manufacturers may create alternative tungsten alloys with specified metal additions, and these are designated with the classification EWG under the AWS system.


          Filler metals are also used in nearly all applications of GTAW, the major exception being the welding of thin materials. Filler metals are available with different diameters and are made of a variety of materials. In most cases, the filler metal in the form of a rod is added to the weld pool manually, but some applications call for an automatically fed filler metal, which often is stored on spools or coils.


          


          Shielding gas


          
            [image: GTAW system setup]

            
              GTAW system setup
            

          


          As with other welding processes such as gas metal arc welding, shielding gases are necessary in GTAW to protect the welding area from atmospheric gases such as nitrogen and oxygen, which can cause fusion defects, porosity, and weld metal embrittlement if they come in contact with the electrode, the arc, or the welding metal. The gas also transfers heat from the tungsten electrode to the metal, and it helps start and maintain a stable arc.


          The selection of a shielding gas depends on several factors, including the type of material being welded, joint design, and desired final weld appearance. Argon is the most commonly used shielding gas for GTAW, since it helps prevent defects due to a varying arc length. When used with alternating current, the use of argon results in high weld quality and good appearance. Another common shielding gas, helium, is most often used to increase the weld penetration in a joint, to increase the welding speed, and to weld metals with high heat conductivity, such as copper and aluminium. A significant disadvantage is the difficulty of striking an arc with helium gas, and the decreased weld quality associated with a varying arc length.


          Argon-helium mixtures are also frequently utilized in GTAW, since they can increase control of the heat input while maintaining the benefits of using argon. Normally, the mixtures are made with primarily helium (often about 75% or higher) and a balance of argon. These mixtures increase the speed and quality of the AC welding of aluminium, and also make it easier to strike an arc. Another shielding gas mixture, argon-hydrogen, is used in the mechanized welding of light gauge stainless steel, but because hydrogen can cause porosity, its uses are limited. Similarly, nitrogen can sometimes be added to argon to help stabilize the austenite in austentitic stainless steels and increase penetration when welding copper. Due to porosity problems in ferritic steels and limited benefits, however, it is not a popular shielding gas additive.


          


          Materials


          Gas tungsten arc welding is most commonly used to weld stainless steel and nonferrous materials, such as aluminium and magnesium, but it can be applied to nearly all metals, with notable exceptions being lead and zinc. Its applications involving carbon steels are limited not because of process restrictions, but because of the existence of more economical steel welding techniques, such as gas metal arc welding and shielded metal arc welding. Furthermore, GTAW can be performed in a variety of other-than-flat positions, depending on the skill of the welder and the materials being welded.


          


          Aluminium and magnesium
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            [image: Closeup view of an aluminium TIG weld AC etch zone]

            
              Closeup view of an aluminium TIG weld AC etch zone
            

          


          Aluminium and magnesium are most often welded using alternating current, but the use of direct current is also possible, depending on the properties desired. Before welding, the work area should be cleaned and may be preheated to 175 to 200C (350 to 400F) for aluminium or to a maximum of 150C (300F) for thick magnesium workpieces to improve penetration and increase travel speed. AC current can provide a self-cleaning effect, removing the thin, refractory aluminium oxide ( sapphire) layer that forms on aluminium metal within minutes of exposure to air. This oxide layer must be removed for welding to occur. When alternating current is used, pure tungsten electrodes or zirconiated tungsten electrodes are preferred over thoriated electrodes, as the latter are more likely to "spit" electrode particles across the welding arc into the weld. Blunt electrode tips are preferred, and pure argon shielding gas should be employed for thin workpieces. Introducing helium allows for greater penetration in thicker workpieces, but can make arc starting difficult.


          Direct current of either polarity, positive or negative, can be used to weld aluminium and magnesium as well. Direct current with a positively charged electrode (DCEP) allows for high penetration, Short arc length (generally less than 2mm or 0.07in) gives the best results, making the process better suited for automatic operation than manual operation. Shielding gases with high helium contents are most commonly used with DCEN, and thoriated electrodes are suitable. Direct current with a negatively charged electrode (DCEN) is used primarily for shallow welds, especially those with a joint thickness of less than 1.6millimeters (0.06in). A thoriated tungsten electrode is commonly used, along with a pure argon shielding gas.


          


          Steels


          For GTA welding of carbon and stainless steels, the selection of a filler material is important to prevent excessive porosity. Oxides on the filler material and workpieces must be removed before welding to prevent contamination, and immediately prior to welding, alcohol or acetone should be used to clean the surface. Preheating is generally not necessary for mild steels less than one inch thick, but low alloy steels may require preheating to slow the cooling process and prevent the formation of martensite in the heat-affected zone. Tool steels should also be preheated to prevent cracking in the heat-affected zone. Austenitic stainless steels do not require preheating, but martensitic and ferritic chromium stainless steels do. A DCEN power source is normally used, and thoriated electrodes, tapered to a sharp point, are recommended. Pure argon is used for thin workpieces, but helium can be introduced as thickness increases.


          


          Copper alloys


          TIG welding of copper and some of its alloys is possible, but in order to get a seam free of oxidation and porosities, shielding gas needs to be provided on the root side of the weld. Alternatively, a special "backing tape", consisting of a fibreglass weave on heat-resistant aluminium tape can be used, to prevent air reaching the molten metal.


          


          Dissimilar metals


          Welding dissimilar metals often introduces new difficulties to GTAW welding, because most materials do not easily fuse to form a strong bond. However, welds of dissimilar materials have numerous applications in manufacturing, repair work, and the prevention of corrosion and oxidation. In some joints, a compatible filler metal is chosen to help form the bond, and this filler metal can be the same as one of the base materials (for example, using a stainless steel filler metal with stainless steel and carbon steel as base materials), or a different metal (such as the use of a nickel filler metal for joining steel and cast iron). Very different materials may be coated or "buttered" with a material compatible with a particular filler metal, and then welded. In addition, GTAW can be used in cladding or overlaying dissimilar materials.


          When welding dissimilar metals, the joint must have an accurate fit, with proper gap dimensions and bevel angles. Care should be taken to avoid melting excessive base material. Pulsed current is particularly useful for these applications, as it helps limit the heat input. The filler metal should be added quickly, and a large weld pool should be avoided to prevent dilution of the base materials.


          


          Process variations


          


          Pulsed-current


          In the pulsed-current mode, the welding current rapidly alternates between two levels. The higher current state is known as the pulse current, while the lower current level is called the background current. During the period of pulse current, the weld area is heated and fusion occurs. Upon dropping to the background current, the weld area is allowed to cool and solidify. Pulsed-current GTAW has a number of advantages, including lower heat input and consequently a reduction in distortion and warpage in thin workpieces. In addition, it allows for greater control of the weld pool, and can increase weld penetration, welding speed, and quality. A similar method, manual programmed GTAW, allows the operator to program a specific rate and magnitude of current variations, making it useful for specialized applications.


          


          Dabber


          The dabber variation is used to precisely place weld metal on thin edges. The automatic process replicates the motions of manual welding by feeding a cold filler wire into the weld area and dabbing (or oscillating) it into the welding arc. It can be used in conjunction with pulsed current, and is used to weld a variety of alloys, including titanium, nickel, and tool steels. Common applications include rebuilding seals in jet engines and building up saw blades, milling cutters, drill bits, and mower blades.


          


          Hot Wire


          Welding filler metal can be resistance heated to a temperature near its melting point before being introduced into the weld pool. This increases the deposition rate of machine and automatic GTAW welding processes. More pounds per hour of filler metal is introduced into the weld joint than when filler metal is added cold and the heat of the electric arc introduces all of the heat. This process is used extensively in base material build up before machining, clad metal overlays, and hardfacing operations.


          


          Advantages


          
            	Concentrated Arc - Permits pin point control of heat input to the workpiece resulting in a narrow heat-affected zone


            	No Slag - No requirement for flux, therefore no slag to obscure the welders vision of the molten weld pool


            	No Sparks or Spatter - No transfer of metal across the arc. No molten globules of spatter to contend with and no sparks produced if material being welded is free of contaminants


            	Little Smoke or Fumes - Compared to other arc-welding processes like stick or flux-cored welding, few fumes are produced. The base metals being welded may contain coatings or elements such as lead, zinc, copper, nickel that may produce hazardous fumes, however


            	Welds more metals and metal alloys than any other process


            	Good for welding thin material

          


          


          Disadvantages


          
            	Slower travel speeds than other processes


            	Lower filler metal deposition rates


            	Hand-eye coordination is a required skill


            	Brighter UV rays than other processes


            	Equipment costs can be higher than other processes


            	Concentrations of shielding gas may build up and displace oxygen when welding in confined areas
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        Gas turbine-electric locomotive
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              UP 18, preserved at the Illinois Railway Museum.
            

          


          A gas turbine-electric locomotive, or GTEL, is a locomotive that uses a gas turbine to drive an electric generator or alternator. The electric current thus produced is used to power traction motors. This type of locomotive was first experimented with in 1938 but reached its peak in the 1950s to 1960s. Few locomotives use this system today, although there has been some level of interest by Bombardier Transportation.


          


          Description


          In a GTEL a turbine engine, similar to a turboshaft engine, drives an output shaft that is in turn attached to an electrical generator via a system of gears. This in turn powers the traction motors. In overall terms the system is very similar to a conventional diesel-electric, with the large diesel engine replaced with a smaller gas turbine of similar power.


          A gas turbine offers some advantages over a piston engine. There are few moving parts, decreasing the need for lubrication and potentially reducing maintenance costs, and the power-to-weight ratio is much higher. A turbine of a given power output is also physically smaller than an equally powerful piston engine, allowing a locomotive to be very powerful without being inordinately large. However, a turbine's power output and efficiency both drop dramatically with rotational speed, unlike a piston engine, which has a comparatively flat power curve. This makes GTEL systems useful primarily for long-distance high-speed runs.


          Union Pacific operated the largest fleet of such locomotives of any railroad in the world, and was the only railroad to use them for hauling freight. Most other GTELs have been built for small passenger trains, and only a few have seen any real success in that role. After the oil crisis in the 1970s and the subsequent rise in fuel costs, gas turbine locomotives became uneconomical to operate, and many were taken out of service. Additionally, Union Pacific's locomotives required more maintenance than originally anticipated, due to fouling of the turbine blades by the Bunker C oil used as fuel. This type of locomotive is now rare.


          


          History


          
            [image: SNCF's turbotrain in Houlgate on the Deauville-Dives railway line in summer 1989.]

            
              SNCF's turbotrain in Houlgate on the Deauville- Dives railway line in summer 1989.
            

          


          


          Switzerland


          Swiss Federal Railways agreed to test a gas turbine-electric locomotive Am 4/6 in 1939 and it was delivered in 1941/42. It was built by Brown Boveri with the unusual wheel arrangement of 1A-Bo-A1 and had a 2,200 horsepower (1.6 MW) turbine. This is one of the first applications of gas turbine technology of any sort; jet engines in England and Germany were first being started at about this time and would not enter squadron use until 1944.


          


          United Kingdom


          The Great Western Railway ordered two gas turbine-electric locomotives in the 1940s but these were not delivered until after nationalisation. They were numbered 18000 and 18100 by British Railways. Number 18000 was built in Switzerland with a Brown Boveri industrial gas turbine of 2,500 horsepower (1.9 MW). In contrast, number 18100 was built in Britain by Metropolitan Vickers and had an aircraft-type gas turbine of 3,000 horsepower (2.2 MW). Maximum speed, in both cases, was 90 miles per hour (145 km/h).


          The British Rail APT-E, prototype of the failed Advanced Passenger Train, was turbine-powered. Like the French TGV, later models were electric instead. This choice was made because British Leyland, the turbine supplier, ceased production of the model used in the APT-E.


          


          France


          SNCF (French National Railways) used a number of gas-turbine trainsets, called the Turbotrain, in non- electrified territory. These typically consisted of a power car at each end with three cars between them. Turbotrain was in use up until 2005.


          The first TGV prototype, TGV 001, was also powered by a gas turbine, but steep oil prices prompted the change to overhead electric lines for power delivery.


          


          United States


          Union Pacific ran a large fleet of turbine-powered freight locomotives starting in the 1950s. These were widely used on long-haul routes, and were economical due to their use of "leftover" fuels from the petroleum industry. At their height the railroad estimated that they powered about 10% of Union Pacific's freight trains, a much wider use than any other example of this class. As other uses were found for these heavier petroleum byproducts, notably for plastics, the cost of operating these units became uneconomical and they were retired from service by 1970.


          In the 1960s United Aircraft built the Turbo passenger train, which was tested by the Pennsylvania Railroad and later used by Amtrak and VIA Rail. VIA's remained in service into the 1980s and had an excellent maintenance record during this period, but were eventually replaced by the LRC in 1982.


          Amtrak purchased two different types of turbine-powered trainsets, which were both called Turboliners. The first set were similar in appearance to SNCF's Turbotrain, though compliance with FRA safety regulations made them heavier and slower than the French trains. None of the first set of Turboliners remain in service. Amtrak also added a number of similarly named Rohr Turboliners (or RTL) to its roster. A number of refurbished RTL IIIs are currently in service.


          


          Canada


          Canadian National Railways (CN) was one of the operators of the Turbo, which were passed on to VIA Rail. They operated on the major Toronto-Montreal route between 1968 and 1982, when they were replaced by the LRC.


          In 2002, Bombardier Transportation announced the launch of the JetTrain, a high-speed trainset consisting of tilting carriages and a locomotive powered by a Pratt & Whitney turboshaft engine. No JetTrains have yet been sold for actual service.
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            	This article is about the quadruped animal Gaur.

          


          
            
              	Gaur
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              	Conservation status
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                  Vulnerable( IUCN 2.3)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Artiodactyla

                  


                  
                    	Family:

                    	Bovidae

                  


                  
                    	Subfamily:

                    	Bovinae

                  


                  
                    	Genus:

                    	Bos

                  


                  
                    	Species:

                    	B. gaurus

                  

                

              
            


            
              	Binomial name
            


            
              	Bos gaurus

              Smith, 1827
            

          


          The Gaur (pronounced /ˈɡaʊɚ/) (Bos gaurus, previously Bibos gauris) is a large, dark-coated bovine animal of South Asia and Southeast Asia. The biggest populations are found today in India. It is also called seladang or in context with safari tourism Indian bison, although this is technically incorrect. The gaur is the largest species of wild cattle, bigger even than the Cape Buffalo, water buffalo and Bison. The domesticated form of the gaur is called gayal or mithun.


          


          Subspecies


          
            [image: Bos gaurus grangeri]

            
              Bos gaurus grangeri
            

          


          
            	Bos gaurus laosiensis (Myanmar to China), the South-east Asian gaur, sometimes also known as Bos gaurus readei. This is the most endangered gaur subspecies. Nowadays, it is found mainly in Indochina and Thailand. The population in Myanmar has been wiped out almost entirely. Southeast Asian gaurs are now found mainly in small populations in scattered forests in the region. Many of these populations are too small to be genetically viable; moreover, they are isolated from each other due to habitat fragmentation. Together with illegal poaching, this will likely put an end to this subspecies in the not so distant future. Currently the last strongholds of these giants, which contain viable populations for long-term survival are Xishuangbanna National Nature Reserve in southern Yunnan, China, Cat Tien National Park in VietNam, and Virachey national park in Cambodia. These forests, however, are under heavy pressure, suffering from the same poaching and illegal logging epidemic common in all other forests in South-east Asia.


            	Bos gaurus gaurus (India, Nepal) also called "Indian bison". This is the most populous subspecies, containing more than 90 percent of the entire gaur population in the world.

          


          
            [image: Indian Gaur (Bos gaurus gaurus)]

            
              Indian Gaur (Bos gaurus gaurus)
            

          


          
            	Bos gaurus hubbacki (Thailand, Malaysia). Found in southern Thailand and Malaysia peninsular, is the smallest subspecies of gaur.


            	Bos gaurus frontalis, domestic gaur, probably a gaur-cattle hybrid breed

          


          The wild group and the domesticated group are sometimes considered separate species, with the wild gaur called Bibos gauris or Bos gaurus, and the domesticated gayal or mithun (mithan) called Bos frontalis Lambert, 1804.


          When wild Bos gaurus and the domestic Bos frontalis are considered to belong to the same species the older name Bos frontalis is used, according to the rules of the International Commission on Zoological Nomenclature (ICZN). However, in 2003, the ICZN "conserved the usage of 17 specific names based on wild species, which are pre-dated by or contemporary with those based on domestic forms", confirming Bos gaurus for the Gaur.


          Previously thought to be closer to bison, genetic analysis has found that they are closer to cattle with which they can produce fertile hybrids. They are thought to be most closely related to banteng and said to produce fertile hybrids.


          


          Description
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          Gaur are said to look like the front of a water buffalo with the back of a domestic cow. They are the heaviest and most powerful of all wild cattle. Males have a highly muscular body, with a distinctive dorsal ridge and a large dewlap, forming a very powerful appearance. Females are substantially smaller, and their dorsal ridge and dewlaps are less developed.


          
            	Body Length: 250-360 cm / 8.3-12 ft.


            	Shoulder Height: 170-220 cm / 5.6-7.2 ft. On average, males stand about 1.8 - 1.9 m at the shoulder, females about 20cm less.


            	Tail Length: 70-100 cm / 28-40 in.


            	Weight: Males often 1000 - 1500 kg / 2200 - 3300 lb, females 700 - 1000 kg / 1540 - 2200 lb. Weight vary between subspecies. Among the 3 subspecies, the South-east Asian gaur is the largest, and the Malayan gaur, or seladang, is the smallest. The male Indian gaurs average 1300 kg, and large individuals may exceed 1700 kg, or 1.7 tons; whereas a Malayan gaur usually weigh 1000 - 1300 kg. The largest of all gaur, the southeast Asian gaur, weigh about 1500 kg (1.5 tons) for an average male.

          


          Gaurs are huge animals, they are the only wild bovids to exceed a shoulder height of 2m. Size varies by region. The northern Indian gaurs do not differ in size from the southern breed; but, due to the largest concentration of gaur in the south, more of the larger, better specimens can be seen here than anywhere else in the country. The dark brown coat is short and dense, while the lower legs are white to tan in colour. There is a dewlap under the chin which extends between the front legs. There is a shoulder hump, especially pronounced in adult males. The horns are found in both sexes, and grow from the sides of the head, curving upwards. Yellow at the base and turning black at the tips, they grow to a length of 80 cm / 32 inches. A bulging grey-tan ridge connects the horns on the forehead.


          
            [image: ]

            

          


          The horns are flattened to a greater or less degree from front to back, more especially at their bases, where they present an elliptical cross-section; this characteristic being more strongly marked in the bulls than in the cows. The tail is shorter than in the typical oxen, and reaches but little if at all below the hocks. A third feature is presented by the distinct ridge running from the shoulders to the middle of the back, where it ends in an abrupt drop, which may be as much as five inches in height. This ridge is caused by the great height of the spines of the vertebrae of the fore part of the trunk as compared with those of the loins; but it is a characteristic much less developed in the bantering than in either of the other two species. The three species have also a characteristic colouration, the adult males being dark brown or nearly black, the females and young males being either paler or reddish brown, while in both sexes the legs from above the knees and hocks to the hoofs are white or whitish. The hair is short, fine, and glossy, and the hoofs are narrow and pointed.


          The gaur is easily recognized by the high convex ridge on the forehead between the horns, which bends forward, and thus causes a deep hollow in the profile of the upper part of the head. The ridge on the back is very strongly marked, and there is no distinct dewlap on the throat and chest. The flattening of the horns at the base is very decided, and the horns are regularly curved throughout their length, and are bent inward and slightly backward at their tips. The ears are very large, the tail only just reaches the hocks, and in old bulls the hair becomes very thin on the back.


          In colour the adult male gaur is dark brown, approaching black in very old individuals; the upper part of the head, from above the eyes to the nape of the neck, is, however, ashy gray, or occasionally dirty white; the muzzle is pale coloured, and the lower part of the legs pure white. The cows and young bulls are paler, and in some instances have a rufous tinge, which is most marked in individuals inhabiting dry and open districts. The colour of the horns is some shade of pale green or yellow throughout the greater part of their length, but the tips are black.


          


          Life history and reproduction


          
            	Gestation period: 275 days.


            	Young per birth: 1, rarely 2


            	Weaning: 7-12 months.


            	Sexual maturity: In the 2nd and 3rd year.


            	Life span: About 30 years.


            	Breeding takes place throughout the year, though there is a peak between December and June.

          


          


          Ecology and behaviour
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          In the wild, gaurs live in small herds of up to 40 individuals and graze on grasses, shoots and fruits. Where gaurs have not been disturbed, they are basically diurnal, being most active in the morning and late afternoon and resting during the hottest time of the day. But where populations have been disturbed by human populations, gaurs have become largely nocturnal, rarely seen in the open after 8:00 in the morning. During the dry season, herds congregate and remain in small areas, dispersing into the hills with the arrival of the monsoon. While gaurs depend on water for drinking, they do not seem to bathe or wallow.


          Due to their formidable size and power, the gaur has few natural enemies. Crocodiles, leopards, and dhole packs occasionally attack unguarded calves or unhealthy animals, but only the tiger has been reported to kill a full-grown adult. One of the largest bull gaur seen by George Schaller during the year 1964 in Kanha national park was killed by a pack of tigers. On the other hand, there are several cases of tigers being killed by gaur. In one instance, a tiger was repeatedly gored and trampled to death by a gaur during a prolonged battle. In another case, a large male tiger carcass was found beside a small broken tree in Nagarahole national park, being fatally struck against the tree by a large bull gaur a few days earlier. When confronted by a tiger, the adult members of a gaur herd often form a circle surrounding the vulnerable young and calves, shielding them from the big cat. A herd of gaur in Malaysia encircled a calf killed by a tiger and prevented it from approaching the carcass; while in Nagarahole, upon sensing a stalking tiger, a herd of gaur walked as a menacing phalanx towards it, forcing the tiger to retreat and abandon the hunt. Gaurs are not as aggressive toward humans as Wild Asian Water Buffaloes.


          A family group consists of small mixed herds of 2-40 individuals. Gaur herds are led by an old adult female (the matriarch). Adult males may be solitary. During the peak of the breeding season, unattached males wander widely in search of receptive females. No serious fighting between males has been recorded, with size being the major factor in determining dominance. Males make a mating call of clear, resonant tones which may carry for more than 1.6 kilometres. Gaurs have also been known to make a whistling snort as an alarm call, and a low, cow-like moo.


          The average population density is about 0.6 animals per square kilometre, with herds having home ranges of around 80 square kilometres.


          The gaur belongs to the wild oxen family, which includes wild water buffaloes. In some regions in India where human disturbance is minor, the gaur is very timid and shy, and often shuns humans. When alarmed, gaurs crash into the jungle at a surprising speed. However, in South-east Asia and south India, where they are used to the presence of humans, gaurs are said by locals to be very bold and aggressive. They are frequently known to go down fields and graze alongside domestic cattle, sometimes killing them in fights. Gaur bulls may charge unprovoked, especially during summer time when the heat and parasitic insects make them more short-tempered than usual. To warn other members of its herd of approaching danger, the gaur lets out a high whistle for help.


          


          Distribution


          Tropical Asian woodlands interspread with clearings in the following countries: Bangladesh, Bhutan, Cambodia, China, India, Laos, Malaysia (Peninsular Malaysia), Myanmar, Nepal, Thailand, Viet Nam (IUCN, 2002).


          


          Cloning


          At 7:30 PM on Monday, 8 January 2001, the first successful birth of a cloned animal that is a member of an endangered species occurred, a gaur named Noah at Trans Ova Genetics in Sioux Centre Iowa. He was carried and brought successfully by a surrogate mother from another, more common, species, in this case a domestic cow named Bessie. The biotechnology company Advanced Cell Technology was the first to succeed. While healthy at birth, Noah died within 48 hours of a common dysentery, likely unrelated to cloning.
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          In linear algebra, Gaussian elimination is an algorithm that can be used to determine the solutions of a system of linear equations, to find the rank of a matrix, and to calculate the inverse of an invertible square matrix. Gaussian elimination is named after German mathematician and scientist Carl Friedrich Gauss.


          Elementary row operations are used throughout the algorithm. The algorithm has two parts, each of which considers the rows of the matrix in order. The first part reduces the matrix to row echelon form while the second reduces the matrix further to reduced row echelon form. The first part alone is sufficient for many applications.


          A related but less-efficient algorithm, GaussJordan elimination, brings a matrix to reduced row echelon form in one pass.


          


          History


          The method of Gaussian elimination appears in Chapter Eight, Rectangular Arrays, of the important Chinese mathematical text Jiuzhang suanshu or The Nine Chapters on the Mathematical Art. Its use is illustrated in eighteen problems, with two to five equations. The first reference to the book by this title is dated to 179 CE, but parts of it were written as early as approximately 150 BCE.


          However, the method was invented in Europe independently. It is named after the mathematician Carl Friedrich Gauss.


          


          Algorithm overview


          The process of Gaussian elimination has two parts. The first part (Forward Elimination) reduces a given system to either triangular or echelon form, or results in a degenerate equation with no solution, indicating the system has no solution. This is accomplished through the use of elementary row operations. The second step uses back substitution to find the solution of the system above.


          Stated equivalently for matrices, the first part reduces a matrix to row echelon form using elementary row operations while the second reduces it to reduced row echelon form, or row canonical form.


          Another point of view, which turns out to be very useful to analyze the algorithm, is that Gaussian elimination computes a matrix decomposition. The three elementary row operations used in the Gaussian elimination (multiplying rows, switching rows, and adding multiples of rows to other rows) amount to multiplying the original matrix with invertible matrices from the left. The first part of the algorithm computes an LU decomposition, while the second part writes the original matrix as the product of a uniquely determined invertible matrix and a uniquely determined reduced row-echelon matrix.


          


          Example


          Suppose the goal is to find and describe the solution(s), if any, of the following system of linear equations:


          
            	[image: 2x + y - z = 8 \quad (L_1)]


            	[image: -3x - y + 2z = -11 \quad (L_2)]


            	[image: -2x + y + 2z = -3 \quad (L_3)]

          


          The algorithm is as follows: eliminate x from all equations below L1, and then eliminate y from all equations below L2. This will put the system into triangular form. Then, using back-substitution, each unknown can be solved for.


          In our example, we eliminate x from L2 by adding [image: \begin{matrix}\frac{3}{2}\end{matrix} L_1] to L2, and then we eliminate x from L3 by adding L1 to L3. Formally:


          
            	[image: L_2 + \frac{3}{2}L_1 \rightarrow L_2]


            	[image: L_3 + L_1 \rightarrow L_3]

          


          The result is:


          
            	[image: 2x + y - z = 8 \, ]


            	[image: \frac{1}{2}y + \frac{1}{2}z = 1 \, ]


            	[image: 2y + z = 5 \, ]

          


          Now we eliminate y from L3 by adding  4L2 to L3:


          
            	[image: L_3 + -4L_2 \rightarrow L_3]

          


          The result is:


          
            	[image: 2x + y - z = 8 \, ]


            	[image: \frac{1}{2}y + \frac{1}{2}z = 1 \, ]


            	[image: -z = 1 \, ]

          


          This result is a system of linear equations in triangular form, and so the first part of the algorithm is complete.


          The second part, back-substitution, consists of solving for the unknowns in reverse order. Thus, we can easily see that


          
            	[image: z = -1 \quad (L_3)]

          


          Then, z can be substituted into L2, which can then be solved easily to obtain


          
            	[image: y = 3 \quad (L_2)]

          


          Next, z and y can be substituted into L1, which can be solved to obtain


          
            	[image: x = 2 \quad (L_1)]

          


          Thus, the system is solved.


          This algorithm works for any system of linear equations. It is possible that the system cannot be reduced to triangular form, yet still have at least one valid solution: for example, if y had not occurred in L2 and L3 after our first step above, the algorithm would have been unable to reduce the system to triangular form. However, it would still have reduced the system to echelon form. In this case, the system does not have a unique solution, as it contains at least one free variable. The solution set can then be expressed parametrically (that is, in terms of the free variables, so that if values for the free variables are chosen, a solution will be generated).


          In practice, one does not usually deal with the actual systems in terms of equations but instead makes use of the augmented matrix (which is also suitable for computer manipulations). This, then, is the Gaussian Elimination algorithm applied to the augmented matrix of the system above, beginning with:


          
            	[image:  \begin{bmatrix} 2 & 1 & -1 & 8 \ -3 & -1 & 2 & -11 \ -2 & 1 & 2 & -3 \end{bmatrix} ]

          


          which, at the end of the first part of the algorithm looks like this:


          
            	[image:  \begin{bmatrix} 2 & 1 & -1 & 8 \ 0 & \frac{1}{2} & \frac{1}{2} & 1 \ 0 & 0 & -1 & 1 \end{bmatrix} ]

          


          That is, it is in row echelon form.


          At the end of the algorithm, we are left with


          
            	[image:  \begin{bmatrix} 1 & 0 & 0 & 2 \ 0 & 1 & 0 & 3 \ 0 & 0 & 1 & -1 \end{bmatrix} ]

          


          That is, it is in reduced row echelon form, or row canonical form.


          


          Other applications


          


          Finding the inverse of a matrix


          Suppose A is a [image: n \times n] matrix and you need to calculate its inverse. The [image: n \times n] identity matrix is augmented to the right of A, forming a [image: n \times 2n] matrix (the block matrix B = [A,I]). Through application of elementary row operations and the Gaussian elimination algorithm, the left block of B can be reduced to the identity matrix I, which leaves A  1 in the right block of B.


          If the algorithm is unable to reduce A to triangular form, then A is not invertible.


          In practice, inverting a matrix is rarely required. Most of the time, one is really after the solution of a particular system of linear equations.


          


          The general algorithm to compute ranks and bases


          The Gaussian elimination algorithm can be applied to any [image: m \times n] matrix A. If we get "stuck" in a given column, we move to the next column. In this way, for example, some [image: 6 \times 9] matrices can be transformed to a matrix that has a reduced row echelon form like


          
            	[image:  \begin{bmatrix} 1 & * & 0 & 0 & * & * & 0 & * & 0 \ 0 & 0 & 1 & 0 & * & * & 0 & * & 0 \ 0 & 0 & 0 & 1 & * & * & 0 & * & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & * & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} ]

          


          (the *'s are arbitrary entries). This echelon matrix T contains a wealth of information about A: the rank of A is 5 since there are 5 non-zero rows in T; the vector space spanned by the columns of A has a basis consisting of the first, third, fourth, seventh and ninth column of A (the columns of the ones in T), and the *'s tell you how the other columns of A can be written as linear combinations of the basis columns.


          


          Analysis


          Gaussian elimination on an n  n matrix requires approximately 2n3 / 3 operations. So it has a complexity of [image: \mathcal{O}(n^3)\,].


          This algorithm can be used on a computer for systems with thousands of equations and unknowns. However, the cost becomes prohibitive for systems with millions of equations. These large systems are generally solved using iterative methods. Specific methods exist for systems whose coefficients follow a regular pattern (see system of linear equations).


          The Gaussian elimination can be performed over any field.


          Gaussian elimination is numerically stable for diagonally dominant or positive-definite matrices. For general matrices, Gaussian elimination is usually considered to be stable in practice if you use partial pivoting as described below, even though there are examples for which it is unstable.


          


          Pseudocode


          As explained above, Gaussian elimination writes a given m  n matrix A uniquely as a product of an invertible m  m matrix S and a row-echelon matrix T. Here, S is the product of the matrices corresponding to the row operations performed.


          The formal algorithm to compute T from A follows. We write A[i,j] for the entry in row i, column j in matrix A. The transformation is performed "in place", meaning that the original matrix A is lost and successively replaced by T.

          
i := 1
j := 1
while (i  m and j  n) do
 Find pivot in column j, starting in row i:
 maxi := i
 for k := i+1 to m do
 if abs(A[k,j]) > abs(A[maxi,j]) then
  maxi := k
 end if
 end for
 if A[maxi,j]  0 then
 swap rows i and maxi, but do not change the value of i
 Now A[i,j] will contain the old value of A[maxi,j].
 divide each entry in row i by A[i,j]
 Now A[i,j] will have the value 1.
 for u := i+1 to m do
  subtract A[u,j] * row i from row u
  Now A[u,j] will be 0, since A[u,j] - A[i,j] * A[u,j] = A[u,j] - 1 * A[u,j] = 0.
 end for
 i := i + 1
 end if
 j := j + 1
end while




          This algorithm differs slightly from the one discussed earlier, because before eliminating a variable, it first exchanges rows to move the entry with the largest absolute value to the "pivot position". Such a pivoting procedure improves the numerical stability of the algorithm; some variants are also in use.


          The column currently being transformed is called the pivot column. Proceed from left to right, letting the pivot column be the first column, then the second column, etc. and finally the last column before the vertical line. For each pivot column, do the following two steps before moving on to the next pivot column:


          
            	Locate the diagonal element in the pivot column. This element is called the pivot. The row containing the pivot is called the pivot row. Divide every element in the pivot row by the pivot to get a new pivot row with a 1 in the pivot position.


            	Get a 0 in each position below the pivot position by subtracting a suitable multiple of the pivot row from each of the rows below it.

          


          Upon completion of this procedure the augmented matrix will be in row-echelon form and may be solved by back-substitution.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gaussian_elimination"
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          In physics and mathematical analysis, Gauss's law, developed by Carl Friedrich Gauss, closely related to Gauss's theorem, gives the relation between the electric or gravitational flux flowing out of a closed surface and, respectively, the electric charge or mass enclosed in the surface. Gauss's law can be used in any context where the inverse-square law holds, where electrostatics and Newtonian gravitation are but two examples. It is one of the four equations that underpins electromagnetic theory.


          


          Integral form


          In its integral form, the law states:


          
            	[image: \Phi = \oint_S \vec{E} \cdot \mathrm{d}\vec{A} = {1 \over \varepsilon_o} \int_V \rho\ \mathrm{d}V = \frac{Q_A}{\varepsilon_o}]

          


          where  is the electric flux, [image: \vec{E}] is the electric field, [image: \mathrm{d}\vec{A}] is a differential area on the closed surface S with an outward facing surface normal defining its direction, QA is the charge enclosed by the surface,  is the charge density at a point in V, [image: \varepsilon_o] is the permittivity of free space and [image: \oint_S] is the integral over the surface S enclosing volume V.


          For information and strategy on the application of Gauss's law, see Gaussian surfaces.


          


          Differential form


          In differential form, the equation becomes:


          
            	[image: \vec{\nabla} \cdot \vec{D} = \rho_{\mathrm{free}}]

          


          where [image: \vec{\nabla}] is the del operator, representing divergence, D is the electric displacement field (in units of C/m), and free is the free electric charge density (in units of C/m), not including the dipole charges bound in a material. The differential form derives in part from Gauss's divergence theorem.


          

          And for linear materials, the equation becomes:


          
            	[image: \vec{\nabla} \cdot \varepsilon \vec{E} = \rho_{\mathrm{free}}]

          


          where [image: \varepsilon] is the electric permittivity.


          


          Coulomb's law


          In the special case of a spherical surface with a central charge, the electric field is perpendicular to the surface, with the same magnitude at all points of it, giving the simpler expression:


          
            	[image: E=\frac{Q}{4\pi\varepsilon_0r^{2}}]

          


          where E is the electric field strength at radius r, Q is the enclosed charge, and 0 is the permitivity of free space. Thus the familiar inverse-square law dependence of the electric field in Coulomb's law follows from Gauss's law.


          Gauss's law can be used to demonstrate that there is no electric field inside a Faraday cage with no electric charges. Gauss's law is the electrostatic equivalent of Ampre's law, which deals with magnetism. Both equations were later integrated into Maxwell's equations.


          It was formulated by Carl Friedrich Gauss in 1835, but was not published until 1867. Because of the mathematical similarity, Gauss's law has application for other physical quantities governed by an inverse-square law such as gravitation or the intensity of radiation. See also divergence theorem.


          


          Gravitational analogue


          Since both gravity and electromagnetism have strength that propagates relative to the squared distance between two objects, we can relate the two using Gauss's Law by examining their respective vector fields [image: \vec{g}] and [image: \vec{E}], where


          
            	[image: \vec{g} = -G\frac{m}{\vec{r}^2}\hat{r},]

          


          and


          
            	[image: \vec{E} = \frac{1}{4 \pi \varepsilon_{0}} \frac{q}{\vec{r}^2}\hat{r},]

          


          where G is the gravitational constant, m is the mass of the point source, r is the radius (distance) between the point source and another object, [image: \varepsilon_{0}] is the permittivity of free space, and q is the charge of the electric point source.


          In the same way that we evaluate the surface integral for electromagnetism to get the result [image: \frac{q}{\varepsilon_{0}}], we can choose a proper Gaussian surface to find an answer for the gravitational flux. For a point mass centered at the coordinate system origin, the most logical choice for our Gaussian surface is a sphere of radius r centered at the origin.


          We start with the integral form of Gauss's law:


          
            	[image: \Phi_{g} = \oint_S \vec{g} \cdot \mathrm{d}\vec{A}.]

          


          An infinitesimal area element is just the area of the infinitesimal solid angle, which is defined as


          
            	[image: \mathrm{d}\vec{A} = r^{2} \mathrm{d}\Omega \hat{r}.]

          


          Our Gaussian Surface is wisely chosen since the vector normal to the surface is radial from the origin. With


          
            	[image: \Phi_{g} = \oint_S g(r) \hat{r} \cdot \hat{r} r^{2} \mathrm{d}\Omega,]

          


          we see the inner product of the two radial vectors is unity and that both the magnitude of our field, [image: \vec{g}], and the square of the distance between the surface and the point, r2, remain constant over every element of the surface. This gives us the integral


          
            	[image: \Phi_{g} = g(r) r^{2} \oint_S \mathrm{d}\Omega.]

          


          The remaining surface integral is just the surface area of our sphere (4r2). If we combine this with our gravitational field equation from above, we have an expression for the gravitational flux of a point mass.


          
            	[image: \Phi_{g} = -\frac{Gm}{r^2} 4 \pi r^{2} = -4\pi Gm]

          


          It is interesting to note that the gravitational flux, like its electromagnetic counterpart, does not depend on the radius of the sphere.
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          Siddhārtha Gautama (pronunciation: [sɪd̪.d̪ʰaːr.t̪ʰə gəʊ.t̪ə.mə]), in Sanskrit, or Siddhattha Gotama, in Pali, was a spiritual teacher from ancient India and the founder of Buddhism. He is generally recognized by Buddhists as the Supreme Buddha (Sammāsambuddha) of our age. The precise nature of such a supreme Buddha (pronounced: [bʊd̪.d̪ʰə])whether "merely" human or a transcendental, immortal, god-transcending being - is differently construed in Theravada and Mahayana Buddhism. Theravada tends to view him as a super-human personage of supreme teaching skill and wisdom (uncontactable after his physical death), whereas Mahayana Buddhism goes further and tends to see him as a projection of an eternal, ultimate principle of Buddhahood (see Dharmakaya), present in all phenomena, immortal and transcendent. The time of his birth and death are uncertain: most early 20th-century historians date his lifetime from circa 563 BCE to 483 BCE; more recently, however, at a specialist symposium on this question, the majority of those scholars who presented definite opinions gave dates within 20 years either side of 400 BCE for the Buddha's death, with others supporting earlier or later dates.


          Gautama, also known as Śākyamuni (pronounced: [ʃaː.kjə.mʊ.nɪ]) or Shakyamuni (Skt.; Pali: Sakyamuni; English: sage of the Shakya clan), is the key figure in Buddhism, and accounts of his life, discourses, and monastic rules were said to have been summarized after his death and memorized by the sangha. Passed down by oral tradition, the Tipitaka, the collection of teachings attributed to Gautama by the Theravada, was committed to writing some centuries later.


          


          The Buddha's life


          The prime sources of information regarding Siddhārtha Gautama's life are the Buddhist texts. The Buddha and his monks spent four months each year discussing and rehearsing his teachings, and after his death his monks set about preserving them. A council was held shortly after his death, and another was held a century later. At these councils the monks attempted to establish and authenticate the extant accounts of the life and teachings of the Buddha following systematic rules. They divided the teachings into distinct but overlapping bodies of material, and assigned specific monks to preserve each one. The teaching was thus preserved orally for three centuries after the Buddha's death when they were finally recorded on palm-leaf scrolls that were arranged in three baskets ( Pali: ti-pitaka). By this point, the monks had added or altered some material themselves, in particular magnifying the figure of the Buddha.


          The ancient Indians were not concerned with chronologies, being far more focused on philosophy. The Buddhist texts reflect this tendency, and we have a much clearer picture of what the Buddha thought than of the dates of the events in his life. These texts contain descriptions of the culture and daily life of ancient India which can be corroborated from the Jain scriptures, and make the Buddha's time the earliest period in Indian history for which substantial accounts exist. The following is a summary of what is found in these texts.


          


          Conception and birth


          Siddhārtha was born more than 200 years before the reign of the Maurya king Aśoka (273232 BCE).


          
            [image: The birth of Siddhartha, (2nd-3rd century).]

            
              The birth of Siddhartha, (2nd-3rd century).
            

          


          Siddhartha was born in Lumbini and raised in the small kingdom or principality of Kapilavastu. His father was King Suddhodana, the chief of the Shakya nation, one of several ancient tribes in the growing state of Kosala; Gautama was the family name. As was the Shakya tradition, when his mother Queen Maya fell pregnant, she returned to her father's kingdom to give birth, but after leaving Kapilvastu, she gave birth along the way at Lumbini in a garden beneath a sal tree.


          
            [image: Maya Devi Temple in Lumbini, Nepal.]

            
              Maya Devi Temple in Lumbini, Nepal.
            

          


          The day of the Buddha's birth is widely celebrated in Theravada countries as Vesak. Various sources hold that the Buddha's mother died at his birth, a few days or seven days later. The infant was given the name Siddhartha (Pāli: Siddhattha), meaning he who achieves his aim. During the birth celebrations, the hermit seer Asita journeyed from his mountain abode and announced that the child would either become a great king ( chakravartin) or a great holy man. This occurred after Siddhartha placed his feet in Asita's hair and Asita examined the birthmarks. Suddhodarna held a naming ceremony on the fifth day, and invited eight brahmin scholars to read the future. All gave a dual prediction that the baby would either become a great king or a great holy man. Kaundinya (Pali: Kondanna), the youngest, and later to be the first arahant, was the only one who unequivocally predicted that Siddhartha would become a Buddha.


          While later tradition and legend characterized Śuddhodana as a hereditary monarch, the descendant of the Solar Dynasty of Ikṣvāku (Pāli: Okkāka), many scholars believe that Śuddhodana was the elected chief of a tribal confederacy.



          


          Early life and marriage


          
            [image: The Buddha as a child, taking a bath. Gandhara, 2nd century CE.]

            
              The Buddha as a child, taking a bath. Gandhara, 2nd century CE.
            

          


          Siddhartha, destined to a luxurious life as a prince, had three palaces (for seasonal occupation) especially built for him. His father, King Śuddhodana , wishing for Siddhartha to be a great king, shielded his son from religious teachings or knowledge of human suffering. Siddhartha was brought up by his mother's younger sister, Maha Pajapati.


          As the boy reached the age of 16, his father arranged his marriage to Yaśodharā (Pāli: Yasodharā), a cousin of the same age. In time, she gave birth to a son, Rahula. Siddhartha spent 29 years as a Prince in Kapilavastu. Although his father ensured that Siddhartha was provided with everything he could want or need, Siddhartha felt that material wealth was not the ultimate goal of life.


          


          The Great Renunciation


          
            [image: Prince Siddharta shaves his head and become an ascetic. 8th century Borobudur, Indonesia.]

            
              Prince Siddharta shaves his head and become an ascetic. 8th century Borobudur, Indonesia.
            

          


          At the age of 29, Siddhartha left his palace in order to meet his subjects. Despite his father's effort to remove the sick, aged and suffering from the public view, Siddhartha was said to have seen an old man. Disturbed by this, when told that all people would eventually grow old by his charioteer Channa, the prince went on further trips where he encountered, variously, a diseased man, a decaying corpse, and an ascetic. Deeply depressed by these sights, he sought to overcome old age, illness, and death by living the life of an ascetic.


          
            [image: The Great Departure. Gandhara, 2nd century CE.]

            
              The Great Departure. Gandhara, 2nd century CE.
            

          


          Siddhartha escaped his palace, accompanied by Channa aboard his horse Kanthaka, leaving behind this royal life to become a mendicant. It is said that, "the horse's hooves were muffled by the gods" to prevent guards from knowing the Bodhisatta's departure. This event is known as "The Great Departure".


          
            [image: The Buddha as an ascetic. Gandhara, 2-3rd century CE. British Museum.]

            
              The Buddha as an ascetic. Gandhara, 2-3rd century CE. British Museum.
            

          


          Siddhartha initially went to Rajagaha and began his ascetic life by begging for alms in the street. Having been recognised by the men of King Bimbisara, Bimbisara offered him the throne after hearing of Siddhartha's quest. Siddhartha rejected the offer, but promised to visit his kingdom of Magadha first, upon attaining enlightenment.


          Siddhartha left Rajagaha and practiced under two hermit teachers. After mastering the teachings of Alara Kalama, Siddhartha was asked by Kalama to succeed him, but moved on after being unsatisfied with his practices. He then became a student of Udaka Ramaputta, but although he achieved high levels of meditative consciousness and was asked to succeed Ramaputta, he was still not satisfied with his path, and moved on.


          Siddhartha and a group of five companions led by Kondanna then set out to take their austerities even further. They tried to find enlightenment through near total deprivation of worldly goods, including food, practicing self-mortification. After nearly starving himself to death by restricting his food intake to around a leaf or nut per day, he collapsed in a river while bathing and almost drowned. Siddhartha began to reconsider his path. As he laid there, a boat passed him and he overheard the conversation that the two musicians aboard it were saying: "If you tighten the string too tight it will snap, but if it is too loose it will not play." From this, he realised that he would have to take a "middle-way" to reach enlightenment and not by using extremes. Then, he remembered a moment in childhood in which he had been watching his father start the season's plowing, and he had fallen into a naturally concentrated and focused state that was blissful and refreshing, the jhana. Coming out of the jhana, he realised that a village girl named Sujata was standing over him with a bowl of porridge.


          


          The Great Enlightenment


          After asceticism and concentrating on meditation and anapanasati (awareness of breathing in and out), Siddhartha is said to have discovered what Buddhists call the Middle Waya path of moderation away from the extremes of self-indulgence and self-mortification. He accepted a little milk and rice pudding from a village girl named Sujata, who wrongly believed him to be the spirit that had granted her a wish, such was his emaciated appearance. Then, sitting under a pipal tree, now known as the Bodhi tree in Bodh Gaya, he vowed never to arise until he had found the Truth. Kaundinya and the other four companions, believing that he had abandoned his search and become undisciplined, left. After 49 days meditating, at the age of 35, he attained Enlightenment; according to some traditions, this occurred approximately in the fifth lunar month, and according to others in the twelfth. Gautama, from then on, was known as the Buddha or "Awakened One." Buddha is also sometimes translated as "The Enlightened One." Often, he is referred to in Buddhism as Shakyamuni Buddha or "The Awakened One of the Shakya Clan."


          At this point, he realized complete awakening and insight into the nature and cause of human suffering which was ignorance, along with steps necessary to eliminate it. These truths were then categorized into the Four Noble Truths; the state of supreme liberationpossible for any beingwas called Nirvana. He then came to possess the Nine Characteristics, which are said to belong to every Buddha.


          According to one of the stories in the Āyācana Sutta (Samyutta Nikaya VI.1), a scripture found in the Pāli and other canons, immediately after his Enlightenment, the Buddha was wondering whether or not he should teach the Dharma to human beings. He was concerned that, as human beings were overpowered by greed, hatred and delusion, they would not be able to see the true dharma, which was subtle, deep and hard to understand. However, a divine spirit, Brahmā Sahampati, interceded and asked that he teach the dharma to the world, as "there will be those who will understand the Dharma". With his great compassion to all beings in the universe, the Buddha agreed to become a teacher.


          


          Formation of the sangha


          
            [image: Painting of the first sermon depicted at Wat Chedi Liem in Thailand.]

            
              Painting of the first sermon depicted at Wat Chedi Liem in Thailand.
            

          


          After becoming enlightened, two merchants whom the Buddha met, named Tapussa and Bhallika became the first lay disciples. They are given some hairs from the Buddha's head, which are believed to now be enshrined in the Shwe Dagon Temple in Rangoon, Burma. The Buddha intended to visit Asita, and his former teachers, Alara Kalama and Uddaka Ramaputta to explain his findings, but they had already died.


          The Buddha thus journeyed to Deer Park near Vārāṇasī (Benares) in northern India, he set in motion the Wheel of Dharma by delivering his first sermon to the group of five companions with whom he had previously sought enlightenment. They, together with the Buddha, formed the first saṅgha, the company of Buddhist monks, and hence, the first formation of Triple Gem (Buddha, Dharma and Sangha) was completed, with Kaundinya becoming the first stream-enterer. All five soon become arahants, and with the conversion of Yasa and fifty four of his friends, the number of arahants swelled to 60 within the first two months. The conversion of the three Kassapa brothers and their 200, 300 and 500 disciples swelled the sangha over 1000, and they were dispatched to explain the dharma to the populace.


          


          Ministry
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              Gautama Buddha with his protector Vajrapani (here holding a flywisk). Gandhara, 2nd century CE.
            

          


          For the remaining 45 years of his life, the Buddha is said to have traveled in the Gangetic Plain, in what is now Uttar Pradesh, Bihar and southern Nepal, teaching his doctrine and discipline to an extremely diverse range of people from nobles to outcaste street sweepers, mass murderers such as Angulimala and cannibals such as Alavaka. This extended to many adherents of rival philosophies and religions. The Buddha founded the community of Buddhist monks and nuns (the Sangha) to continue the dispensation after his Parinirvāna ( Pāli: Parinibbāna) or "complete Nirvāna", and made thousands of converts. His religion was open to all races and classes and had no caste structure. He was also subject to attack from opposition religious groups, including attempted murders and framings.


          The sangha travelled from place to place in India, expounding the dharma. This occurred throughout the year, except during the four months of the vassana rainy season. Due to the heavy amount of flooding, travelling was difficult, and ascetics of all religions in that time did not travel, since it was more difficult to do so without stepping on submerged animal life, unwittingly killing them. During this period, the sangha would retreat to a monastery, public park or a forest and people would come to them.


          The first vassana was spent at Varanasi when the sangha was first formed. After this, he travelled to Rajagaha, the capital of Magadha to visit King Bimbisara, in accordance with his promise after enlightenment. It was during this visit that Sariputta and Mahamoggallana were converted by Assaji, one of the first five disciples; they were to become the Buddha's two foremost disciples. The Buddha then spent the next three seasons at Veluvana Bamboo Grove monastery in Rajagaha, the capital of Magadha. The monastery, which was of a moderate distance from the city centre was donated by Bimbisara.


          Upon hearing of the enlightenment, Suddhodana dispatched royal delegations to ask the Buddha to return to Kapilavastu. Nine delegations were sent in all, but the delegates joined the sangha and became arahants. Neglecting worldly matters, they did not convey their message. The tenth delegation, lead by Kaludayi, a childhood friend, resulted in the message being successfully conveyed as well as becoming an arahant. Since it was not the vassana, the Buddha agreed, and two years after his enlightenment, took a two month journey to Kapilavastu by foot, preaching the dharma along the way. Upon his return, the royal palace had prepared the midday meal, but since no specific invitation had come, the sangha went for an alms round in Kapilavastu. Hearing this, Suddhodana hastened to approach the Buddha, stating "Ours is the warrior lineage of Mahamassata, and not a single warrior has gone seeking alms", to which the Buddha replied


          
            
              	

              	That is not the custom of your royal lineage. But it is the custom of my Buddha lineage. Several thousands of Buddhas have gone by seeking alms

              	
            

          


          

          Suddhodana invited the sangha back to the royal palace for the meal, followed by a dharma talk, after which he became a sotapanna. During the visit, many members of the royal family joined the sangha. His cousins Ananda and Anuruddha were to become two of his five chief disciples. His son Rahula also joined the sangha at the age of seven, and was one of the ten chief disciples. His half-brother Nanda also joined the sangha and became an arahant. Another cousin Devadatta also became a monk although he later became an enemy and tried to kill the Buddha on multiple occasions.


          Of his disciples, Sariputta, Mahamoggallana, Mahakasyapa, Ananda and Anuruddha comprised the five chief disciples. His ten foremost disciples were completed by the quintet of Upali, Subhoti, Rahula, Mahakaccana and Punna.


          In the fifth vassana, the Buddha was staying at Mahavana near Vesali. Hearing of the impending death of Suddhodana, the Buddha went to his father and preached the dharma, and Suddhodana became an arahant prior to death. The death and cremation led to the creation of the order of nuns. Buddhist texts record that he was reluctant to ordain women as nuns. His foster mother Maha Pajapati approached him asking to join the sangha, but the Buddha refused, and began the journey from Kapilavastu back to Rajagaha. Maha Pajapati was so intent on renouncing the world that she lead a group of royal Sakyan and Koliyan ladies, following the sangha to Rajagaha. The Buddha eventually accepted them five years after the formation of the Sangha on the grounds that their capacity for enlightenment was equal to that of men, but he gave them certain additional rules (Vinaya) to follow. This occurred after Ananda interceded on their behalf. Yasodhara also became a nun, with both becoming arahants.


          During his ministry, Devadatta (who was not an arahant) frequently tried to undermine the Buddha. At one point Devadatta asked the Buddha to stand aside to let him lead the sangha. The Buddha declined, and stated that Devadatta's actions did not reflect on the Triple Gem, but on him alone. Devadatta conspired with Prince Ajatasattu, son of Bimbisara, so that they would kill and usurp the Buddha and Bimbisara respectively. Devadatta attempted three times to kill the Buddha. The first attempt involved the hiring of a group of archers, whom upon meeting the Buddha became disciples. A second attempt followed when Devadatta attempted to roll a large boulder down a hill. It hit another rock and splintered, only grazing the Buddha in the foot. A final attempt by plying an elephant with alcohol and setting it loose again failed. Failing this, Devadatta attempted to cause a schism in the sangha, by proposing extra restrictions on the vinaya. When the Buddha declined, Devadatta started a breakaway order, criticising the Buddha's laxity. At first, he managed to convert some of the bhikkhus, but Sariputta and Mahamoggallana expounded the dharma to them and succeeded in winning them back.


          When the Buddha reached the age of 55, he made Ananda his chief attendant.


          


          Death
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          According to the Mahaparinibbana Sutta of the Pali canon, at the age of 80, the Buddha announced that he would soon enter Parinirvana or the final deathless state abandoning the earthly body. After this, the Buddha ate his last meal, which, according to different translations, was either a mushroom delicacy or soft pork, which he had received as an offering from a blacksmith named Cunda. Falling violently ill, Buddha instructed his attendant Ānanda to convince Cunda that the meal eaten at his place had nothing to do with his passing and that his meal would be a source of the greatest merit as it provided the last meal for a Buddha.


          The Mahayana Vimalakirti Sutra explains, in Chapter 3, that the Buddha doesn't really become ill or old but purposely presents such an appearance only to teach those born during the five defilements the impermanence and pain of defiled worlds and to strive for Nirvana.


          "'Reverend nanda, the Tathgatas have the body of the Dharma - not a body that is sustained by material food. The Tathgatas have a transcendental body that has transcended all mundane qualities. There is no injury to the body of a Tathgata, as it is rid of all defilements. The body of a Tathgata is uncompounded and free of all formative activity. Reverend nanda, to believe there can be illness in such a body is irrational and unseemly!' Nevertheless, since the Buddha has appeared during the time of the five corruptions, he disciplines living beings by acting lowly and humble."


          Ananda protested Buddha's decision to enter Parinirvana in the abandoned jungles of Kuśināra (Pāli: Kusināra) of the Mallas. Buddha, however, reminded Ananda how Kushinara was a land once ruled by a righteous wheel-turning king that resounded with joy:


          
            
              	

              	44. Kusavati, Ananda, resounded unceasingly day and night with ten sounds -- the trumpeting of elephants, the neighing of horses, the rattling of chariots, the beating of drums and tabours, music and song, cheers, the clapping of hands, and cries of "Eat, drink, and be merry!"
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          Buddha then asked all the attendant Bhikshus to clarify any doubts or questions they had. They had none. He then finally entered Parinirvana. The Buddha's final words were, "All composite things pass away. Strive for your own liberation with diligence." The Buddha's body was cremated and the relics were placed in monuments or stupas, some of which are believed to have survived until the present. For example, The Temple of the Tooth or "Dalada Maligawa" in Sri Lanka is the place where the relic of the right tooth of Buddha is kept at present.


          According to the Pāli historical chronicles of Sri Lanka, the Dīpavaṃsa and Mahāvaṃsa, the coronation of Aśoka (Pāli: Asoka) is 218 years after the death of Buddha. According to one Mahayana record in Chinese (十八部論 and 部執異論), the coronation of Aśoka is 116 years after the death of Buddha. Therefore, the time of Buddha's passing is either 486 BCE according to Theravāda record or 383 BCE according to Mahayana record. However, the actual date traditionally accepted as the date of the Buddha's death in Theravāda countries is 544 or 543 BCE, because the reign of Aśoka was traditionally reckoned to be about 60 years earlier than current estimates.
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          At his death, the Buddha told his disciples to follow no leader, but to follow his teachings ( dharma). However, at the First Buddhist Council, Mahakasyapa was held by the sangha as their leader, with the two chief disciples Mahamoggallana and Sariputta having died before the Buddha.


          


          Physical characteristics


          Buddha is perhaps one of the few sages for whom we have mention of his rather impressive physical characteristics. A kshatriya by birth, he had military training in his upbringing, and by Shakyan tradition was required to pass tests to demonstrate his worthiness as a warrior in order to marry. He had a strong enough body to be noticed by one of the kings and was asked to join his army as a general. He is also believed by Buddhists to have " the 32 Signs of the Great Man".


          The Brahmin Sonadanda described him as "handsome, good-looking, and pleasing to the eye, with a most beautiful complexion. He has a godlike form and countenance, he is by no means unattractive."(D,I:115).


          "It is wonderful, truly marvellous, how serene is the good Gotama's appearance, how clear and radiant his complexion, just as the golden jujube in autumn is clear and radiant, just as a palm-tree fruit just loosened from the stalk is clear and radiant, just as an adornment of red gold wrought in a crucible by a skilled goldsmith, deftly beaten and laid on a yellow-cloth shines, blazes and glitters, even so, the good Gotama's senses are calmed, his complexion is clear and radiant." (A,I:181)


          A disciple named Vakkali, who later became an Arahant, was so obsessed by Buddha's physical presence that Buddha has to tell him to stop and reminded Vakkali to know Buddha through the Dhamma and not physical appearances.


          Although the Buddha was not represented in human form until around the 1st century CE (see Buddhist art), the physical characteristics of fully-enlightened Buddhas are described by the Buddha in the Digha Nikaya's Lakkhaṇa Sutta (D,I:142). In addition, the Buddha's physical appearance is described by Yasodhara to their son Rahula upon the Buddha's first post-Enlightenment return to his former princely palace in the non-canonical Pali devotional hymn, Narasīha Gāthā ("The Lion of Men").


          


          Teachings
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          Certain basic teachings appear in many places throughout the early texts, so most scholars conclude that the Buddha must at least have taught something of the kind:


          
            	the three characteristics


            	the five aggregates


            	dependent arising


            	karma and rebirth


            	the four noble truths


            	the eightfold path


            	nirvana

          


          Some scholars disagree, and have proposed many other theories.


          Different Buddhist traditions attribute a variety of texts and teachings to the Buddha. See Buddhist texts.


          


          Language


          It is unknown what language or languages the Buddha spoke, and no conclusive documentation has been made at this point. However, some modern scholars, primarily philologists, believe it is most likely that the Buddha spoke some form or forms of a vulgate then current in eastern India, Mgadh Prakrit.
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              	Largest city

              	Gaza City
            


            
              	Official languages

              	Arabic ( de facto)
            


            
              	Government

              	Hamas-led government
            


            
              	-

              	Prime Minister

              	Ismail Haniyeh ( Hamas)
            


            
              	-

              	President of the Palestinian National Authority

              	Mahmoud Abbas ( Fatah)
            


            
              	Organized

              	September 13, 1993 Oslo accords
            


            
              	-

              	Signed

              	PA took partial control in May 1994, and full control in September 2005 (Israel retains control of airspace and offshore maritime access)
            


            
              	Area
            


            
              	-

              	Total

              	360km( 212th)

              130 sqmi
            


            
              	Population
            


            
              	-

              	2007estimate

              	1,482,405( 151st1)
            


            
              	-

              	Density

              	3,823/km( 6th1)

              10,586/sqmi
            


            
              	GDP( PPP)

              	estimate
            


            
              	-

              	Total

              	$770 million( 160th1)
            


            
              	-

              	Per capita

              	600 $( 167th1)
            


            
              	Currency

              	Israeli new sheqel (de facto) ( ILS)
            


            
              	Time zone

              	( UTC+2)
            


            
              	-

              	Summer( DST)

              	( UTC+3)
            


            
              	Calling code

              	+970
            

          


          The Gaza Strip (Arabic: قطاع غزة transliteration: Qitˁɑ' Ġazzah/Qita' Ghazzah, Hebrew: רצועת עזה Retzu'at 'Azza) is a coastal strip of land along the Mediterranean Sea, bordering Egypt on the south-west and Israel on the north and east. It is about 41 kilometers (25 mi) long, and between 6 and 12kilometers (47.5mi) wide, with a total area of 360 square kilometers (139 sqmi).


          Israel oversees the strip's airspace, territorial water and offshore maritime access. Israel's control of access to Gaza has been controversial. Israel also controls the population registry, entry of foreigners, imports and exports as well as the tax system.


          The territory takes its name from Gaza, its main city. It has about 1.4 million Palestinian (or Gazan) residents.


          The Strip itself and its population are nominally governed by the Palestinian National Authority, though following the June 2007 battle of Gaza, actual control is in the hands of the de facto government dominated by Hamas. The Gaza Strip is not recognized internationally as part of any sovereign country.


          


          History


          


          Ancient history until mid 16th century (15th century BC-1517)


          The first recorded mention of the city of Gaza was a reference by Pharaoh Thutmose II (18th dynasty; 15th century BC), though the actual habitation no doubt predates that official record. It is also mentioned in the Tell el-Amarna tablets, the diplomatic and administrative records of ancient Egypt.


          Because of its strategic position on the Via Maris (see map), the ancient coastal road linking Egypt with Palestine and the lands beyond, Gaza experienced little peace in antiquity. Throughout its history it was a prosperous trade centre, sitting as it does on the ancient Sea Road.


          The area was under Egyptian occupation for over 300 years when the Philistines took control and settled the city and surrounding area. Gaza became an important Philistine trading centre and part of the Pentapolis (league of five cities).


          The Bible makes a reference to Gaza as the place where Samson was delivered into bondage by Delilah and where he died while toppling the temple of the god Dagon. It fell to the Israelite King David in 1000 BC.


          The area fell to the Assyrians in 732 BC, to the Egyptians, to the Babylonians in 586 BC, Persians in 525 BC, and the Macedonians. Macedonian ruler Alexander the Great met stiff resistance there in 332 BC. After conquering it, he sold its inhabitants into slavery.


          In 145 BC Gaza was conquered by Jonathan the Hasmonean (Brother of Judah the Maccabee). In Hellenistic and Roman times the harbour, about 3 miles (5 km) from the city proper, was called Neapolis (Greek: New City).
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          It was conquered by Arabs in the 630s after a siege during which the Jewish population of the city defended it alongside the Byzantine garrison. Believed to be the site where Muhammad's great grandfather was buried, the city became an important Islamic centre. In the 12th century, Gaza was taken by Christian Crusaders; it returned to Muslim control in 1187.


          


          Ottoman and British control (1517-1948)


          In 1517 Gaza fell to the Ottomans and was part of the Ottoman Empire until the First World War.


          Starting in the early 19th century, Gaza was culturally dominated by neighboring Egypt. Though part of the Ottoman Empire, a large number of its residents were Egyptians (and their descendants) who had fled political turmoil.


          The region served as a battlefield during the First World War (1914-18). The Gaza Strip was taken by the British in the Third Battle of Gaza on 7 November 1917.


          Following World War I, Gaza became part of the British mandate for Palestine under the authority of the League of Nations.


          British rule of Palestine ended with the Israeli War of Independence in 1948.


          


          Egyptian Control (1948-67)


          According to the terms of the 1947 United Nations partition plan, the Gaza area was to become part of a new Palestinian Arab state. Following the dissolution of the British mandate of Palestine and 1947-1948 Civil War in Palestine, Israel declared its independence in May 1948. The Egyptian army invaded the area from the south, starting the 1948 Arab-Israeli War.


          The Gaza Strip as it is known today was the product of the subsequent 1949 Armistice Agreements between Egypt and Israel, often referred to as the Green Line. Egypt occupied the Strip from 1949 (except for four months of Israeli occupation during the 1956 Suez Crisis) until 1967. The Strip's population was greatly augmented by an influx of Palestinian Arab refugees who fled or were expelled from Israel during the fighting.


          Towards the end of the war, the All-Palestine Government (Arabic: حكومة عموم فلسطين hukumat 'umum Filastin) was proclaimed in Gaza City on 22 September 1948 by the Arab League. It was conceived partly as an Arab League attempt to limit the influence of Transjordan over the Palestinian issue. The government was not recognized by Transjordan or any non-Arab country. It was little more than a faade under Egyptian control, had negligible influence or funding, and subsequently moved to Cairo. Palestinians living in the Gaza Strip or Egypt were issued All-Palestine passports until 1959, when Gamal Abdul Nasser, President of Egypt, annulled the All-Palestine government by decree.


          Egypt never annexed the Gaza Strip, but instead treated it as a controlled territory and administered it through a military governor. The refugees were never offered Egyptian citizenship . During the Sinai campaign of November 1956, the Gaza Strip and the Sinai Peninsula were overrun by Israeli troops. International pressure soon forced Israel to withdraw.


          Israel occupied the Gaza Strip during the 1967 Six Day War.


          


          Israeli occupation (1967-2005)


          The area was again occupied, this time by Israel from the Six-Day War in June 1967. The military occupation lasted for 38 years, until 2005. However, Israel retains control of air space, territorial waters, offshore maritime access, the population registry, entry of foreigners, imports and exports as well as the tax system.


          During the period of Israeli occupation, Israel created a settlement bloc, Gush Katif in the south west corner of the Strip near Rafah near the Egyptian border. Besides ideological reasons for being there, the settlement bloc also served Israel's security concerns. The Gaza Strip remained under Israeli military administration until 1994. During that period the military administration was also responsible for the maintenance of civil facilities and services.


          In March 1979 Israel and Egypt signed the Israel-Egypt Peace Treaty. Among other things, the treaty provided for the withdrawal by Israel of its armed forces and civilians from the Sinai Peninsula which Israel had captured during the 1967 Six-Day War. The final status of the Gaza Strip as with relations between Israel and Palestinians was not dealt with in the treaty. The treaty did settle the international border between Gaza Strip and Egypt. Egypt renounced all territorial claims to the region beyond the international border.


          In May 1994, following the Palestinian-Israeli agreements known as the Oslo Accords, a phased transfer of governmental authority to the Palestinians took place. Much of the Strip (except for the settlement blocs and military areas) came under Palestinian Authority control. The Israeli forces left Gaza City and other urban areas, leaving the new Palestinian Authority to administer and police the Strip. The Palestinian Authority, led by Yasser Arafat, chose Gaza City as its first provincial headquarters. In September 1995, Israel and the PLO signed a second peace agreement extending the Palestinian Authority to most West Bank towns. The agreement also established an elected 88-member Palestinian National Council, which held its inaugural session in Gaza in March 1996.


          The Second Intifada broke out in September 2000. In February 2005, the Israeli government voted to implement a unilateral disengagement plan from the Gaza Strip. The plan began to be implemented on 15 August 2005 (the day after Tisha B'av) and was completed on 12 September 2005. Under the plan, all Israeli settlements in the Gaza Strip (and four in the West Bank) and the nearby Erez bloc were dismantled with the removal of all 9,000 Israeli settlers (most of them in the Gush Katif settlement area in the Strip's southwest) and military bases. On 12 September 2005 the Israeli cabinet formally declared an end to military rule in the Gaza Strip after 38 years of control. To avoid any allegation that it was still in occupation of any part of the Gaza Strip, Israel also withdrew from the Philadelphi Route, which is a narrow strip adjacent to the Strip's border with Egypt, after Egypt's agreement to secure its side of the border. Under the Oslo Accords the Philadelphi Route was to remain under Israeli control, to prevent the smuggling of materials (such as ammunition) and people across the border with Egypt. With Egypt agreeing to patrol its side of the border, it was hoped that the objective would be achieved.


          


          Palestinian Authority control (2005-2007)


          In accordance with the Oslo Accords, the Palestinian Authority took over the administrative authority of the Gaza Strip (other than the settlement blocs and military areas) in 1994. After the complete Israeli withdrawal of Israeli settlers and military from the Gaza Strip on 12 September 2005, the Palestinian Authority had complete administrative authority in the Gaza Strip.


          Palestinians maintain that the Israeli occupation is not over because Israel still controls Gazan borders, airspace and territorial waters. The Israeli human rights organization B'tselem said in November 2006 that "the broad scope of Israeli control in the Gaza Strip creates a strong case for the claim that Israel's occupation of the Gaza Strip continue." University of London, School of Oriental and African Studies, law professor Iain Scobbie noted in 2006 that "Israel retains absolute authority over Gazas airspace and territorial sea. It is manifestly exercising governmental authority in these areas.... it is clear that Israeli withdrawal of land forces did not terminate occupation." And according to some Palestinians, Israel's occupation of the Gaza Strip continued. "They control the water, the sky and the passages. How can you say occupation is over?" said Palestinian negotiator Saeb Erekat in 2005. Similar viewpoints have been presented by many other Palestinian organizations and leaders. The Al Mezan Centre for Human Rights also argues that the Gaza Strip remains occupied by Israel.


          Prior to Israel's withdrawal from the Gaza Strip, the United States considered the Gaza Strip to be an Israel-occupied territory. Following the withdrawal, no official US government statement has been made on the status of the Strip. However, the CIA World Factbook (which is an official U.S. government publication), which was last updated in 2007, continues to list the Gaza Strip as an Israeli-occupied territory.


          Hamas won the 2006 Palestinian legislative elections. However, when a Hamas-controlled government was formed, continuing to refuse to recognise Israel, renounce violence and agree to honour agreements previously made by the PLO, Israel, the United States, Canada, and the European Union froze all funds to the Hamas-controlled government. They view Hamas as a terrorist organization.


          In December 2006, news reports indicated that a number of Palestinians were leaving the Gaza Strip, due to political disorder and economic stagnation there.


          In January 2007, fighting continued between Hamas and Fatah, without any progress towards resolution or reconciliation. The worst clashes occurred in the northern Gaza Strip, where Gen. Muhammed Gharib, a senior commander of the Fatah-dominated Preventative Security Force, was killed when a rocket hit his home. Gharib's two daughters and two bodyguards were also killed in the attack, which was carried out by Hamas gunmen.


          At the end of January 2007, it appeared that a newly-negotiated truce between Fatah and Hamas was starting to take hold . However, after a few days, new fighting broke out. Fatah fighters stormed a Hamas-affiliated university in the Gaza Strip. Officers from Abbas' presidential guard battled Hamas gunmen guarding the Hamas-led Interior Ministry.


          In May 2007, the deal between Hamas and Fatah appeared to be weaker, as new fighting broke out between the factions. This was considered a major setback. Interior Minister Hani Qawasmi, who had been considered a moderate civil servant acceptable to both factions, resigned due to what he termed harmful behaviour by both factions.


          Fighting spread in the Gaza Strip with both factions attacking vehicles and facilities of the other side. In response to constant attacks by rocket fire from the Gaza Strip, Israel launched an air strike which destroyed a building used by Hamas. Some Palestinians said the violence could bring the end of the Fatah-Hamas coalition government, and possibly the end of the Palestinian authority.


          Hamas spokeman Moussa Abu Marzouk placed the blame for the worsening situation in the Strip upon Israel, stating that the constant pressure of economic sanctions upon Gaza resulted in the "real explosion". Expressions of concerns were received from many Arab leaders, with many offering to try to help by doing some diplomatic work between the two factions. One journalist wrote an eyewitness account stating:


          
            Today I have seen people shot before my eyes, I heard the screams of terrified women and children in a burning building, and I argued with gunmen who wanted to take over my home. I have seen a lot in my years as a journalist in Gaza, but this is the worst it's been.

          


          


          Hamas (2007-Present)


          In June 2007, the Palestinian Civil War between Hamas (Islamic Resistance Movement) and Fatah (Palestine Liberation Movement) intensified. Hamas routed Fatah, and by 14 June 2007, the Gaza Strip was completely overrun by Hamas, resulting in a de facto government maintaining it is the legitimate government of the Palestinian Authority. Retaliation by Fatah against Hamas in the West Bank has led to the opposite result there.


          Hamas continues to consolidate its position in Gaza. It has ousted Fatah-linked officials from positions of power and authority in the Strip (such as government positions, security services, universities, newspapers etc) and is in the process of consolidating its monopoly of fire power by progressively removing guns from the hands of peripheral militias, clans, and criminal groups. It is also harassing journalists.


          While clamping down on lawlessness in the Strip, it has made no effort to control the continued firing of Qassam rockets from the Strip across the border into Israel, targeted at Israeli civilians. In response, Israel has regularly threatened to close every access to the Gaza strip, until the 19th of January 2008, when Israel stopped all humanitarian support, causing power outages.


          


          Current status


          The Palestinian Authority has been responsible for the civil and security administration in the Gaza Strip since 1994. There have been no Israeli settlements or military bases in the Gaza strip since the unilateral disengagement on 12 September 2005.


          After Hamas' takeover in Gaza on 14 June 2007, Palestinian Authority Chairman Mahmoud Abbas of Fatah dismissed Hamas from the government and formed a Cabinet based in the West Bank. Abbas' government has won widespread international support. Egypt, Jordan, and Saudi Arabia said in late June 2007 that the West Bank-based Cabinet formed by Abbas was the sole legitimate Palestinian government, and Egypt moved its embassy from Gaza to the West Bank. . Hamas, which has effective control of the Strip, faces international diplomatic and economic isolation.


          Nevertheless, the Gaza Strip has been under the effective control of Hamas since June 14, 2007. Hamas also effectively controls the Strip's international border with Egypt, as well as with Israel (subject to equal corresponding control by the other side). However under the Israel-Egypt Peace Treaty of 1979 the only crossing between Gaza and Egypt is to be through the Rafah Border Crossing. Since the unilateral disengagement in September 2005 this crossing has been supervised by EU Border Assistance Mission Rafah under a separate Agreement finalised in November 2005. Since the Hamas takeover of the Gaza Strip, the monitors have not been able to perform their functions under the Agreement, citing security concerns, resulting in the Rafah Crossing being closed. The only land access into the Strip to Israel is via the Erez and Karni crossings.


          On January 23, 2008, Palestinian militants destroyed several parts of the wall dividing Gaza and Egypt in the town of Rafah. Thousands of Gazans crossed the border seeking food and supplies. Egyptian President Hosni Mubarak ordered his troops to allow the Palestinians in, due to the crisis, but to verify that they did not bring weapons back. At the same time, Israel increased its state of alert along the length of the Israel-Egypt Sinai border, and warned its citizens to leave Sinai "without delay". The EU Border Monitors have indicated their readiness to return to monitor the border, should Hamas guarantee their safety; while the Palestinian Authority has demanded that Egypt deal only with the Authority in negotiations relating to borders. Israel has eased up some influx of goods and medical supplies to the strip while Hamas and Egypt have shored up some of the gaping holes between the two areas and with the weather, cold,windy, and rainy the flow of people has shrunk to a trickle.


          


          Geography
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          The Gaza Strip is located in the Middle East (at ). It has a 51kilometers (32mi) border with Israel, and an 11 km border with Egypt, near the city of Rafah. Khan Yunis is located 7kilometers (4mi) northeast of Rafah, and several towns around Deir el-Balah are located along the coast between it and Gaza City. Beit Lahia and Beit Hanoun are located to the north and northeast of Gaza City, respectively. The Gush Katif bloc of Israeli localities used to exist on the sand dunes adjacent to Rafah and Khan Yunis, along the southwestern edge of the 40kilometers (25mi) Mediterranean coastline.


          Gaza strip has a temperate climate, with mild winters, and dry, hot summers subject to drought. The terrain is flat or rolling, with dunes near the coast. The highest point is Abu 'Awdah (Joz Abu 'Auda), at 105meters (344ft) above sea level. Natural resources include arable land (about a third of the strip is irrigated), and recently discovered natural gas. Environmental issues include desertification; salination of fresh water; sewage treatment; water-borne disease; soil degradation; and depletion and contamination of underground water resources.


          The Strip currently holds the oldest known remains of a man-made bonfire, and some of the world's oldest dated human skeletons. It occupies territory similar to that of ancient Philistia, and is occasionally known by that name.


          


          Demographics


          In 2007 approximately 1.48 million Palestinians live in the Gaza Strip, of whom almost 1.0 million are UN-registered refugees. The majority of the Palestinians are descendants of refugees who fled or were expelled from their homes during the 1948 Arab-Israeli War. The Strip's population has continued to increase since that time, one of the main reasons being a total fertility rate of more than 5 children per woman. In a ranking by total fertility rate, this places Gaza 19th of 222 regions.


          The vast majority of the population are Sunni Muslims, with an estimated 2,000 to 3,000 Christians. The Christian population has been shrinking since Hamas' takeover, due to tensions with the Muslim community and economic sanctions imposed by Israel. In December 2007, Israel has permitted 400 Gaza Christians to travel through Israel to Bethlehem for Christmas. While they are strictly travel permits, many Christian families are taking the opportunity to settle in the West Bank, despite the illegality.


          Of the largest foreign communities in the Gaza Strip was the approximately 500 women from the former Soviet Union. During the Soviet era, the Communist Party subsidized university studies for thousands of students from Yemen, Egypt, Syria and the territories. Some of them got married during their studies and brought their Russian and Ukrainian wives back home. However, over half of them were able to leave the Strip via the Erez crossing to Amman within days of Hamas' takeover. From there they have flown back to Eastern Europe.


          


          Economy


          Economic output in the Gaza Strip declined by about one-third between 1992 and 1996. This downturn has been variously attributed to corruption and mismanagement by Yasser Arafat, and to Israeli closure policiesthe imposition of generalized border closures which disrupted previously established labor and commodity market relationships between Israel and the Strip. A serious negative social effect of this downturn was the emergence of high unemployment.


          Israel's use of comprehensive closures decreased during the next few years and, in 1998, Israel implemented new policies to reduce the impact of closures and other security procedures on the movement of Palestinian goods and labor into Israel. These changes fueled an almost three-year-long economic recovery in the Gaza Strip. Recovery ended with the outbreak of the al-Aqsa Intifada in the last quarter of 2000. The al-Aqsa Intifada triggered tight IDF closures of the border with Israel, as well as frequent curbs on traffic in Palestinian self-rule areas, severely disrupting trade and labor movements. In 2001, and even more severely in early 2002, internal turmoil and Israeli military measures in Palestinian Authority areas resulted in the destruction of capital plant and administrative structure, widespread business closures, and a sharp drop in GDP. Another major factor has been the decline of income earned due to reduction in the number of Gazans permitted entry to work in Israel. After the Israeli withdrawal from Gaza, the flow of a limited number of workers into Israel again resumed, although Israel has stated its intention to reduce or end such permits due to the victory of Hamas in the 2006 parliamentary elections.


          The Israeli settlers of Gush Katif built greenhouses and experimented with new forms of agriculture. These greenhouses also provided employment for many hundred Gazan Palestinians. When Israel withdrew from the Gaza Strip in the Summer of 2005, the greenhouses were purchased with money raised by former World Bank president James Wolfensohn, and given to the Palestinian people to jump-start their economy. However, the effort faltered due to limited water supply, inability to export produce due to Israeli border restrictions, and corruption in the Palestinian Authority. Most of the greenhouses were subsequently looted or destroyed.


          According to the CIA World Factbook, GDP in 2001 declined 35% to a per capita income of $625 a year, and 60% of the population is now below the poverty line. Gaza Strip industries are generally small family businesses that produce textiles, soap, olive-wood carvings, and mother-of-pearl souvenirs; the Israelis have established some small-scale modern industries in an industrial centre. Israel supplies the Gaza Strip with electricity. The main agricultural products are olives, citrus, vegetables, Halal beef, and dairy products. Primary exports are citrus and cut flowers, while primary imports are food, consumer goods, and construction materials. The main trade partners of the Gaza Strip are Israel, Egypt, and the West Bank.


          Before the second Palestinian uprising broke out in September 2000, around 25,000 workers from the Gaza Strip used to work in Israel every day.


          Israel, the United States, Canada, and the European Union have frozen all funds to the Palestinian government after the formation of a Hamas-controlled government after its victory in the 2006 Palestinian legislative election. They view the group as a terrorist organization, and have pressured Hamas to recognize Israel, renounce violence, and agree to past agreements. Since Israel's withdrawal and its subsequent blockade, the gross domestic product of the Gaza Strip has been crippled. The enterprise and industry of the former Jewish villages has been impaired, and the previously established work relationships between Israel and the Gaza Strip have been disrupted. Job opportunities in Israel for Gaza Palestinians have been largely lost. Prior to disengagement, 120,000 Palestinians from Gaza were employed in Israel or in joint projects. Only about 20,000 have been able to keep these jobs.


          After the seizure by Hamas militias of the Gaza Strip on 14 June 2007, all contact between the outside world and the Strip has been severed. The only goods permitted into the Strip through the land crossings are goods of a humanitarian nature.


          


          Health


          A study carried out by Johns Hopkins University (USA) and Al-Quds University (in Jerusalem) for CARE International in late 2002 revealed very high levels of dietary deficiency among the Palestinian population. The study found that 17.5% of children aged 659 months suffered from chronic malnutrition. 53% of women of reproductive age and 44% of children were found to be anaemia. In the aftermath of the Israeli withdrawal of August and September 2005, the healthcare system in Gaza continues to face severe challenges.After the Hamas takeover of the Gaza Strip and the subsequent Israeli declaration of Gaza Strip as a " hostile entity" , the health conditions in Gaza Strip faces new challenges exacerbated by the intensified Israeli closure. The WHO expressed its concerns about the consequences of the Palestinian internal political fragmentation; the socioeconomic decline; military actions; and the Physical, psychological and economic isolation on the health of the population in Gaza.


          


          Transport and communication


          
            [image: Damaged part of Yasser Arafat International Airport.]

            
              Damaged part of Yasser Arafat International Airport.
            

          


          The Gaza Strip has a small, poorly developed road network. It also had a single standard gauge railway line running the entire length of the Strip from north to south along its centre; however, it is abandoned, in disrepair, and little trackage remains. The line once connected to the Egyptian railway system to the south, as well as the Israeli system to the north.


          The strip's one port was never completed after the outbreak of the al-Aqsa Intifada. Its airport, the Gaza International Airport, opened on 24 November 1998, as part of agreements stipulated in the Oslo II Accord and the 23 October 1998 Wye River Memorandum. The airport was closed in October 2000 by Israeli orders, and its runway was destroyed by the Israel Defense Forces in December 2001. It has since been renamed Yasser Arafat International Airport.


          The Gaza Strip has rudimentary land line telephone service provided by an open-wire system, as well as extensive mobile telephone services provided by PalTel (Jawwal), or Israeli providers such as Cellcom. Gaza is serviced by four internet service providers that now compete for ADSL and dial-up customers. Most Gaza households have a radio and a TV (70%+), and approximately 20% have a personal computer. People living in Gaza have access to FTA satellite programs, broadcast TV from the Palestinian Broadcasting Corporation, the Israel Broadcasting Authority, and the Second Israeli Broadcasting Authority.
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                  Thomson's Gazelle
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Artiodactyla

                  


                  
                    	Family:

                    	Bovidae

                  


                  
                    	Subfamily:

                    	Antilopinae

                  


                  
                    	Genus:

                    	Gazella

                    Blainville, 1816
                  

                

              
            


            
              	Species
            


            
              	
                Several, see text

              
            

          


          A gazelle ( Arabic: غزال transliteration: ġazaal) is an antelope currently or formerly in the genus Gazella, although the three members of the genus Procapra are also widely are referred to as gazelles. Two additional genera, Eudorcas and Nanger now include six species of gazelle that used to be considered members of the genus Gazella, when Eudorcas and Nanger were considered subgenera.


          Gazelles are known as swift animals; they are able to reach high speeds (as high as 50 mph) for long periods of time. Gazelles are mostly found in the grasslands and savannas of Africa, but they are also found in southwest Asia. They tend to live in herds and will eat less coarse, easily digestible plants and leaves.


          The gazelle species are classified as part of the order Artiodactyla, family Bovidae and genera Gazella, Eudorcas and Nager. Members of the Artiodactyla order are principally distinguished by the foot; they have an even number of toes (the bovid family comprises 6 genera and 12 species). The taxonomy of these genera is a confused one, and the classification of species and subspecies has been an unsettled issue. Three speciesthe Red Gazelle, the Arabian Gazelle, and the Queen of Sheba's Gazelleare extinct. All other gazelle species are listed as endangered, to varying degrees.


          A recognizable example of the gazelle is Thomson's Gazelle (Eudorcas thomsonii), which is around 60 to 90 cm (23 to 35 inches) in height at the shoulder and is coloured brown and white with a distinguishing black stripe (as in the picture on the right). The males have long, often curved, horns. Tommies, as they are familiarly called, exhibit a distinctive behaviour of stotting (running slowly and jumping high before fleeing) when they are threatened by predators such as lions or cheetahs. This is a primary piece of evidence for the handicap principle advanced by Amotz Zahavi in the study of animal communication and behaviour.


          Species


          
            	Genus Gazella

              
                	Subgenus Gazella

                  
                    	Mountain Gazelle, G. gazella


                    	Neumann's Gazelle, G. erlangeri


                    	Speke's Gazelle, G. spekei


                    	Dorcas Gazelle, also known as Ariel Gazelle, G. dorcas


                    	Saudi Gazelle, G. saudiya


                    	Chinkara, also known as Indian Gazelle, G. bennettii

                  

                


                	Subgenus Trachelocele

                  
                    	Cuvier's Gazelle, G. cuvieri


                    	Rhim Gazelle, G. leptoceros


                    	Goitered Gazelle, G. subgutturosa

                  

                

              

            


            	Genus Eudorcas

              
                	Thomson's Gazelle, E. thomsonii


                	Red-fronted Gazelle, E. rufifrons

              

            


            	Genus Nanger

              
                	Dama Gazelle, N. dama


                	Grant's Gazelle, N. granti


                	Soemmerring's Gazelle, N. soemmerringii

              

            

          


          


          Extinct


          Fossils of genus Gazella are found in Pliocene and Pleistocene deposits of Eurasia and Africa. The tiny Gazella borbonica is one of the earliest European gazelles, characterized by its small size and short legs. Gazelles disappeared from Europe at the start of Ice Age, but they survived in Africa and Middle East. Three species become extinct in recent times due to human causes.


          


          Recent extinctions


          
            	Genus Gazella

              
                	Subgenus Gazella

                  
                    	Arabian Gazelle, G. arabica


                    	Queen of Sheba's Gazelle, G. bilkis

                  

                

              

            


            	Genus Eudorcas

              
                	Red Gazelle, E. rufina

              

            

          


          


          Prehistoric extinctions


          
            	Genus Gazella

              
                	Gazella borbonica - European Gazelle


                	Gazella thomasi' - Thomas's Gazelle


                	Gazella praethomsoni


                	Gazella negevensis


                	Gazella triquetrucornis


                	Gazella negevensis


                	Gazella capricornis


                	Gazella mytilinii

              

            


            	Subgenus Vetagazella

              
                	Gazella sinensis


                	Gazella deperdita


                	Gazella pilgrimi- Steppe Gazelle


                	Gazella leile - Leile's Gazelle


                	Gazella praegaudryi - Japanese Gazelle


                	Gazella gaudryi


                	Gazella paotehensis


                	Gazella dorcadoides


                	Gazella altidens


                	Gazella mongolica - Mongolian Gazelle


                	Gazella lydekkeri - Ice Age Gazelle


                	Gazella blacki


                	Gazella parasinensis


                	Gazella kueitensis


                	Gazella paragutturosa

              

            


            	Subgenus Gazella

              
                	Gazella janenschi

              

            


            	Subgenus Trachelocele

              
                	Gazella atlantica


                	Gazella tingitana

              

            


            	Subgenus Deprezia

              
                	Gazella psolea

              

            


            	Genus Nanger

              
                	Nanger vanhoepeni
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          GDRT (also GDR, vocalized by historians as Gadarat) was a king of the Ethiopian Kingdom of Aksum (c. 200), known for being the first king to involve Axum in the affairs of what is now Yemen. He is known primarily from inscriptions in South Arabia that mention him and his son BYGT (also vocalized as "Beyga" or "Beygat"). GDRT is thought to be the same person as GDR, the name inscribed on a bronze wand or sceptre that was found in an area near Atsbi and Dar'a near Addi Galamo in northern Ethiopia. GDRT has been equated with the anonymous king of the Monumentum Adulitanum, which would date his reign c. 200  c. 230; however, the two are usually thought to be distinct.


          


          Aksumite inscription


          The inscriptions of GDR represent the oldest surviving royal inscriptions in the Ge'ez alphabet. The oldest of these was found at Addi Galamo in the regions of Atsbi and Dar'a in eastern Tigray Region in northern Ethiopia. The area is rich in pre-Aksumite artifacts, and inscriptions of a pre-Aksumite kingdom called Dʿmt have been found in the region. The inscription mentioning GDR is the only evidence of his existence from the Ethiopian side of the Red Sea:


          
            	gdr / ngśy / ʾksm / tbʿl / mzlt / lʾrg / wllmq

          


          The Addi Galamo inscription was written on a sceptre or "boomerang-like object"; the linguist A.J. Drewes therefore interprets mzlt as meaning a sceptre or royal emblem. The inscription's meaning is uncertain, but if mzlt is taken to mean a sceptre, and ʾrg and lmq are taken to be place names (or sanctuaries), then, according to Alexander Sima, the text could mean "GDR, king of Aksum gave (this) sceptre into the possession of (the sanctuaries) ʾRG and LMQ." The South Arabian expert W.F. Albert Jamme, however, translates the inscription as "GDR king of Aksum occupied the passages of `RG and LMQ", or "Gedara, King of Axum is humbled before the [gods] Arg and Almouqah," (i.e. Almaqah or Ilmuqah), assuming that the ʾ in Ilmuqah was assimilated.


          


          South Arabian involvement
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              The Horn of Africa and South Arabia at the end of GDRT's reign, after the loss of Zafar.
            

          


          GDRT is first mentioned in South Arabian inscriptions as an ally of `Alhan Nahfan, king of Saba, in an inscription at Mahram Bilqis, at Ma'rib in Yemen, the temple of the moon god Ilmuqah. According to Stuart Munro-Hay, the inscription reads


          
            	they agreed together that their war and their peace should be in unison, against anyone that might rise up against them, and that in safety and in security there should be allied together Salhen and Zararan and `Alhan and Gadarat.

          


          Alexander Sima translates the text slightly differently, specifying that it was GDRT who "sent a diplomatic mission to [`Ahlan] in order to form an alliance." Both interpret "Zararan" or "Zrrn" as the name of the palace in Aksum at the time, parallel to "Sahlen," the palace of Saba in Marib. This Sahlen-Saba parallel, along with the Dhu-Raydan- Himyar parallel, was often used by Aksumite kings in their inscriptions enumerating the territories under their control. A Himyarite inscription confirms the Sabaean text, mentioning that Aksum, Saba', Hadramaut, and Qataban were all allied against Himyar. `Alhan Nafhan's son Sha`ir Awtar or Sha`irum Awtar later abandoned the alliance with GDRT after he became king of Saba. However, during the first part of Sha`ir Awtar's reign, the two powers seem to have joined in an alliance once again, this time against Hadramaut. Saba's invasion of Hadramaut with Aksumite help culminated in the latter's defeat and the occupation of its capital, Shabwa, in 225. Sha`ir Awtar's attack represented a major shift in policy as, before the attack, the king of Hadhramaut, Il`azz Yalut, was married to his sister; he had even helped suppress a revolt against Il`azz Yalut.


          Although Saba' was previously allied with Aksum against Himyar, both Himyarite and Sabaean troops were used in the attack against Hadramaut. Immediately following the conquest of Hadramaut, Sha`ir Awtar allied with Himyar against his former ally GDRT. A second Sabaean inscription from the sanctuary 'Awam in Marib during the reign of Sha`ir Awtar's successor, Luha`atht Yarhum, describes events in the latter part of his predecessor's reign. The inscription tells of a diplomatic mission sent by Sha`ir Awtar to GDRT, the results of which are unknown; however, the text later goes on to describe a war between Saba and Aksum in the southern highlands of Yemen, implying that the negotiations were futile. Aksum lost a battle as a result of the Saba'-Himyar alliance, allowing the South Arabian forces to expel GDRT's son BYGT and his forces from the Himyarite capital Zafar, which had previously been held by Aksum after the Aksum-Hadramaut-Qataban-Saba alliance. Despite this loss, Aksum still held territory in South Arabia, as evidenced by inscriptions of Luha`atht Yarhum (r. ca. 230), which detail at least one known clash with hbt troops in Yemen after GDRT's reign. Peace may have been established after GDRT's death, but war and Aksumite involvement was renewed under his successors such as `DBH and GRMT, and the whole third century was to be dominated by Ethio-Yemeni conflicts.


          


          Legacy


          GDRT was most likely the first Aksumite king to be involved in South Arabian affairs, as well as the first known king to be mentioned in South Arabian inscriptions. His reign resulted in the control of much of western Yemen, such as the Tihama, Najran, Ma`afir, Zafar (until c. 230), and parts of Hashid territory around Hamir in the northern highlands. Furthermore, GDRT's military alliances and his conquests in Yemen and Saudi Arabia, the required formidable fleet for such feats, and the extension of Aksumite influence throughout Yemen and southern Saudi Arabia all reflect a new zenith in Aksumite power. His involvement would mark the beginning of centuries of Aksumite involvement in South Arabia, culminating with the full-scale invasion of Yemen by King Kaleb in 520 (or 525), resulting in the establishment of an Aksumite province covering all of South Arabia.


          GDRT's name may be preserved in Ethiopian tradition through the traditional king lists, as what seem to be variants of his name crop up in three of them. Gədur is listed as the third king in list C, Zegduru (ze meaning 'of' in Ge'ez) appears as the sixth in list E, and Zegdur appears as the third in list B, after the legendary Menelik I. Zegdur also is mentioned in at least one hagiography and short chronicle. The king lists were composed centuries after the fall of the Aksumite kingdom, however, and generally do not agree with archaeological records except when concerning famous kings.
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              Gender symbols: female (left), male (right). From symbols for Venus and Mars.
            

          


          Gender refers to the differences between men and women. Encyclopdia Britannica notes that gender identity is "an individual's self-conception as being male or female, as distinguished from actual biological sex." Although gender is commonly used interchangeably with sex, within the social sciences it often refers to specifically social differences, known as gender roles in the biological sciences. Historically, feminism has posited that many gender roles are socially constructed, and lack a clear biological explanation. People whose gender identity feels incongruent with their physical bodies may call themselves transgender or genderqueer.


          Many languages have a system of grammatical gender, a type of noun class system  nouns may be classified as masculine or feminine (for example Spanish, Hebrew, Arabic and French) and may also have a neuter grammatical gender (for example Sanskrit, German, Polish, and the Scandinavian languages). In such languages, this is essentially a convention, which may have little or no connection to the meaning of the words. Likewise, a wide variety of phenomena have characteristics termed gender, by analogy with male and female bodies (such as the gender of connectors and fasteners) or due to societal norms.


          


          Etymology and usage


          


          The word gender in English


          


          As kind


          The word gender comes from the Middle English gendre, a loanword from Norman-conquest-era Old French. This, in turn, came from Latin la:genus. Both words mean 'kind', 'type', or 'sort'. They derive ultimately from a widely attested Proto-Indo-European (PIE) root gen-, which is also the source of kin, kind, king, and many other English words. It appears in Modern French in the word genre (type, kind, also fr:genre sexuel) and is related to the Greek root gen- (to produce), appearing in gene, genesis, and oxygen. As a verb, it means breed in the King James Bible:


          
            	1616: Thou shalt not let thy cattle gender with a diverse kind  Leviticus 19:19.

          


          Most uses of the root gen in Indo-European languages refer either directly to what pertains to birth or, by extension, to natural, innate qualities and their consequent social distinctions (for example gentry, generation, gentile, genocide and eugenics). The first edition of the Oxford English Dictionary (OED1, Volume 4, 1900) notes the original meaning of gender as 'kind' had already become obsolete.


          
            
              	Gender (dʒe'ndəɹ), sb. Also 4 gendre. [a. OF. gen(d)re (F. genre) = Sp. gnero, Pg. gnero, It. genere, ad. L. gener- stem form of genus race, kind = Gr. έ, Skr. jnas: OAryan *genes-, f. root - to produce; cf. KIN.]


              	1. Kind, sort, class; also, genus as opposed to species. The general gender: the common sort (of people). Obs.


              	13.. E.E.Allit. P. P. 434 Alle gendrez so ioyst wern ioyned wyth-inne. c 1384 CHAUSER H. Fame* 1. 18 To knowe of hir signifiaunce The gendres. 1398 TREVISA Barth. De P. K. VIII. xxix. (1495) 34I Byshynynge and lyghte ben dyuers as species and gendre, for suery shinyng is lyght, but not ayenwarde. 1602 SHAKES. Ham. IV. vii. 18 The great loue the generall gender beare him. 1604  Oth. I. iii. 326 Supplie it with one gender of Hearbes, or distract it with many. 1643 and so on.

            

          


          


          As masculinity or femininity


          The use of gender to refer to masculinity and femininity as types is attested throughout the history of Modern English (from about the 14th century).


          
            	1387-8: No mo genders been there but masculine, and femynyne, all the remnaunte been no genders but of grace, in facultie of grammar  Thomas Usk, The Testament of Love II iii ( Walter William Skeat) 13.


            	c. 1460: Has thou oght written there of the femynyn gendere?  Towneley Mystery Plays xxx 161 Act One.


            	1632: Here's a woman! The soul of Hercules has got into her. She has a spirit, is more masculine Than the first gender  Shackerley Marmion, Holland's Leaguer III iv.


            	1658: The Psyche, or soul, of Tiresias is of the masculine gender  Thomas Browne, Hydriotaphia.


            	1709: Of the fair sex ... my only consolation for being of that gender has been the assurance it gave me of never being married to any one among them  Mary Wortley Montagu, Letters to Mrs Wortley lxvi 108.


            	1768: I may add the gender too of the person I am to govern  Laurence Sterne, A Sentimental Journey Through France and Italy.


            	1859: Black divinities of the feminine gender  Charles Dickens, A Tale of Two Cities.


            	1874: It is exactly as if there were a sex in mountains, and their contours and curves and complexions were here all of the feminine gender  Henry James, 'A Chain of Italian Cities', The Atlantic Monthly 33 (February, p. 162.)


            	1892: She was uncertain as to his gender  Robert Grant, 'Reflections of a Married Man', Scribner's Magazine 11 (March, p. 376.)


            	1896: As to one's success in the work one does, surely that is not a question of gender either  Daily News 17 July.


            	c. 1900: Our most lively impression is that the sun is there assumed to be of the feminine gender  Henry James, Essays on Literature.

          


          


          As a grammatical term
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              Aristotle
            

          


          According to Aristotle, the Greek philosopher Protagoras used the terms "masculine", "feminine", and "neuter" to classify nouns, introducing the concept of grammatical gender.


          
            	ὰ έ ῶ ὀά ἄ ὶ ή ὶ ύ


            	
              The classes (genē) of the nouns are males, females and things.

              
                	 Aristotle, The Technique of Rhetoric III v

              

            

          


          The words for this concept are not related to gen- in all Indo-European languages (for example, rod in Slavic languages).


          The usage of gender in the context of grammatical distinctions is a specific and technical usage. However, in English, the word became attested more widely in the context of grammar, than in making sexual distinctions.


          This was noted in OED1, prompting Henry Watson Fowler to recommend this usage as the primary and preferable meaning of gender in English. "Gender...is a grammatical term only. To talk of persons...of the masculine or feminine g[ender], meaning of the male or female sex, is either a jocularity (permissible or not according to context) or a blunder."


          The sense of this can be felt by analogy with a modern expression like "persons of the female persuasion." It should be noted, however, that this was a recommendation, neither the Daily News nor Henry James citations (above) are "jocular" nor "blunders." Additionally, patterns of usage of gender have substantially changed since Fowler's day (noun class above, and sexual stereotype below).


          


          As a sexual stereotype


          The word sex is sometimes used in the context of social roles of men and women  for example, the British Sex Disqualification (Removal) Act 1919 that ended exclusion of women from various official positions. Such usage was more common before the 1970s, over the course of which the feminist movement took the word gender into their own usage to describe their theory of human nature. Early in that decade, gender was used in ways consistent with both the history of English and the history of attestation of the root. However, by the end of the decade consensus was achieved among feminists regarding this theory and its terminology. The theory was that human nature is essentially epicene and social distinctions based on sex are arbitrarily constructed. Matters pertaining to this theoretical process of social construction were labelled matters of gender.


          
            	1998: Today a return to separate single-sex schools may hasten the revival of separate gender roles.  Wendy Kaminer, 'The Trouble with Single-Sex Schools', The Atlantic Monthly (April).

          


          The American Heritage Dictionary uses the following two sentences to illustrate the difference, noting that the distinction "is useful in principle, but it is by no means widely observed, and considerable variation in usage occurs at all levels."


          
            	2000: The effectiveness of the medication appears to depend on the sex (not gender) of the patient.


            	2000: In peasant societies, gender (not sex) roles are likely to be more clearly defined.

          


          In the last two decades of the 20th century, the use of gender in academia increased greatly, outnumbering uses of sex in the social sciences. Frequently, but not exclusively, this indicates acceptance of the feminist theory of human nature. However, in many instances, the term gender still refers to sexual distinction generally without such an assumption.


          
            	2004: Among the reasons that working scientists have given me for choosing gender rather than sex in biological contexts are desires to signal sympathy with feminist goals, to use a more academic term, or to avoid the connotation of copulation  David Haig, The Inexorable Rise of Gender and the Decline of Sex.

          


          In fact, the ideological distinction between sex and gender is only fitfully observed.


          


          The concept of gender in other languages


          Greek (distinguishes biological from sociological in adjectives)


          In Greek, male biology and masculine grammatical inflection are denoted by arsenikos (ό), in distinction to sociological masculinity, which is denoted by andrikos (ό). Likewise, female biology and feminine grammatical inflection are denoted by thēlukos ( ό); and sociological femininity is denoted by gunaikeios ( ί, compare English gynaecology). This distinction is at least as old as Aristotle (see above). It is a different distinction to English, where 'male' and 'female' refer to animals as well as humans, but not to grammatical categories; however, 'masculine' and 'feminine' refer to grammatical categories as well as humans, but not properly to animals, except as anthropomorphism.


          German and Dutch (no distinction in nouns  Geschlecht and geslacht)


          In English, both 'sex' and 'gender' can be used in contexts where they could not be substituted  'sexual intercourse', 'safe sex', 'sex worker', or on the other hand, 'grammatical gender'. Other languages, like German or Dutch, use the same word, de:Geschlecht or nl:geslacht, to refer not only to biological sex, but social differences as well, making a distinction between biological 'sex' and 'gender' identity difficult. In some contexts, German has adopted the English loanword Gender to achieve this distinction. Sometimes Geschlechtsidentitt is used for 'gender' (although it literally means 'gender identity') and Geschlecht for 'sex'. More common is the use of modifiers: biologisches Geschlecht for 'biological sex', Geschlechtsidentitt for 'gender identity' and Geschlechtsrolle for 'gender role', and so on. Both German and Dutch use a separate word, de:Genus, for grammatical gender.


          Swedish (clear distinction in nouns  genus and kn)


          In Swedish, 'gender' is translated with the linguistically cognate sv:genus, including sociological contexts, thus: Genusstudier (gender studies) and Genusvetenskap (gender science). 'Sex' in Swedish, however, only signifies sexual relations, and not the proposed English dichotomy, a concept for which sv:kn (also from PIE gen-) is used. A common distinction is then made between kn (sex) and genus (gender), where the former refers only to biological sex. However, Swedish uses the words sv:knsroll and sv:knsidentitet (literally 'sex role' and 'sex-identity') for the English terms 'gender role' and 'gender identity'.


          French (sexe and genre)


          In French, the word sexe is most widely used for both "sex" and "gender" in everyday contexts. However, the word genre is increasingly used to refer to gender in queer or academic contexts, such as the word transgenre ( transgender) or the translation of Judith Butler's book Gender Trouble, Trouble dans le genre. The term identit sexuelle was proposed for "gender" or "gender identity," although it can be confused with "sexual identity" (one's identity as it relates to one's sexual life).


          


          Summary


          The historical meaning of gender is something like "things we treat differently because of their inherent differences". It has three common applications in contemporary English. Most commonly it is applied to the general differences between men and women, without any assumptions regarding biology or sociology. Sometimes however, the usage is technical or assumes a particular theory of human nature, this is always clear from the context. Finally the same word, gender, is also commonly applied to the independent concept of distinctive word categories in certain languages. Grammatical gender has little or nothing to do with differences between men and women.


          


          Biology of gender


          The biology of gender became the subject of an expanding number of studies over the course of the late 20th century. One of the earliest areas of interest was what is now called gender identity disorder (GID). Studies in this, and related areas, inform the following summary of the subject by John Money, a pioneer and controversial sex and gender researcher.


          
            
              	

              	The term "gender role" appeared in print first in 1955. The term "gender identity" was used in a press release, November 21, 1966, to announce the new clinic for transsexuals at The Johns Hopkins Hospital. It was disseminated in the media worldwide, and soon entered the vernacular. The definitions of gender and gender identity vary on a doctrinal basis. In popularized and scientifically debased usage, sex is what you are biologically; gender is what you become socially; gender identity is your own sense or conviction of maleness or femaleness; and gender role is the cultural stereotype of what is masculine and feminine. Causality with respect to gender identity disorder is subdivisible into genetic, prenatal hormonal, postnatal social, and postpubertal hormonal determinants, but there is, as yet, no comprehensive and detailed theory of causality. Gender coding in the brain is bipolar. In gender identity disorder, there is discordancy between the natal sex of one's external genitalia and the brain coding of one's gender as masculine or feminine.

              	
            

          


          Money refers to attempts to distinguish a difference between biological sex and social gender as "scientifically debased", because of our increased knowledge of a continuum of dimorphic features (Money's word is "dipolar"), that link biological and behavioural differences. These extend from the exclusively biological "genetic" and "prenatal hormonal" differences between men and women, to postnatal features, some of which are social, but others have been shown to result from "postpubertal hormonal" effects.


          Prior to recent technology that made study of brain differences possible, observable differences in behaviour between men and women could not be adequately explained solely on the basis of the limited observable physical differences between them. Hence the, then plausible, theory that these differences might be explained by arbitrary cultural assignments of roles. However, Money notes concisely that masculine or feminine self-identity is now seen as essentially an expression of dimorphic brain structure (Money's word is "coding"). The new discoveries have an additional advantage over the theory of cultural arbitrariness of gender roles, as they help explain the similarities between these roles in widely divergent cultures (see Steven Pinker on Donald Brown's Human Universals, including romantic love, sexual jealousy, and patriarchy).


          Although causation from the biological  genetic and hormonal  to the behavioural has been broadly demonstrated and accepted, Money is careful to also note that understanding of the causal chains from biology to behaviour in sex and gender issues is very far from complete. For example, we have not conclusively identified a " gay gene", but nor have we excluded such a possibility.


          The following systematic list ( gender taxonomy) illustrates the kinds of diversity that have been studied and reported in medical literature. It is placed in roughly chronological order of biological and social development in the human life cycle. The earlier stages are more purely biological and the latter are more dominantly social. Causation is known to operate from chromosome to gonads, and from gonads to hormones. It is also significant from brain structure to gender identity (see Money quote above). Brain structure and processing (biological) that may explain erotic preference (social), however, is an area of ongoing research. Terminology in some areas changes quite rapidly to accommodate the constantly growing knowledge base. One journal, published since 2002, is specifically devoted to Genes, Brains and Behaviour. An interactive, animated display of early development is available online.


          


          Gender taxonomy


          
            	chromosomes: 46xx, 46xy, 47xxy ( Klinefelter's syndrome), 45xo ( Turner's syndrome), 47xyy, 47xxx, 48xxyy, 46xx/xy mosaic, other mosaic, and others


            	gonads: testicles, ovaries, one of each ( hermaphrodites), ovotestes, or other gonadal dysgenesis


            	hormones: androgens including testosterone; estrogens  including estradiol, estriol, estrone; antiandrogens and others


            	genitals: primary sexual characteristics, see diagram for the "six class system"


            	secondary sexual characteristics: dimorphic physical characteristics, other than primary characteristics (most prominently breasts or their absence)


            	brain structure: special kinds of secondary characteristics, due to their influence on psychology and behaviour


            	gender identity: psychological identification with either of the two main sexes


            	gender role: social conformity with expectations for either of the two main sexes


            	erotic preference: gynophilia, androphilia, bisexuality, asexuality and various paraphilias.

          


          


          Sex


          


          Sexual reproduction


          
            	Sexual differentiation demands the fusion of gametes which are morphologically different.  Cyril Dean Darlington, Recent Advances in Cytology, 1937.

          


          
            [image: Hoverflies mating]

            
              Hoverflies mating
            

          


          Sexual reproduction is a common method of producing a new individual within various species. In sexually reproducing species, individuals produce special kinds of cells (called gametes) whose function is specifically to fuse with one unlike gamete and thereby to form a new individual. This fusion of two unlike gametes is called fertilization. By convention, where one type of gamete cell is physically larger than the other, it is associated with female sex. Thus an individual that produces exclusively large gametes ( ova in humans) is said to be female, and one that produces exclusively small gametes ( spermatozoa in humans) is said to be male.


          An individual that produces both types of gametes is called hermaphrodite (a name applicable also to people with one testis and one ovary). In some species hermaphrodites can self-fertilize (see Selfing), in others they can achieve fertilization with females, males or both. Some species, like the Japanese Ash, Fraxinus lanuginosa, only have males and hermaphrodites, a rare reproductive system called androdioecy. Gynodioecy is also found in several species. Human hermaphrodites are typically, but not always, infertile.


          What is considered defining of sexual reproduction is the difference between the gametes and the binary nature of fertilization. Multiplicity of gamete types within a species would still be considered a form of sexual reproduction. However, of more than 1.5 million living species, recorded up to about the year 2000, "no third sex cell  and so no third sex  has appeared in multicellular animals." Why sexual reproduction has an exclusively binary gamete system is not yet known. A few rare species that push the boundaries of the definitions are the subject of active research for light they may shed on the mechanisms of the evolution of sex. For example, the most toxic insect, the harvester ant Pogonomyrmex, has two kinds of female and two kinds of male. One hypothesis is that the species is a hybrid, evolved from two closely related preceding species.


          Fossil records indicate that sexual reproduction has been occurring for at least one billion years. However, the reason for the initial evolution of sex, and the reason it has survived to the present are still matters of debate, there are many plausible theories. It appears that the ability to reproduce sexually has evolved independently in various species on many occasions. There are cases where it has also been lost. The flatworm, Dugesia tigrina, and a few other species can reproduce either sexually or asexually depending on various conditions.


          


          Sexual differentiation
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          Although sexual reproduction is defined at the cellular level, key features of sexual reproduction operate within the structures of the gamete cells themselves. Notably, gametes carry very long molecules called DNA that the biological processes of reproduction can "read" like a book of instructions. In fact, there are typically many of these "books", called chromosomes. Human gametes usually have 23 chromosomes, 22 of which are common to both sexes. The final chromosomes in the two human gametes are called sex chromosomes because of their role in sex determination. Ova always have the same sex chromosome, labelled X. About half of spermatozoa also have this same X chromosome, the rest have a Y chromosome. At fertilization the gametes fuse to form a cell, usually with 46 chromosomes, and either XX female or XY male, depending on whether the sperm carried an X or a Y chromosome. Some of the other possibilities are listed above.


          In humans, the " default" processes of reproduction result in an individual with female characteristics. An intact Y chromosome contains what is needed to "reprogram" the processes sufficiently to produce male characteristics, leading to sexual differentiation (see also Sexual dimorphism). Part of the Y chromosome, the Sex-determining Region Y (SRY), causes what would normally become ovaries to become testes. These, in turn, produce male hormones called androgens. However, several points in the processes have been identified where variations can result in people with atypical characteristics, including atypical sexual characteristics. Terminology for atypical sexual characteristics has not stabilized. Disorder of sexual development (DSD) is used by some in preference to intersex, which is used by others in preference to pseudohermaphroditism.


          Androgen insensitivity syndrome (AIS) is an example of a DSD that also illustrates that female development is the default for humans. Although having one X and one Y chromosome, some people are biologically insensitive to the androgens produced by their testes. As a result they follow the normal human processes which result in a person of female sex. Women who are XY report identifying as a woman  feeling and thinking like a woman  and, where their biology is completely insensitive to masculinizing factors, externally they look identical to other women. Unlike other women, however, they cannot produce ova, because they do not have ovaries.


          The human XY system is not the only sex determination system. Birds typically have a reverse, ZW system  males are ZZ and females ZW. Whether male or female birds influence the sex of offspring is not known for all species. Several species of butterfly are known to have female parent sex determination. The platypus has a complex hybrid system, the male has ten sex chromosomes, half X and half Y.


          


          Genes, Brains and Behaviour


          


          Genes
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          Chromosomes were likened to books (above), also like books they have been studied at more detailed levels. They contain "sentences" called genes. In fact, many of these sentences are common to multiple species. Sometimes they are organized in the same order, other times they have been "edited"  deleted, copied, changed, moved, even relocated to another "book", as species evolve. Genes are a particularly important part of understanding biological processes because they are directly associated with observable objects, outside chromosomes, called proteins, whose influence on cell chemistry can be measured. In some cases genes can also be directly associated with differences clear to the naked eye, like eye-colour itself. Some of these differences are sex specific, like hairy ears. The "hairy ear" gene is on the Y chromosome which is why only men have it. However, sex-limited genes on any chromosome can "say" for example, "if you are in a male body do X, otherwise do not." The same principle explains why chimpanzees and humans are distinct, despite sharing nearly all their genes.


          The study of genetics is particularly inter-disciplinary. It is relevant to almost every biological science. It is investigated in detail by molecular level sciences, and itself contributes details to high level abstractions like evolutionary theory.


          


          Brain
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          "It is well established that men have a larger cerebrum than women by about 810% (Filipek et al., 1994; Nopoulos et al., 2000; Passe et al., 1997a,b; Rabinowicz et al., 1999; Witelson et al., 1995)." However, what is functionally relevant are differences in composition and "wiring", some of these differences are very pronounced. Richard J. Haier and colleagues at the universities of New Mexico and California (Irvine) found, using brain mapping, that men have more than six times the amount of grey matter related to general intelligence than women, and women have nearly ten times the amount of white matter related to intelligence than men.


          Gray matter is used for information processing, while white matter consists of the connections between processing centers. Other differences are measurable but less pronounced. Most of these differences are known to be produced by the activity of hormones, hence ultimately derived from the Y chromosome and sexual differentiation. However, differences arising from the activity of genes directly have also been observed.


          
            
              	

              	A sexual dimorphism in levels of expression in brain tissue was observed by quantitative real-time PCR, with females presenting an up to 2-fold excess in the abundance of PCDH11X transcripts. We relate these findings to sexually dimorphic traits in the human brain. Interestingly, PCDH11X/Y gene pair is unique to Homo sapiens, since the X-linked gene was transposed to the Y chromosome after the humanchimpanzee lineages split.
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          It has also been demonstrated that brain processing responds to the external environment. Learning, both of ideas and behaviours, appears to be coded in brain processes. It also appears that in several simplified cases this coding operates differently, but in some ways equivalently, in the brains of men and women. For example, both men and women learn and use language; however, bio-chemically, they appear to process it differently. Differences in male and female use of language are likely reflections both of biological preferences and aptitudes, and of learned patterns.


          Two of the main fields that study brain structure, biological (and other causes) and behavioural (and other results) are brain neurology and biological psychology. Cognitive science is another important discipline in the field of brain research.


          


          Behaviour


          Some behaviours are so simple that biological explanation may be sufficient. Blinking, yawning and stretching are more reflexes than behaviours. However, etiquette and protocol are complicated behaviours, presumably influenced by many environmental factors, including social (man-made) ones. A large area of research in behavioural psychology collates evidence in an effort to discover correlations between behaviour and various possible antecedents such as genetics, culture, gender, physical or social development, or physical or social environments.


          A core research area within sociology is the way human behaviour operates on itself, in other words, how the behaviour of one group or individual influences the behaviour of other groups or individuals. Starting in the late 20th century, the feminist movement has contributed extensive study of gender and theories about it, notably within sociology but not restricted to it.


          


          Social categories


          


          Sociology
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          Sexologist John Money coined the term gender role in 1955. "The term gender role is used to signify all those things that a person says or does to disclose himself or herself as having the status of boy or man, girl or woman, respectively. It includes, but is not restricted to, sexuality in the sense of eroticism." Elements of such a role include clothing, speech patterns, movement, occupations, and other factors not limited to biological sex. Because social aspects of gender can normally be presumed to be the ones of interest in sociology and closely related disciplines, gender role is often abbreviated to gender in their literature, without leading to ambiguity in that context.


          Most societies have only two distinct, broad classes of gender roles  male and female  and these correspond with biological sex. However, some societies explicitly incorporate people who adopt the gender role opposite to their biological sex, for example the Two-Spirit people of some indigenous American peoples. Other societies include well-developed roles that are explicitly considered more or less distinct from archetypal male and female roles in those societies. In the language of the sociology of gender they comprise a third gender, more or less distinct from biological sex (sometimes the basis for the role does include intersexuality or incorporates eunuchs). One such gender role is that adopted by the hijras of India and Pakistan.
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          The Bugis people of Sulawesi, Indonesia have a tradition incorporating all of the features above. Joan Roughgarden argues that in some non-human animal species, there can also be said to be more than two genders, in that there might be multiple templates for behaviour available to individual organisms with a given biological sex.
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          Throughout history social theorists have sought to determine the specific nature of gender in relation to biological sex and sexuality, with the result being that culturally established gender and sex have become interchangeable identifications which signify the allocation of a specific 'biological' sex within a categorical gender. The social sciences, however, now argue that gender is socially constructed and hegemonic in all societies.


          Contemporary socialisation theory proposes the notion that when a child is first born it has a biological sex but no social gender. As the child grows, "society provides a string of prescriptions, templates, or models of behaviours appropriate to the one sex or the other" which socialises the child into belonging to a culturally specific gender. There is huge incentive for a child to concede to their socialisation with gender shaping the individuals opportunities for education, work, family, sexuality, reproduction, authority, and to make an impact on the production of culture and knowledge. Adults who do not perform these ascribed roles are perceived from this perspective as deviant and improperly socialised.


          Some believe society is constructed in a way in which gender is split into a dichotomy by social organisations which constantly invent and reproduce cultural images of gender. Joan Ackner (The Gendered Society Reader) believes gendering occurs in at least five different interacting social processes:


          
            	The construction of divisions along the lines of gender, such as those which are produced by labour, power, family, the state, even allowed behaviours and locations in physical space


            	The construction of symbols and images such as language, ideology, dress and the media, that explain, express and reinforce, or sometimes oppose, those divisions


            	Interactions between men and women, women and women and men and men which involve any form dominance and submission. Conversational theorists, for example, have studied the way in which interruptions, turn taking and the setting of topics re-create gender inequality in the flow of ordinary talk


            	The way in which the preceding three processes help to produce gendered components of individual identity. i.e. the way in which they create and maintain an image of a gendered self


            	Gender is implicated in the fundamental, ongoing processes of creating and conceptualising social structures.

          


          Looking at gender through a Foucauldian lens, gender is transfigured into a vehicle for the social division of power. Gender difference is merely a construct of society used to enforce the distinctions made between that which is assumed to be male and female, and allow for the domination of masculinity over femininity through the attribution of specific gender-related characteristics. "The idea that men and women are more different from one another than either is from anything else, must come from something other than nature far from being an expression of natural differences, exclusive gender identity is the suppression of natural similarities."


          Gender conventions play a large role in attributing masculine and feminine characteristics to a fundamental biological sex. Socio-cultural codes and conventions, the rules by which society functions, and which are both a creation of society as well as a constituting element of it, determine the allocation of these specific traits to the sexes. These traits provide the foundations for the creation of hegemonic gender difference. It follows then, that gender can be assumed as the acquisition and internalisation of social norms. Individuals are therefore socialised through their receipt of societys expectations of acceptable gender attributes which are flaunted within institutions such as the family, the state and the media. Such a notion of gender then becomes naturalised into a persons sense of self or identity, effectively imposing a gendered social category upon a sexed body.


          The conception that people are gendered rather than sexed also coincides with Judith Butlers theories of gender performativity. Butler argues that gender is not an expression of what one is, but rather something that one does. It follows then, that if gender is acted out in a repetitive manner it is in fact re-creating and effectively embedding itself within the social consciousness. Contemporary sociological reference to male and female gender roles typically uses masculinities and femininities in the plural rather than singular, suggesting diversity both within cultures as well as across them.


          From the 'evidence', it can only be concluded that gender is socially constructed and each individual is unique in their gender characteristics, regardless of which biological sex they are as every child is socialised to behave a certain way and have the proper gender attributes. If individuals in society do not conform to this pressure, they are destined to be treated as abnormal; therefore it is personally greatly beneficial for them to cooperate in the determined correct ordering of the world. In fact, the very construct of society is a product of and produces gender norms. There is bias in applying the word gender to anyone in a finite way; rather each person is endowed with certain gender characteristics. The world cannot be egalitarian while there are assigned genders and individuals are not given the right to express any gender characteristic they desire.


          


          Feminism and gender studies


          


          The philosopher and feminist Simone de Beauvoir applied existentialism to women's experience of life: "One is not born a woman, one becomes one." In context, this is a philosophical statement, however, it is true biologically  a girl must pass puberty to become a woman  and true sociologically  mature relating in social contexts is learned, not instinctive.


          Within feminist theory, terminology for gender issues developed over the 1970s. In the 1974 edition of Masculine/Feminine or Human, the author uses "innate gender" and "learned sex roles", but in the 1978 edition, the use of sex and gender is reversed. By 1980, most feminist writings had agreed on using gender only for socioculturally adapted traits.


          In gender studies the term gender is used to refer to proposed social and cultural constructions of masculinities and femininities. In this context, gender explicitly excludes reference to biological differences, to focus on cultural differences. This emerged from a number of different areas: in sociology during the 1950s; from the theories of the psychoanalyst Jacques Lacan; and in the work of French psychoanalysts like Julia Kristeva, Luce Irigaray, and Bracha L. Ettinger and American feminists such as Judith Butler. Those who followed Butler came to regard gender roles as a practice, sometimes referred to as " performative."


          Hurst states that some people think sex will automatically determine ones gender demeanor and role (social) as well as ones sexual orientation (sexual attractions and behaviour). We have cultural origins and habits for dealing with gender. Michael Schwalbe believes that humans must be taught how to act appropriately in their designated gender in order to properly fill the role. The way we behave as masculine or feminine interacts with social expectations. Schwalbe comments that we are the results of many people embracing and acting on similar ideas.


          We do this through everything from clothing and hairstyle to relationship and employment choices. Schwalbe believes that these distinctions are important, because we want to identify and categorize people as soon as we see them. We need to place people into distinct categories in order to know how we should feel about them.


          Hurst comments that in a society where we present our genders so distinctly, there can often be severe consequences for breaking these cultural norms. Many of these consequences are rooted in discrimination based on sexual orientation. Gays and lesbians are often discriminated against in our legal system due to societal prejudices. Hurst describes how this discrimination works against people for breaking gender norms, no matter what their sexual orientation is. He says that courts often confuse sex, gender, and sexual orientation, and confuse them in a way that results in denying the rights not only of gays and lesbians, but also of those who do not present themselves or act in a manner traditionally expected of their sex. This prejudice plays out in our legal system when a man or woman is judged differently because he or she does not present the correct gender. How we present and display our gender has consequences in everyday life, but also in institutionalized aspects of our society.


          


          Legal status


          A person's sex as male or female has legal significance  sex is indicated on government documents, and laws provide differently for men and women. Many pension systems have different retirement ages for men or women. Marriage is usually only available to opposite-sex couples.


          The question then arises as to what legally determines whether someone is male or female. In most cases this can appear obvious, but the matter is complicated for intersexual or transgender people. Different jurisdictions have adopted different answers to this question. Almost all countries permit changes of legal gender status in cases of intersexualism, when the gender assignment made at birth is determined upon further investigation to be biologically inaccurate  technically, however, this is not a change of status per se. Rather, it is recognition of a status which was deemed to exist, but unknown, from birth. Increasingly, jurisdictions also provide a procedure for changes of legal gender for transgendered people.


          Gender assignment, when there are indications that genital sex might not be decisive in a particular case, is normally not defined by a single definition, but by a combination of conditions, including chromosomes and gonads. Thus, for example, in many jurisdictions a person with XY chromosomes but female gonads could be recognized as female at birth.


          The ability to change legal gender for transgender people in particular has given rise to the phenomena in some jurisdictions of the same person having different genders for the purposes of different areas of the law. For example, in Australia prior to the Re Kevin decisions, transsexual people could be recognized as having the genders they identified with under many areas of the law, including social security law, but not for the law of marriage. Thus, for a period, it was possible for the same person to have two different genders under Australian law.


          It is also possible in federal systems for the same person to have one gender under state law and a different gender under federal law (a state recognizes gender transitions, but the federal government does not).


          


          Gender and development


          Gender, and particularly the role of women is widely recognized as vitally important to international development issues. This often means a focus on gender-equality, ensuring participation, but includes an understanding of the different roles and expectation of the genders within the community.


          As well as directly addressing inequality, attention to gender issues is regarded as important to the success of development programs, for all participants. For example, in microfinance it is common to target women, as besides the fact that women tend to be over-represented in the poorest segments of the population, they are also regarded as more reliable at repaying the loans. Also, it is claimed that women are more likely to use the money for the benefit of their families.


          Some organizations working in developing countries and in the development field have incorporated advocacy and empowerment for women into their work. A notable example is Wangari Maathai's environmental organization, the Green Belt Movement.


          


          Spirituality
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          In Taoism, yin and yang are considered feminine and masculine, respectively.


          In Judaism, God is described with mainly masculine language. God is strongly identified with the sky  God lives in Heaven and sends rain  which was understood as masculine compared to the earth understood as feminine. God is often compared to a warrior, defender, judge, and king. Once God is compared to a person sewing and once to a person knitting. In the Kabbalah (Jewish mysticism) the Shekhinah represents the feminine aspect of God's essence.


          In Christianity, God is described in masculine terms and the Church has historically been described in feminine terms. On the other hand, Christian theology in many churches distinguishes between the masculine images used of God (Father, King, God the Son) and the reality they signify, which transcends gender, embodies all the virtues of both genders perfectly, and is the creator of both human sexes. In the New Testament, the Holy Spirit is treated with the neuter pronoun. Hebrew speaking Christians like the Ebionites used the female gender for the Holy Spirit.


          In Hinduism,


          
            
              	

              	
                "One of the several forms of the Hindu God Shiva, is Ardhanarishwar (literally half-female God). Here Shiva manifests himself so that the left half is Female and the right half is Male. The left represents Shakti (energy, power) in the form of Goddess Parvati (otherwise his consort) and the right half Shiva. Whereas Parvati is the cause of arousal of Kama (desires), Shiva is the killer. Shiva is pervaded by the power of Parvati and Parvati is pervaded by the power of Shiva.

                While the stone images may seem to represent a half-male and half-female God, the true symbolic representation is of a being the whole of which is Shiva and the whole of which is Shakti at the same time. It is a 3-D representation of only shakti from one angle and only Shiva from the other. Shiva and Shakti are hence the same being representing a collective of Jnana (knowledge) and Kriya (activity). Adi Shankaracharya, the founder of non-dualistic philosophy (Advaita"not two") in Hindu thought says in his "Saundaryalahari"Shivah Shaktayaa yukto yadi bhavati shaktah prabhavitum na che devum devona khalu kushalah spanditam api " i.e., It is only when Shiva is united with Shakti that He acquires the capability of becoming the Lord of the Universe. In the absence of Shakti, He is not even able to stir. In fact, the term "Shiva" originated from "Shva," which implies a dead body. It is only through his inherent shakti that Shiva realizes his true nature.


                This mythology projects the inherent view in ancient Hinduism, that each human carries within himself both male and female components, which are forces rather than sexes, and it is the harmony between the creative and the annihilative, the strong and the soft, the proactive and the passive, that makes a true person. Such thought, leave alone entail gender equality, in fact obliterates any material distinction between the male and female altogether. This may explain why in ancient India we find evidence of homosexuality, bisexuality, androgyny, multiple sex partners and open representation of sexual pleasures in artworks like the Khajuraho temples, being accepted within prevalent social frameworks."

              

              	
            

          


          


          Other uses


          The word gender is used in several contexts to describe binary differences, more or less loosely associated by analogy with various actual or perceived differences between men and women.


          


          Linguistics


          Natural languages often make gender distinctions. These may be of various kinds.


          
            	Grammatical gender is a property of some languages in which every noun is assigned a gender, often with no direct relation to its meaning. For example, the word for "girl" is es:muchacha (grammatically feminine) in Spanish, de:Mdchen (grammatically neuter) in German, and ga:cailn (grammatically masculine) in Irish.


            	Several languages attest the use of different vocabulary by men and women, to differing degrees. See, for instance, Gender differences in spoken Japanese. The oldest documented language, Sumerian, records a distinctive sub-language only used by female speakers.


            	Most languages include terms that are used asymmetrically in reference to men and women. Concern that current language may be biased in favour of men has led some authors in recent times to argue for the use of a more Gender-neutral vocabulary in English and other languages.

          


          


          Connectors, pipe fittings, and fasteners


          In electrical and mechanical trades and manufacturing, and in electronics, each of a pair of mating connectors or fasteners (such as nuts and bolts) is conventionally assigned the designation male or female. The assignment is by direct analogy with animal genitalia; the part bearing one or more protrusions, or which fits inside the other, being designated male and the part containing the corresponding indentations or fitting outside the other being female.


          This kind of male-female distinction is known as gender (not sex) of connectors and fastners. It provides an example of a technical use of the term gender that evokes association with the physiology, rather than sociology, of male-female differences.


          The standard letters "M" and "F" are commonly used in part numbers. For example, in Switchcraft XLR microphone or hydrophone connectors, the part numbers are denoted as follows:


          
            	A3F = Audio 3-pin Female connector;


            	A3M = Audio 3-pin Male connector.

          


          A cable that has A3F on both ends or A3M on both ends is sometimes referred to as a "gay cable" or "gay cord".


          In plumbing fittings, the "M" or "F" usually comes at the beginning rather than the end. For example:


          
            	MIP denotes Male International Pipe thread;


            	FIP denotes Female International Pipe thread.

          


          A "gay" male pipe (for example, a short length of pipe having an MIP at both ends) is sometimes called a "nipple".


          


          Music


          In western music theory, keys, chords, and scales are often described as having major or minor tonality, sometimes related to masculine and feminine. By analogy, the major scales are masculine (clear, open, extroverted), while the minor scales are given feminine qualities (dark, soft, introverted). German uses the word Tongeschlecht ("Tone gender") for tonality, and the words Dur (from Latin durus, hard) for major and moll (from Latin mollis, soft) for minor. See Major and minor.
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          Genealogy (from Greek: ά, genea, "descent"; and ό, logos, "knowledge") is the study and tracing of family lineages and history. Genealogical research is a complex process that uses historical records and sometimes genetic analysis to demonstrate kinship. Reliable conclusions are based on the quality of sources, ideally original records, the information within those sources, ideally primary or firsthand information, and the evidence that can be drawn, directly or indirectly, from that information. In many instances, genealogists must skillfully assemble indirect or circumstantial evidence to build a case for identity and kinship. All evidence and conclusions, together with the documentation that supports them, is then assembled to create a cohesive "genealogy" or " family history." Traditionalists may differentiate between these last two terms, using the former to describe skeletal accounts of kinship (aka family trees) and the latter as a "fleshing out" of lives and personal histories. However, historical, social, and family context is in any case essential to achieving correct identification of individuals and relationships.


          


          Overview


          Historically, among Western societies the genealogical focus was the kinship and descent of rulers and nobles, often arguing or demonstrating the legitimacy of claims to wealth and power. The term often overlapped with heraldry, in which the ancestry of royalty was reflected in their coats of arms. Many claimed ancestries are considered fabrications by modern scholars. An example of this is the Anglo-Saxon chroniclers who traced the ancestry of several English kings back to the god Woden, the English version of the Norse god Odin.


          In modern times, genealogy became more widespread, with commoners as well as nobility researching and maintaining their family trees. Genealogy received a boost in the late 1970s with the premiere of the television adaptation of Alex Haley's fictionalized account of his family line, Roots: The Saga of an American Family, leading to genealogy becoming an even more popular hobby. With the advent of the Internet, the number of resources readily accessible by genealogists has vastly increased, resulting in an explosion of interest in the topic. The Internet has also become not only a major source of data for genealogists, but also of education and communication. According to some sources, genealogy is one of the most popular topics on the Internet.


          Genealogists typically pursue their own ancestry and that of their children and spouses. Professional genealogists may also conduct research for others, publish books on genealogical methods, teach, or work for companies that provide software or online databases. Both also try to understand not just where and when people lived, but also their lifestyles, biographies, and motivations. This often requires  or leads to  knowledge of antiquated laws, old political boundaries, migration trends, and historical social conditions.


          Genealogists sometimes specialize in a particular group, e.g. a Scottish clan; a particular surname, such as in a one-name study; a small community, e.g. a single village or parish, such as in a one-place study; or a particular, often famous, person.


          Genealogists and family historians often join family history societies where novices can learn from more experienced researchers. Such societies may also, usually on a volunteer basis, index and preserve public records and cemeteries to make records more accessible.


          


          Genealogical research process


          Genealogists begin their research by collecting family documents and stories. This creates a foundation for documentary research, which involves examining and evaluating historical records for evidence about ancestors and other relatives, their kinship ties, and the events that occurred in their lives. As a rule, genealogists begin with the present and work backward in time.


          To keep track of collected material, family group sheets and pedigree charts are used. Formerly handwritten, these can now be generated by genealogical software.


          


          Genetic analysis


          Because a person's DNA contains information that has been passed down relatively unchanged from early ancestors, analysis of DNA is sometimes used for genealogical research. Two DNA types are of particular interest: mitochondrial DNA that we all possess and that is passed down with only minor mutations through the matrilinial (direct female) line; and the Y-chromosome, present only in males, which is passed down with only minor mutations through the patrilinial (direct male) line.


          A genealogical DNA test allows two individuals to find the probability that they are, or are not, related within an estimated number of generations. Individual genetic test results are collected in databases to match people descended from a relatively recent common ancestor. See, for example, the Molecular Genealogy Research Project. These tests are limited to either the patrilinial or the matrilinial line.


          In addition to supporting the patrilineal line of one's pedigree by matching the Y-chromosome DNA of others descended from the same alleged progenitor, a Y-DNA mis-match can reveal a Non-paternity event (NPE) (i.e., a hidden adoption or illicit relationship on the part of the mother) in a person's ancestry, a fact that may not detected by any means other than DNA testing.


          


          Sharing data among researchers


          Data sharing among genealogical researchers has grown to be a major use of the Internet. Most genealogy software programs can export information about persons and their relationships in GEDCOM format, so it can be shared with other genealogists by e-mail and Internet forums, added to an online database such as GeneaNet, or converted into a family web site using online genealogical tools. Many genealogical software applications also facilitate the sharing of information via CD-ROMs and DVDs.


          


          Volunteerism


          Volunteer efforts figure prominently in genealogy. These range from the extremely informal to the highly organized.


          On the informal side are the many popular and useful message boards and mailing lists on particular surnames, regions, and other topics. These forums can be used to try to find relatives, request record lookups, obtain research advice, and much more.


          Many genealogists participate in loosely organized projects, both online and off. These collaborations take numerous forms, of which only a few are mentioned here.


          Some projects prepare name indexes for records, such as probate cases, and publish the indexes either off- or online. These indexes can be used as finding aids to locate original records. Other projects transcribe or abstract records. Offering record lookups is another common service, and those projects are usually organized by geographic area. Volunteers such as those involved in RAOGK do record lookups in their home areas for researchers who are unable to travel.


          Those looking for a structured volunteer environment can join one of thousands of genealogical societies worldwide. Most societies have a unique area of focus, such as a particular surname, ethnicity, geographic area, or descendency from participants in a given historical event. These societies are almost exclusively staffed by volunteers and may offer a broad range of services. It is common for them to maintain libraries for members' use, publish newsletters, provide research assistance to the public, offer classes or seminars, and organize record preservation or transcription projects.


          


          Records in genealogical research


          
            [image: A family history page from an Antebellum era family Bible.]

            
              A family history page from an Antebellum era family Bible.
            

          


          To keep track of their citizens, governments began keeping records of persons who were neither royalty nor nobility. In much of Europe, for example, such record keeping started in the 16th century. As more of the population was recorded, there were sufficient records to follow a family.


          Major life events, such as births, marriages, and deaths, were often documented with a license, permit, or report. Genealogists locate these records in local, regional or national offices or archives and extract information about family relationships and recreate timelines of persons' lives.


          In China and other Asian countries, genealogy books are used to record the names, occupations, and other information about family members, with some books dating back hundreds or even thousands of years. In the eastern Indian state of Bihar, there is a written tradition of genealogical records among Maithil Brahmins and Karna Kayasthas called " Panjis", dating to the 12th century CE. Even today these records and are consulted prior to marriages.


          In Ireland, genealogical records were recorded by professional families of senchaidh (historians) until as late as the mid-17th century, when Gaelic civilization died out. Perhaps the most outstanding example of this genre is Leabhar na nGenealach/ The Great Book of Irish Genealogies, by Dubhaltach MacFhirbhisigh (d. 1671), published in 2004.


          Records that are used in genealogy research include:


          
            	Vital records

              
                	Birth records


                	Death records


                	Marriage and divorce records

              

            


            	Adoption records


            	Biographies and biographical profiles (e.g. Who's Who)


            	Census records


            	Church records

              
                	Baptism or christening


                	Confirmation


                	Bar or bat mitzvah


                	Marriage


                	Funeral or death


                	Membership

              

            


            	City directories and telephone directories


            	Coroner's reports


            	Court records

              
                	Criminal records


                	Civil records

              

            


            	Diaries, personal letters and family Bibles


            	Emigration, immigration and naturalization records


            	Hereditary & lineage organization records, e.g. Daughters of the American Revolution records


            	Land and property records, deeds


            	Medical records


            	Military and conscription records


            	Newspaper articles


            	Obituaries


            	Occupational records


            	Oral histories


            	Passports


            	Photographs


            	Poorhouse, workhouse, almshouse, and asylum records


            	School and alumni association records


            	Ship passenger lists


            	Social Security (within the USA) and pension records


            	Tax records


            	Tombstones, cemetery records, and funeral home records


            	Voter registration records


            	Wills and probate records

          


          


          LDS collections


          The Church of Jesus Christ of Latter-day Saints (LDS) has engaged in large-scale microfilming of available records of genealogical value. Their Family History Library in Salt Lake City, Utah, houses over 2 million microfiche and microfilms of genealogically relevant material, which are also available for on-site research at over 4,000 Family History Centers worldwide.


          The LDS church has also compiled indexes of the submissions of its members, resulting in several large databases: the International Genealogical Index, or IGI, which includes both data extracted from filmed civil and ecclesiastic records from various worldwide locales and member-submitted information; the Ancestral File, or AF, which includes the contributions of church members; and the Pedigree Resource File, or PRF, compiled from member and non-member submissions. The IGI contains indexes to millions of records of individuals who lived between 1500 and 1900, primarily in the United States, Canada and Europe. Although independent of the IGI, the AF and PRF often contain duplications of IGI records. All three of these indexes are available free on their website, FamilySearch. FamilySearch also includes an 1880 United States federal census index, an 1881 British census index, an 1881 Canadian census index, and the U.S. Social Security Death Index, as well as research guides and genealogical word lists.


          


          Types of genealogical information


          Genealogists who seek to reconstruct the lives of each ancestor consider all historical information to be "genealogical" information. Traditionally, the basic information needed to ensure correct identification of each person are place names, occupations, family names, first names, and dates. However, modern genealogists greatly expand this list, recognizing the need to place this information in its historical context in order to properly evaluate genealogical evidence and distinguish between same-name individuals.


          


          Place names


          While the locations of ancestors' residences and life events are core elements of the genealogist's quest, they can often be confusing. Place names may be subject to variant spellings by partially literate scribes. Locations may have identical or very similar names. For example, the village name Brockton occurs six times in the border area between the English counties of Shropshire and Staffordshire. Shifts in political borders must also be understood. Parish, county and national borders have frequently been modified. Old records may contain references to farms and villages that have ceased to exist.


          Available sources may include vital records (civil or church registration), censuses, and tax assessments. Oral tradition is also an important source, although it must be used with caution. When no source information is available for a location, circumstantial evidence may provide a probable answer based on a person's or a family's place of residence at the time of the event.


          Maps and gazetteers are important sources for understanding the places researched. They show the relationship of an area to neighboring communities and may be of help in understanding migration patterns. Family tree mapping using online mapping tools such as Google Earth (particularly when used with Historical Map overlays such as those from the David Rumsey Historical Map Collection) assist in the process of understanding the significance of geographical locations.


          


          Occupations


          Occupational information may be important to understanding an ancestors life and for distinguishing two people with the same name. A persons occupation may have been related to his or her social status, political interest, and migration pattern. Since skilled trades are often passed from father to son, occupation may also be indirect evidence of a family relationship.


          It is important to remember that occupations sometimes changed or may be easily misunderstood. Workers no longer fit for their primary trade often took less prestigious jobs later in life. Many unskilled ancestors had a variety of jobs depending on the season and local trade requirements. Census returns may contain some embellishment; e.g., from Labourer to Mason, or from journeyman to Master craftsman. Names for old or unfamiliar local occupations may cause confusion if poorly legible. For example, an ostler (a keeper of horses) and a hostler (an innkeeper) could easily be confused for one another. Likewise, descriptions of such occupations may also be problematic. The perplexing description "ironer of rabbit burrows" may turn out to describe an ironer (profession) in the Bristol district named Rabbit Burrows. Several trades have regionally preferred terms. For example, "shoemaker" and "cordwainer" have the same meaning. Finally, many apparently obscure jobs are part of a larger trade community, such as watchmaking, framework knitting or gunmaking.


          Occupational data may be reported in occupational licenses, tax assessments, membership records of professional organizations, trade directories, census returns, and vital records (civil registration). Occupational dictionaries are available to explain many obscure and archaic trades.


          


          Family names


          Family names are simultaneously one of the most important pieces of genealogical information, and a source of significant confusion for researchers.


          In many cultures, the name of a person references the family to which he or she belongs. This is called the family name, surname, or last name. Patronymics are names that allow identification of an individual based on the father's name, e.g., Marga Olafsdottir or Olaf Thorsson. Many cultures used patronymics before surnames were adopted or came into use. The Dutch in New York, for example, used the patronymic system of names until 1687 when the advent of English rule mandated surname usage. In Iceland, patronymics are used by a majority of the population; surnames made their way into the language in the 19th and 20th century, but are not widely used. In order to protect the patronymics system, in Iceland it is forbidden by law to introduce a new surname. In Denmark and Norway patronymics and the use of farm names were generally in use through the 1800s and beyond, though surnames began to come into fashion toward the end of that century in some parts of the country. Not until 1856 (Denmark - an earlier law was in effect in 1828, but was largely ignored in the rural areas) and 1923 (Norway) were there laws requiring surnames.


          The transmission of names across generations, marriages and other relationships, and immigrations also causes significant inaccuracy in genealogical data. For instance, children may sometimes take or be given stepparent, foster parent, or adoptive parent names. Women in many cultures have routinely used their spouse's surnames. When a woman remarried, she may have changed her name and the names of her children; only her name; or changed no names. Her birth name ( maiden name) may be reflected in her children's middle names; her own middle name; or dropped entirely.


          Official records do not capture many kinds of surname changes. For example, fostering, common-law marriage, love affairs, changes in career or location may all result in name changes that are not reflected as such in official records.


          Surname data may be found in trade directories, census returns, birth, death, and marriage records.


          


          Given names


          Genealogical data regarding given names (first names) is subject to many of the same problems as are family names and place names.


          Additionally, the use of nicknames is very common. For example Beth, Lizzie or Betty are all common for Elizabeth, and Jack, John and Jonathan may be interchanged.


          Middle names provide additional information. Middle names may be inherited, or follow naming customs. Middle names may sometimes be treated as part of the family name. For instance, in some Latin cultures, both the mother's family name and the father's family name are used by the children.


          Historically, naming traditions existed in some places. It is important to recognize, however, that naming traditions were not used in all families and did not always follow the same formula.


          An example is Scotland and Ireland, where:


          
            	1st son - named after paternal grandfather


            	2nd son - named after maternal grandfather


            	3rd son - named after father


            	4th son - named after father's oldest brother


            	1st daughter - named after maternal grandmother


            	2nd daughter - named after paternal grandmother


            	3rd daughter - named after mother


            	4th daughter - named after mother's oldest sister

          


          Another example is in some areas of Germany, where siblings were given the same first name, often of a favourite saint or local nobility, but different second names by which they were known (Rufname).


          If a child died, the next child of the same gender that was born may have been given the same name. It is not uncommon that a list of a particular couple's children will show one or two names repeated.


          Personal names have periods of popularity, so it is not uncommon to find many similarly-named people in a generation, and even similarly-named families; e.g., "William and Mary and their children David, Mary, and John".


          Many names may be identified strongly with a particular gender; e.g., William for boys, and Mary for girls. Others may be ambiguous, e.g., Lee, or have only slightly variant spellings based on gender, e.g., Frances (usually female) and Francis (usually male).


          


          Dates


          It is wise to exercise extreme caution with dates. Dates are more difficult to recall years after an event, and are more easily mistranscribed than other types of genealogical data. Therefore, one should determine whether the date was recorded at the time of the event or at a later date. Dates of birth in vital records or civil registrations and in church records at baptism are generally accurate because they were usually recorded near the time of the event. Family Bibles are often a source for dates, but can be written from memory long after the event. When the same ink and handwriting is used for all entries, the dates were probably written at the same time and therefore will be less reliable since the earlier dates were probably recorded well after the event. The publication date of the Bible also provides a clue about when the dates were recorded since they could not have been recorded at any earlier date.


          People sometimes reduce their age on marriage, and those under "full age" may increase their age in order to marry or to join the armed forces. Census returns are notoriously unreliable for ages or for assuming an approximate death date. The 1841 census in the UK is rounded down to the next lower multiple of five years.


          Although baptismal dates are often used to approximate birth dates, some families waited years before baptizing children, and adult baptisms are the norm in some religions. Both birth and marriage dates may have been adjusted to cover for pre-wedding pregnancies.


          Calendar changes must also be considered. In 1752, England and her American colonies changed from the Julian to the Gregorian calendar. In the same year, the date the new year began was changed. Prior to 1752 it was 25 March; this was changed to 1 January. Many other European countries had already made the calendar changes before England had, sometimes centuries earlier. By 1751 there was an 11 day discrepancy between the date in England and the date in other European countries.


          For further detail on the changes involved in moving from the Julian to the Gregorian calendar, see: Gregorian calendar.


          


          Software


          Genealogy software is computer software used to collect, store, sort, and display genealogical data. At a minimum, genealogy software accommodates basic information about individuals, including births, marriages, and deaths. Many programs allow for additional biographical information, including occupation, residence, and notes, and most also offer a method for keeping track of the sources for each piece of evidence.


          Most programs can generate basic kinship charts and reports, allow for the import of digital photographs and the export of data in the GEDCOM format so that data can be shared with those using other genealogy software. More advanced features include the ability to restrict the information that is shared, usually by removing information about living people out of privacy concerns; the import of sound files; the generation of family history books, web pages and other publications; the ability to handle same sex marriages and children born out of wedlock; searching the Internet for data; and the provision of research guidance.


          Programs may be geared toward a specific religion, with fields relevant to that religion, or to specific nationalities or ethnic groups, with source types relevant for those groups.
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              The General Pershing Zephyr in 1939 near Denver, Colorado.
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              9908 Silver Charger hauling a regular train in 1946.
            

          


          The General Pershing Zephyr was the ninth of the Chicago, Burlington and Quincy Railroad's Zephyr streamliners, and the last built as an integrated streamliner rather than a train hauled by an EMD E-unit diesel locomotive. It was constructed in 1939 with bodywork and passenger cars by Budd Company and diesel engine, electric transmission, power truck, and other locomotive equipment by General Motors Electro-Motive Division. Because its intended Kansas City, Missouri to St. Louis, Missouri route passed near the birthplace and boyhood home of famous World War I General John J. Pershing, the train was named after him. The power car was named Silver Charger, after Pershing's horse Charger, while the passenger cars were named after U.S. Army badges of rankSilver Leaf, Silver Eagle, and Silver Star.


          Unlike previous Zephyrs, the General Pershing Zephyr was completely non-articulated; each car was self-contained and joined to the next by couplers, rather than shared trucks. The inflexibility of the articulated layout had been recognised; it was hard to lengthen, shorten, or replace parts of the train. The route did not require a high-capacity train nor a powerful locomotive, so the General Pershing Zephyr returned to the pattern of the first Pioneer Zephyr, being a power/baggage car and three trailers.


          The power car, 9908 Silver Charger, was unique. It utilised a single new EMD 567 V-12 engine developing 1,000hp, rather than the pair used in the contemporary EMD E3. It had one Martin Blomberg-designed E-unit A1A passenger truck at the front, driving the outer axles and with a centre idler axle, and an unpowered trailing truck, giving it the unusual wheel arrangement of A1A-2. The back half of the power car was a baggage area.


          The train ran its assigned route until World War 2 disrupted things in 1942, following which the trainset ran many different routes. As 9908 Silver Charger was really a separate locomotive, it continued in service hauling other trains after the rest of the streamlined trainset was withdrawn. In this form it lasted in service until 1966, following which it was donated to the Museum of Transportation in St. Louis, Missouri.


          The diner-lounge-observation car Silver Star was sold to AMAX Iron Ore Corporation in 1974 and given to Mt Newman Mining (now part of BHP Billiton) in Western Australia and renamed Sundowner. It was used for many years as passenger accommodation on the fortnightly supply train to the mines. As at 2006, it is still used for VIP and inspection trains.
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              A simulated black hole of ten solar masses as seen from a distance of 600 kilometers with the Milky Way in the background.
            

          


          General relativity or the general theory of relativity is the geometric theory of gravitation published by Albert Einstein in 1916. It is the state-of-the art description of gravity in modern physics. It unifies special relativity and Newton's law of universal gravitation, and describes gravity as a property of the geometry of space and time, or spacetime. In particular, the curvature of spacetime is directly related to the four-momentum ( mass-energy and linear momentum) of whatever matter and radiation are present. The relation is specified by the Einstein field equations, a system of partial differential equations.


          The predictions of general relativity differ significantly from those of classical physics, especially concerning the passage of time, the geometry of space, the motion of bodies in free fall, and the propagation of light. Examples of such differences include gravitational time dilation, the gravitational redshift of light, and the gravitational time delay. General relativity's predictions have been confirmed in all observations and experiments to date. Although general relativity is not the only relativistic theory of gravity, it is the simplest such theory that is consistent with the experimental data. However, unanswered questions remain, the most fundamental being how general relativity can be reconciled with the laws of quantum physics to produce a complete and self-consistent theory of quantum gravity.


          Einstein's theory has important astrophysical applications. It points towards the existence of black holesregions of space in which space and time are distorted in such a way that nothing, not even light, can escapeas an end-state for massive stars. There is evidence that such stellar black holes as well as more massive varieties of black hole are responsible for the intense radiation emitted by certain types of astronomical objects such as active galactic nuclei or microquasars. The bending of light by gravity can lead to the phenomenon of gravitational lensing, where multiple images of the same distant astronomical object are visible in the sky. General relativity also predicts the existence of gravitational waves, which have since been measured indirectly; a direct measurement is the aim of projects such as LIGO. In addition, general relativity is the basis of current cosmological models of an expanding universe.
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          Soon after publishing the special theory of relativity in 1905, Einstein started thinking about how to incorporate gravity into his new relativistic framework. In 1907, beginning with a simple thought experiment involving an observer in free fall, he embarked on what would be an eight-year search for a relativistic theory of gravity. After numerous detours and false starts, his work culminated in the November, 1915 presentation to the Prussian Academy of Science of what are now known as the Einstein field equations. These equations specify how the geometry of space and time is influenced by whatever matter is present, and form the core of Einstein's general theory of relativity.


          The Einstein field equations are nonlinear and very difficult to solve. Einstein used approximation methods in working out initial predictions of the theory. But as early as 1916, the astrophysicist Karl Schwarzschild found the first non-trivial exact solution to the Einstein field equations, the so-called Schwarzschild metric. This solution laid the groundwork for the description of the final stages of gravitational collapse, and the objects known today as black holes. In the same year, the first steps towards generalizing Schwarzschild's solution to electrically charged objects were taken, which eventually resulted in the Reissner-Nordstrm solution, now associated with charged black holes. In 1917, Einstein applied his theory to the universe as a whole, initiating the field of relativistic cosmology. In line with contemporary thinking, he assumed a static universe, adding a new parameter to his original field equationsthe cosmological constantto reproduce that "observation". By 1929, however, the work of Hubble and others had shown that our universe is expanding. This is readily described by the expanding cosmological solutions found by Friedmann in 1922, which do not require a cosmological constant. Lematre used these solutions to formulate the earliest version of the big bang models, in which our universe has evolved from an extremely hot and dense earlier state. Einstein later declared the cosmological constant the biggest blunder of his life.


          During that period, general relativity remained something of a curiosity among physical theories. It was clearly superior to Newtonian gravity, being consistent with special relativity and accounting for several effects unexplained by the Newtonian theory. Einstein himself had shown in 1915 how his theory explained the anomalous perihelion advance of the planet Mercury without any arbitrary parameters ("fudge factors"). Similarly, a 1919 expedition led by Eddington confirmed general relativity's prediction for the deflection of starlight by the Sun, making Einstein instantly famous. Yet the theory entered the mainstream of theoretical physics and astrophysics only with the developments between approximately 1960 and 1975, now known as the Golden age of general relativity. Physicists began to understand the concept of a black hole, and to identify these objects' astrophysical manifestation as quasars. Ever more precise solar system tests confirmed the theory's predictive power, and relativistic cosmology, too, became amenable to direct observational tests.


          


          From classical mechanics to general relativity


          General relativity is best understood by examining its similarities with and departures from classical physics. The first step is the realization that classical mechanics and Newton's law of gravity admit of a geometric description. The combination of this description with the laws of special relativity results in a heuristic derivation of general relativity.


          


          Geometry of Newtonian gravity


          At the base of classical mechanics is the notion that a body's motion can be described as a combination of free (or inertial) motion, and deviations from this free motion. Such deviations are caused by external forces acting on a body in accordance with Newton's second law of motion, which states that the force acting on a body is equal to that body's (inertial) mass times its acceleration. The preferred inertial motions are related to the geometry of space and time: in the standard reference frames of classical mechanics, objects in free motion move along straight lines at constant speed. In modern parlance, their paths are geodesics, straight world lines in spacetime.


          
            [image: Ball falling to the floor in an accelerated rocket (left), and on Earth (right)]

            
              Ball falling to the floor in an accelerated rocket (left), and on Earth (right)
            

          


          Conversely, one might expect that inertial motions, once identified by observing the actual motions of bodies and making allowances for the external forces (such as electromagnetism or friction), can be used to define the geometry of space, as well as a time coordinate. However, there is an ambiguity once gravity comes into play. According to Newton's law of gravity, and independently verified by experiments such as that of Etvs and its successors (see Etvs experiment) , there is a universality of free fall (also known as the weak equivalence principle, or the universal equality of inertial and passive-gravitational mass): the trajectory of a test body in free fall depends only on its position and initial speed, but not on any of its material properties. A simplified version of this is embodied in Einstein's elevator experiment, illustrated in the figure on the right: for an observer in a small enclosed room, it is impossible to decide, by mapping the trajectory of bodies such as a dropped ball, whether the room is at rest in a gravitational field, or in free space aboard an accelerated rocket.


          Given the universality of free fall, there is no observable distinction between inertial motion and motion under the influence of the gravitational force. This suggests the definition of a new class of inertial motion, namely that of objects in free fall under the influence of gravity. This new class of preferred motions, too, defines a geometry of space and timein mathematical terms, it is the geodesic motion associated with a specific connection which depends on the gradient of the gravitational potential. Space, in this construction, still has the ordinary Euclidean geometry. However, spacetime as a whole is more complicated. As can be shown using simple thought experiments following the free-fall trajectories of different test particles, the result of transporting spacetime vectors that can denote a particle's velocity (time-like vectors) will vary with the particle's trajectory; mathematically speaking, the Newtonian connection is not integrable. From this, one can deduce that spacetime is curved. The result is a geometric formulation of Newtonian gravity using only covariant concepts, i.e. a description which is valid in any desired coordinate system. In this geometric description, tidal effectsthe relative acceleration of bodies in free fallare related to the derivative of the connection, showing how the modified geometry is caused by the presence of mass.


          


          Relativistic generalization


          
            [image: Light cone]
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          As intriguing as geometric Newtonian gravity may be, its basis, classical mechanics, is merely a limiting case of (special) relativistic mechanics. In the language of symmetry: where gravity can be neglected, physics is Lorentz invariant as in special relativity rather than Galilei invariant as in classical mechanics. (The defining symmetry of special relativity is the Poincar group which also includes translations and rotations.) The differences between the two become significant when we are dealing with speeds approaching the speed of light, and with high-energy phenomena.


          With Lorentz symmetry, additional structures comes into play. They are defined by the set of light cones (see the image on the left). The light-cones define a causal structure: for each event A, there is a set of events that can, in principle, either influence or be influenced by A via signals or interactions that do not need to travel faster than light (such as event B in the image), and a set of events for which such an influence is impossible (such as event C in the image). These sets are observer-independent. In conjunction with the world-lines of freely falling particles, the light-cones can be used to reconstruct the space-time's semi-Riemannian metric, at least up to a positive scalar factor. In mathematical terms, this defines a conformal structure.


          Special relativity is defined in the absence of gravity, so for practical applications, it is a suitable model whenever gravity can be neglected. Bringing gravity into play, and assuming the universality of free fall, an analogous reasoning as in the previous section applies: there are no global inertial frames. Instead there are approximate inertial frames moving alongside freely falling particles. Translated into the language of spacetime: the straight time-like lines that define a gravity-free inertial frame are deformed to lines that are curved relative to each other, suggesting that the inclusion of gravity necessitates a change in spacetime geometry.


          A priori, it is not clear whether the new local frames in free fall coincide with the reference frames in which the laws of special relativity holdthat theory is based on the propagation of light, and thus on electromagnetism, which could have a different set of preferred frames. But using different assumptions about the special-relativistic frames (such as their being earth-fixed, or in free fall), one can derive different predictions for the gravitational redshift, that is, the way in which the frequency of light shifts as the light propagates through a gravitational field (cf. below). The actual measurements show that free-falling frames are the ones in which light propagates as it does in special relativity. The generalization of this statement, namely that the laws of special relativity hold to good approximation in freely falling (and non-rotating) reference frames, is known as the Einstein equivalence principle, a crucial guiding principle for generalizing special-relativistic physics to include gravity.


          The same experimental data shows that time as measured by clocks in a gravitational field proper time, to give the technical termdoes not follow the rules of special relativity. In the language of spacetime geometry, it is not measured by the Minkowski metric. As in the Newtonian case, this is suggestive of a more general geometry. At small scales, all reference frames that are in free fall are equivalent, and approximately Minkowskian. Consequently, we are now dealing with a curved generalization of Minkowski space. The metric tensor that defines the geometryin particular, how lengths and angles are measuredis not the Minkowski metric of special relativity, it is a generalization known as a semi- or pseudo-Riemannian metric. Furthermore, each Riemannian metric is naturally associated with one particular kind of connection, the Levi-Civita connection, and this is, in fact, the connection that satisfies the equivalence principle and makes space locally Minkowskian (that is, in suitable "locally inertial" coordinates, the metric is Minkowskian, and its derivatives and the connection coefficients vanish).


          


          Einstein's equations


          Having formulated the relativistic, geometric version of the effects of gravity, the question of gravity's source remains. In Newtonian gravity, the source is mass. In special relativity, mass turns out to be part of a more general quantity called the energy-momentum tensor, which includes both energy and momentum densities as well as stress (that is, pressure and shear). Using the equivalence principle, this tensor is readily generalized to curved space-time. Drawing further upon the analogy with geometric Newtonian gravity, it is natural to assume that the field equation for gravity relates this tensor and the Ricci tensor, which describes a particular class of tidal effects: the change in volume for a small cloud of test particles that are initially at rest, and then fall freely. In special relativity, conservation of energy-momentum corresponds to the statement that the energy-momentum tensor is divergence-free. This formula, too, is readily generalized to curved spacetime by replacing partial derivatives with their curved-manifold counterparts, covariant derivatives. With this additional conditionthe covariant divergence of the energy-momentum tensor, and hence of whatever is on the other side of the equation, is zero the simplest set of equations are what are called Einstein's (field) equations:


          
            	[image: R_{ab} - {\textstyle 1 \over 2}R\,g_{ab} = \kappa T_{ab}.\,]

          


          On the left-hand side is a specific divergence-free combination of the Ricci tensor Rab and the metric known as the Einstein tensor. In particular,


          
            	[image: R=R_{cd}g^{cd}\,]

          


          is the curvature scalar. The Ricci tensor itself is related to the more general Riemann curvature tensor as


          
            	[image: \quad R_{ab}={R^d}_{adb}.\,]

          


          On the right-hand side, Tab is the energy-momentum tensor. All tensors are written in abstract index notation. Matching the theory's prediction to observational results for planetary orbits (or, equivalently, assuring that the weak-gravity, low-speed limit is Newtonian mechanics), the proportionality constant can be fixed as  = 8G/c4, with G the gravitational constant and c the speed of light. When there is no matter present, so that the energy-momentum tensor vanishes, the result are the vacuum Einstein equations,
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          There are alternatives to general relativity built upon the same premises, which include additional rules and/or constraints, leading to different field equations. Examples are Brans-Dicke theory, teleparallelism, and Einstein-Cartan theory.


          


          Definition and basic applications


          The derivation outlined in the previous section contains all the information needed to define general relativity, describe its key properties, and address a question of crucial importance in physics, namely how the theory can be used for model-building.


          


          Definition and basic properties


          General relativity is a metric theory of gravitation. At its core are Einstein's equations, which describe the relation between the geometry of a four-dimensional, semi- Riemannian manifold representing spacetime on the one hand, and the energy-momentum contained in that spacetime on the other. Phenomena that in classical mechanics are ascribed to the action of the force of gravity (such as free-fall, orbital motion, and spacecraft trajectories), correspond to inertial motion within a curved geometry of spacetime in general relativity; there is no gravitational force deflecting objects from their natural, straight paths. Instead, gravity corresponds to changes in the properties of space and time, which in turn changes the straightest-possible paths that objects will naturally follow. The curvature is, in turn, caused by the energy-momentum of matter. Paraphrasing the relativist John Archibald Wheeler, spacetime tells matter how to move; matter tells spacetime how to curve.


          While general relativity replaces the scalar gravitational potential of classical physics by a symmetric rank-two tensor, the latter reduces to the former in certain limiting cases. For weak gravitational fields and slow speed relative to the speed of light, the theory's predictions converge on those of Newton's law of gravity.


          As it is constructed using tensors, general relativity exhibits general covariance: its lawsand further laws formulated within the general relativistic frameworktake on the same form in all coordinate systems. Furthermore, the theory does not contain any invariant geometric background structures. It thus satisfies a more stringent general principle of relativity, namely that the laws of physics are the same for all observers. Locally, as expressed in the equivalence principle, spacetime is Minkowskian, and the laws of physics exhibit local Lorentz invariance.


          


          Model-building


          The core concept of general-relativistic model-building is that of a solution of Einstein's equations. Given both Einstein's equations and suitable equations for the properties of matter, such a solution consists of a specific semi-Riemannian manifold (usually defined by giving the metric in specific coordinates), and specific matter fields defined on that manifold. Matter and geometry must satisfy Einstein's equations, so in particular, the matter's energy-momentum tensor must be divergence-free. The matter must, of course, also satisfy wheatever additional equations were imposed on its properties. In short, such a solution is a model universe that satisfies the laws of general relativity, and possibly additional laws governing whatever matter might be present.


          Einstein's equations are nonlinear partial differential equations and, as such, difficult to solve exactly. Nevertheless, a number of exact solutions are known, although only a few have direct physical applications. The best-known exact solutions, and also those most interesting from a physics point of view, are the Schwarzschild solution, the Reissner-Nordstrm solution and the Kerr metric, each corresponding to a certain type of black hole in an otherwise empty universe, and the Friedmann-Lematre-Robertson-Walker and de Sitter universes, each describing an expanding cosmos. Exact solutions of great theoretical interest include the Gdel universe (which opens up the intriguing possibility of time travel in curved spacetimes), the Taub-NUT solution (a model universe that is homogeneous, but anisotropic), and Anti-de Sitter space (which has recently come to prominence in the context of what is called the Maldacena conjecture).


          Given the difficulty of finding exact solutions, Einstein's field equations are also solved frequently by numerical integration on a computer, or by considering small perturbations of exact solutions. In the field of numerical relativity, powerful computers are employed to simulate the geometry of spacetime and to solve Einstein's equations for interesting situations such as two colliding black holes. In principle, such methods may be applied to any system, given sufficient computer resources, and may address fundamental questions such as naked singularities. Approximate solutions may also be found by perturbation theories such as linearized gravity and its generalization, the post-Newtonian expansion, both of which were developed by Einstein. The latter provides a systematic approach to solving for the geometry of a spacetime that contains a distribution of matter that moves slowly compared with the speed of light. The expansion involves a series of terms; the first terms represent Newtonian gravity, whereas the later terms represent ever smaller corrections to Newton's theory due to general relativity. An extension of this expansion is the parametrized post-Newtonian (PPN) formalism, which allows quantitative comparisons between the predictions of general relativity and alternative theories.


          


          Consequences of Einstein's theory


          General relativity has a number of physical consequences. Some follow directly from the theory's axioms, whereas others have become clear only in the course of the ninety years of research that followed Einstein's initial publication.


          


          Gravitational time dilation and frequency shift
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          Assuming that the equivalence principle holds, gravity influences the passage of time. Light sent down into a gravity well is blueshifted, whereas light sent in the opposite direction (i.e., climbing out of the gravity well) is redshifted; collectively, these two effects are known as the gravitational frequency shift. More generally, processes close to a massive body run more slowly when compared with processes taking place further away; this effect is known as gravitational time dilation.


          Gravitational redshift has been measured in the laboratory and using astronomical observations. Gravitational time dilation in the Earth's gravitational field has been measured numerous times using atomic clocks, while ongoing validation is provided as a side-effect of the operation of the Global Positioning System (GPS). Tests in stronger gravitational fields are provided by the observation of binary pulsars. All results are in agreement with general relativity. However, at the current level of accuracy, these observations cannot distinguish between general relativity and other theories in which the equivalence principle is valid.


          


          Light deflection and gravitational time delay
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          General relativity predicts that the path of light is bent in a gravitational field; light passing a massive body is deflected towards that body. This effect has been confirmed by observing the light of stars or distant quasars being deflected as it passes the Sun.


          This and related predictions follow from the fact that light follows what is called a light-like or null geodesica generalization of the straight lines along which light travels in classical physics. Such geodesics are the generalization of the invariance of lightspeed in special relativity. As one examines suitable model spacetimes (either the exterior Schwarzschild solution or, for more than a single mass, the post-Newtonian expansion), several effects of gravity on light propagation emerge. Although the bending of light can also be derived by extending the universality of free fall to light, the angle of deflection resulting from such calculations is only half the value given by general relativity.


          Closely related to light deflection is the gravitational time delay (or Shapiro effect), the phenomenon that light signals take longer to move through a gravitational field than they would in the absence of that field. There have been numerous successful tests of this prediction. In the parameterized post-Newtonian formalism (PPN), measurements of both the deflection of light and the gravitational time delay determine a parameter called , which encodes the influence of gravity on the geometry of space.


          


          Gravitational waves
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          One of several analogies between weak-field gravity and electromagnetism is that, analogous to electromagnetic waves, there are gravitational waves: ripples in the metric of spacetime that propagate at the speed of light. The simplest type of such a wave can be visualized by its action on a ring of freely floating particles (upper image to the right). A sine wave propagating through such a ring towards the reader distorts the ring in a characteristic, rhythmic fashion (lower, animated image to the right). Since Einstein's equations are non-linear, arbitrarily strong gravitational waves do not obey linear superposition, making their description difficult. However, for weak fields, a linear approximation can be made. Such linearized gravitational waves are sufficiently accurate to describe the exceedingly weak waves that are expected to arrive here on Earth from far-off cosmic events, which typically result in relative distances increasing and decreasing by 10  21 or less. Data-analysis methods routinely make use of the fact that these linearized waves can be Fourier decomposed.


          Some exact solutions describe gravitational waves without any approximation, e.g., a wave train traveling through empty space or so-called Gowdy universes, varieties of an expanding cosmos filled with gravitational waves. But for gravitational waves produced in astrophysically relevant situations, such as the merger of two black holes, numerical methods are presently the only way to construct appropriate models.


          


          Orbital effects and the relativity of direction


          General relativity differs from classical mechanics in a number of predictions concerning orbiting bodies. It predicts an overall rotation ( precession) of planetary orbits, as well as orbital decay caused by the emission of gravitational waves and effects related to the relativity of direction.


          


          Precession of apsides
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          In general relativity, the apsides of any orbit (the point of the orbiting body's closest approach to the system's centre of mass) will precessthe orbit is not an ellipse, but akin to an ellipse that rotates on its focus, resulting in a rose curve-like shape (see image). Einstein first derived this result by using an approximate metric representing the Newtonian limit and treating the orbiting body as a test particle. For him, the fact that his theory gave a straightforward explanation of the anomalous perihelion shift of the planet Mercury, discovered earlier by Urbain Le Verrier in 1859, was important evidence that he had at last identified the correct form of the gravitational field equations.


          The effect can also be derived by using either the exact Schwarzschild metric (describing spacetime around a spherical mass) or the much more general post-Newtonian formalism. It is due to the influence of gravity on the geometry of space and to the contribution of self-energy to a body's gravity (encoded in the nonlinearity of Einstein's equations). Relativistic precession has been observed for all planets that allow for accurate precession measurements (Mercury, Venus and the Earth), as well as in binary pulsar systems, where it is larger by five orders of magnitude.


          


          Orbital decay
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          According to general relativity, a binary system will emit gravitational waves, thereby losing energy. Due to this loss, the distance between the two orbiting bodies decreases, and so does their orbital period. Within the solar system or for ordinary double stars, the effect is too small to be observable. Not so for a close binary pulsar, a system of two orbiting neutron stars, one of which is a pulsar: from the pulsar, observers on Earth receive a regular series of radio pulses that can serve as a highly accurate clock, which allows precise measurements of the orbital period. Since the neutron stars are very compact, significant amounts of energy are emitted in the form of gravitational radiation.


          The first observation of a decrease in orbital period due to the emission of gravitational waves was made by Hulse and Taylor, using the binary pulsar PSR1913+16 they had discovered in 1974. This was the first detection of gravitational waves, albeit indirect, for which they were awarded the 1993 Nobel Prize in physics. Since then, several other binary pulsars have been found, in particular the double pulsar PSR J0737-3039, in which both stars are pulsars.


          


          Geodetic precession and frame-dragging


          Several relativistic effects are directly related to the relativity of direction. One is geodetic precession: the axis direction of a gyroscope in free fall in curved spacetime will change when compared, for instance, with the direction of light received from distant starseven though such a gyroscope represents the way of keeping a direction as stable as possible (" parallel transport"). For the Moon-Earth-system, this effect has been measured with the help of lunar laser ranging. More recently, it has been measured for test masses aboard the satellite Gravity Probe B to a precision of better than 1percent.


          Near a rotating mass, there are so-called gravitomagnetic or frame-dragging effects. A distant observer will determine that objects close to the mass get "dragged around". This is most extreme for rotating black holes where, for any object entering a zone known as the ergosphere, rotation is inevitable. Such effects can again be tested through their influence on the orientation of gyroscopes in free fall. Somewhat controversial tests have been performed using the LAGEOS satellites, confirming the relativistic prediction. A precision measurement is the main aim of the Gravity Probe B mission, with the results expected in September 2008.


          


          Astrophysical applications


          


          Gravitational lensing
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          The deflection of light by gravity is responsible for a new class of astronomical phenomena. If a massive object is situated between the astronomer and a distant target object with appropriate mass and relative distances, the astronomer will see multiple distorted images of the target. Such effects are known as gravitational lensing. Depending on the configuration, scale, and mass distribution, there can be two or more images, a bright ring known as an Einstein ring, or partial rings called arcs. The earliest example was discovered in 1979; since then, more than a hundred gravitational lenses have been observed. Even if the multiple images are too close to each other to be resolved, the effect can still be measured, e.g., as an overall brightening of the target object; a number of such " microlensing events" has been observed.


          Gravitational lensing has developed into a tool of observational astronomy. It is used to detect the presence and distribution of dark matter, provide a "natural telescope" for observing distant galaxies, and to obtain an independent estimate of the Hubble constant. Statistical evaluations of lensing data provide valuable insight into the structural evolution of galaxies.


          


          Gravitational wave astronomy
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          Observations of binary pulsars provide strong indirect evidence for the existence of gravitational waves (see Orbital decay, above). However, gravitational waves reaching us from the depths of the cosmos have not been detected directly, which is a major goal of current relativity-related research. Several land-based gravitational wave detectors are currently in operation, most notably the interferometric detectors GEO 600, LIGO (three detectors), TAMA 300 and VIRGO. A joint US-European space-based detector, LISA, is currently under development, with a precursor mission ( LISA Pathfinder) due for launch in late 2009.


          Observations of gravitational waves promise to complement observations in the electromagnetic spectrum. They are expected to yield information about black holes and other dense objects such as neutron stars and white dwarfs, about certain kinds of supernova implosions, and about processes in the very early universe, including the signature of certain types of hypothetical cosmic string.


          


          Black holes and other compact objects
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          Whenever an object becomes sufficiently compact, general relativity predicts the formation of a black hole, a region of space from which nothing, not even light, can escape. In the currently accepted models of stellar evolution, neutron stars with around 1.4 solar mass and so-called stellar black holes with a few to a few dozen solar masses are thought to be the final state for the evolution of massive stars. Supermassive black holes with a few million to a few billion solar masses are considered the rule rather than the exception in the centers of galaxies, and their presence is thought to have played an important role in the formation of galaxies and larger cosmic structures.


          Astronomically, the most important property of compact objects is that they provide a superbly efficient mechanism for converting gravitational energy into electromagnetic radiation. Accretion, the falling of dust or gaseous matter onto stellar or supermassive black holes, is thought to be responsible for some spectacularly luminous astronomical objects, notably diverse kinds of active galactic nuclei on galactic scales and stellar-size objects such as microquasars. In particular, accretion can lead to relativistic jets, focused beams of highly energetic particles that are being flung into space at almost light speed. General relativity plays a central role in modelling all these phenomena, and observations provide strong evidence for the existence of black holes with the properties predicted by the theory.


          Black holes are also sought-after targets in the search for gravitational waves (cf. Gravitational waves, above). Merging black hole binaries should lead to some of the strongest gravitational wave signals reaching detectors here on Earth, and the phase directly before the merger ("chirp") could be used as a " standard candle" to deduce the distance to the merger eventsand hence serve as a probe of cosmic expansion at large distances. The gravitational waves produced as a stellar black hole plunges into a supermassive one should provide direct information about supermassive black hole's geometry.


          


          Cosmology
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          The current models of cosmology are based on Einstein's equations including cosmological constant , which has important influence on the large-scale dynamics of the cosmos,


          
            	[image:  R_{ab} - {\textstyle 1 \over 2}R\,g_{ab} + \Lambda\ g_{ab} = \kappa\, T_{ab} ]

          


          where gab is the spacetime metric. Isotropic and homogeneous solutions of these enhanced equations, the Friedmann-Lematre-Robertson-Walker solutions, allow physicists to model a universe that has evolved over the past 14 billionyears from a hot, early Big Bang phase. Once a small number of parameters (for example the universe's mean matter density) have been fixed by astronomical observation, further observational data can be used to put the models to the test. Predictions, all successful, include the initial abundance of chemical elements formed in a period of primordial nucleosynthesis, the large-scale structure of the universe, and the existence and properties of a " thermal echo" from the early cosmos, the cosmic background radiation.


          Astronomical observations of the cosmological expansion rate allow the total amount of matter in the universe to be estimated, although the nature of that matter remains mysterious in part. About 90percent of all matter appears to be so-called dark matter, which has mass (or, equivalently, gravitational influence), but does not interact electromagnetically and, hence, cannot be observed directly. There is no generally accepted description of this new kind of matter, within the framework of known particle physics or otherwise. Observational evidence from redshift surveys of distant supernovae and measurements of the cosmic background radiation also show that the evolution of our universe is significantly influenced by a cosmological constant resulting in an acceleration of cosmic expansion or, equivalently, by a form of energy with an unusual equation of state, known as dark energy, the nature of which remains unclear.


          A so-called inflationary phase, an additional phase of strongly accelerated expansion at cosmic times of around 10  33 seconds, was hypothesized in 1980 to account for several puzzling observations that were unexplained by classical cosmological models, such as the nearly perfect homogeneity of the cosmic background radiation. Recent measurements of the cosmic background radiation have resulted in the first evidence for this scenario. However, there is a bewildering variety of possible inflationary scenarios, which cannot be not restricted by current observations. An even larger question is the physics of the earliest universe, prior to the inflationary phase and close to where the classical models predict the big bang singularity. An authoritative answer would require a complete theory of quantum gravity, which has not yet been developed (cf. the section on quantum gravity, below).


          


          Advanced concepts


          


          Causal structure and global geometry
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          In general relativity, no material body can catch up with or overtake a light pulse. No influence from an event A can reach any other location X before light sent out at A to X. In consequence, an exploration of all light worldlines ( null geodesics) yields key information about the spacetime's causal structure. This structure can be displayed using Penrose-Carter diagrams in which infinitely large regions of space and infinite time intervals are shrunk (" compactified") so as to fit onto a finite map, while light still travels along diagonals as in standard spacetime diagrams.


          Aware of the importance of causal structure, Roger Penrose and others developed what is known as global geometry. In global geometry, the object of study is not one particular solution (or family of solutions) to Einstein's equations. Rather, relations that hold true for all geodesics, such as the Raychaudhuri equation, and additional non-specific assumptions about the nature of matter (usually in the form of so-called energy conditions) are used to derive general results.


          


          Horizons


          Using global geometry, some spacetimes can be shown to contain boundaries called horizons, which demarcate one region from the rest of spacetime. The best-known examples are black holes: if mass is compressed into a sufficiently compact region of space (as specified in the hoop conjecture, the relevant length scale is the Schwarzschild radius), no light from inside can escape to the outside. Since no object can overtake a light pulse, all interior matter is imprisoned as well. Passage from the exterior to the interior is still possible, showing that the boundary, the black hole's horizon, is not a physical barrier.
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          Early studies of black holes relied on explicit solutions of Einstein's equations, notably the spherically-symmetric Schwarzschild solution (used to describe a static black hole) and the axisymmetric Kerr solution (used to describe a rotating, stationary black hole, and introducing interesting features such as the ergosphere). Using global geometry, later studies have revealed more general properties of black holes. In the long run, they are rather simple objects characterized by eleven parameters specifying energy, linear momentum, angular momentum, location at a specified time and electric charge. This is stated by the black hole uniqueness theorems: "black holes have no hair", that is, no distinguishing marks like the hairstyles of humans. Irrespective of the complexity of a gravitating object collapsing to form a black hole, the object that results (having emitted gravitational waves) is very simple.


          Even more remarkably, there is a general set of laws known as black hole mechanics, which is analogous to the laws of thermodynamics. For instance, by the second law of black hole mechanics, the area of the event horizon of a general black hole will never decrease with time, analogous to the entropy of a thermodynamic system. This limits the energy that can be extracted by classical means from a rotating black hole (e.g. by the Penrose process). There is strong evidence that the laws of black hole mechanics are, in fact, a subset of the laws of thermodynamics, and that the black hole area is proportional to its entropy. This leads to a modification of the original laws of black hole mechanics: for instance, as the second law of black hole mechanics becomes part of the second law of thermodynamics, it is possible for black hole area to decreaseas long as other processes ensure that, overall, entropy increases. As thermodynamical objects with non-zero temperature, black holes should emit thermal radiation. Semi-classical calculations indicate that indeed they do, with the surface gravity playing the role of temperature in Planck's law. This radiation is known as Hawking radiation (cf. the quantum theory section, below).


          There are other types of horizons. In an expanding universe, an observer may find that some regions of the past cannot be observed (" particle horizon"), and some regions of the future cannot be influenced (event horizon). Even in flat Minkowski space, when described by an accelerated observer ( Rindler space), there will be horizons associated with a semi-classical radiation known as Unruh radiation.


          


          Singularities


          Another generaland quite disturbingfeature of general relativity is the appearance of spacetime boundaries known as singularities. Spacetime can be explored by following up on timelike and lightlike geodesicsall possible ways that light and particles in free fall can travel. But some solutions of Einstein's equations have "ragged edges"regions known as spacetime singularities, where the paths of light and falling particles come to an abrupt end, and geometry becomes ill-defined. In the more interesting cases, these are "curvature singularities", where geometrical quantities characterizing spacetime curvature, such the Ricci scalar, take on infinite values. Well-known examples of spacetimes with future singularitieswhere worldlines endare the Schwarzschild solution, which describes a singularity inside an eternal static black hole, or the Kerr solution with its ring-shaped singularity inside an eternal rotating black hole. The Friedmann-Lematre-Robertson-Walker solutions, and other spacetimes describing universes, have past singularities on which worldlines begin, namely big bang singularities, and some have future singularities ( big crunch) as well.


          Given that these examples are all highly symmetricand thus simplifiedit is tempting to conclude that the occurrence of singularities is an artefact of idealization. The famous singularity theorems, proved using the methods of global geometry, say otherwise: singularities are a generic feature of general relativity, and unavoidable once the collapse of an object with realistic matter properties has proceeded beyond a certain stage and also at the beginning of a wide class of expanding universes. However, the theorems say little about the properties of singularities, and much of current research is devoted to characterizing these entities' generic structure (hypothesized e.g. by the so-called BKL conjecture). The cosmic censorship hypothesis states that all realistic future singularities (no perfect symmetries, matter with realistic properties) are safely hidden away behind a horizon, and thus invisible to all distant observers. While no formal proof yet exists, numerical simulations offer supporting evidence of its validity.


          


          Evolution equations


          Each solution of Einstein's equation encompasses the whole history of a universeit is not just some snapshot of how things are, but a whole, possibly matter-filled, spacetime. It describes the state of matter and geometry everywhere and at every moment in that particular universe. By this token, Einstein's theory appears to be different from most other physical theories, which specify evolution equations for physical systems: if the system is in a given state at some given moment, the laws of physics allow extrapolation into the past or future. Further differences between Einsteinian gravity and other fields are that the former is self-interacting (that is, non-linear even in the absence of other fields), and that it has no fixed background structurethe stage itself evolves as the cosmic drama is played out.


          To understand Einstein's equations as partial differential equations, it is helpful to formulate them in a way that describes the evolution of the universe over time. This is done in so-called "3+1" formulations, where spacetime is split into three space dimensions and one time dimension. The best-known example is the ADM formalism. These decompositions show that the spacetime evolution equations of general relativity are well-behaved: solutions always exist, and are uniquely defined, once suitable initial conditions have been specified. Such formulations of Einstein's field equations are the basis of numerical relativity.


          


          Global and quasi-local quantities


          The notion of evolution equations is intimately tied in with another aspect of general relativistic physics. In Einstein's theory, it turns out to be impossible to find a general definition for a seemingly simple property such as a system's total mass (or energy). The main reason is that the gravitational fieldlike any physical fieldmust be ascribed a certain energy, but that it proves to be fundamentally impossible to localize that energy.


          Nevertheless, there are possibilities to define a system's total mass, either using a hypothetical "infinitely distant observer" ( ADM mass) or suitable symmetries ( Komar mass). If one excludes from the system's total mass the energy being carried away to infinity by gravitational waves, the result is the so-called Bondi mass at null infinity. Just as in classical physics, it can be shown that these masses are positive. Corresponding global definitions exist for momentum and angular momentum. There have also been a number of attempts to define quasi-local quantities, such as the mass of an isolated system formulated using only quantities defined within a finite region of space containing that system. The hope is to obtain a quantity useful for general statements about isolated systems, such as a more precise formulation of the hoop conjecture.


          


          Relationship with quantum theory


          If general relativity is considered one of the two pillars of modern physics, quantum theory, the basis of our understanding of matter from elementary particles to solid state physics, is the other. However, it is still an open question of how the concepts of quantum theory can be reconciled with those of general relativity.


          


          Quantum field theory in curved spacetime


          Ordinary quantum field theories, which form the basis of modern elementary particle physics, are defined in flat Minkowski space, which is an excellent approximation when it comes to describing the behaviour of microscopic particles in weak gravitational fields like those found on Earth. In order to describe situations in which gravity is strong enough to influence (quantum) matter, yet not strong enough to require quantization itself, physicists have formulated quantum field theories in curved spacetime. These theories rely on classical general relativity to describe a curved background spacetime, and define a generalized quantum field theory to describe the behaviour of quantum matter within that spacetime. Using this formalism, it can be shown that black holes emit a blackbody spectrum of particles known as Hawking radiation, leading to the possibility that they evaporate over time. As briefly mentioned above, this radiation plays an important role for the thermodynamics of black holes.


          


          Quantum gravity


          The demand for consistency between a quantum description of matter and a geometric description of spacetime, as well as the appearance of singularities (where curvature length scales become microscopic), indicate the need for a full theory of quantum gravity: for an adequate description of the interior of black holes, and of the very early universe, a theory is required in which gravity and the associated geometry of spacetime are described in the language of quantum physics. Despite major efforts, no complete and consistent theory of quantum gravity is currently known, even though a number of promising candidates exists.
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          Attempts to generalize ordinary quantum field theories, used in elementary particle physics to describe fundamental interactions, so as to include gravity have led to serious problems. At low energies, this approach proves successful, in that it results in an acceptable effective (quantum) field theory of gravity. At very high energies, however, the result are models devoid of all predictive power ("non-renormalizability").
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          One attempt to overcome these limitations is string theory, a quantum theory not of point particles, but of minute one-dimensional extended objects. The theory promises to be a unified description of all particles and interactions, including gravity; the price to pay are unusual features such as six extra dimensions of space in addition to the usual three. In what is called the second superstring revolution, it was conjectured that both string theory and a unification of general relativity and supersymmetry known as supergravity form part of a hypothesized eleven-dimensional model known as M-theory, which would constitute a uniquely defined and consistent theory of quantum gravity.


          Another approach starts with the canonical quantization procedures of quantum theory. Using the initial-value-formulation of general relativity (cf. the section on evolution equations, above), the result is the Wheeler-deWitt equation (an analogue of the Schrdinger equation) which, regrettably, turns out to be ill-defined. However, with the introduction of what are now known as Ashtekar variables, this leads to a promising model known as loop quantum gravity. Space is represented by a web-like structure called a spin network, evolving over time in discrete steps.


          Depending on which features of general relativity and quantum theory are accepted unchanged, and on what level changes are introduced, there are numerous other attempts to arrive at a viable theory of quantum gravity, some examples being dynamical triangulations, causal sets, twistor models or the path-integral based models of quantum cosmology.


          All candidate theories still have major formal and conceptual problems to overcome. They also face the common problem that, as yet, there is no way to put quantum gravity predictions to experimental tests (and thus to decide between the candidates where their predictions vary), although there is hope for this to change as future data from cosmological observations and particle physics experiments becomes available.


          


          Current status


          General relativity has emerged as a highly successful model of gravitation and cosmology, which has so far passed every unambiguous observational and experimental test. Even so, there are strong indications the theory is incomplete. The problem of quantum gravity and the question of the reality of spacetime singularities remain open. Observational data that is taken as evidence for dark energy and dark matter could indicate the need for new physics, and while the so-called Pioneer anomaly might yet admit of a conventional explanation, it, too, could be a harbinger of new physics. Even taken as is, general relativity is rich with possibilities for further exploration. Mathematical relativists seek to understand the nature of singularities and the fundamental properties of Einstein's equations, and increasingly powerful computer simulations (such as those describing merging black holes) are run. The race for the first direct detection of gravitational waves continues apace, in the hope of creating opportunities to test the theory's validity for much stronger gravitational fields than has been possible to date. More than ninety years after its publication, general relativity remains a highly active area of research.
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          The genetic code is the set of rules by which information encoded in genetic material (DNA or RNA sequences) is translated into proteins ( amino acid sequences) by living cells. Specifically, the code defines a mapping between tri- nucleotide sequences called codons, and amino acids; every triplet of nucleotides in a nucleic acid sequence specifies a single amino acid. Because the vast majority of genes are encoded with exactly the same code (see #RNA codon table), this particular code is often referred to as the canonical or standard genetic code, or simply the genetic code, though in fact there are many variant codes; thus, the canonical genetic code is not universal. For example, in humans, protein synthesis in mitochondria relies on a genetic code that varies from the canonical code.


          It is important to know that not all genetic information is stored as the genetic code. All organisms' DNA contain regulatory sequences, intergenic segments, chromosomal structural areas, which can contribute greatly to phenotype but operate using a distinct sets of rules which may or may not be as straightforward as the well-defined codon-to-amino acid paradigm which underlies the genetic code.


          


          Cracking the genetic code


          
            [image: The genetic code]

            
              The genetic code
            

          


          After the structure of DNA was deciphered by James Watson, Francis Crick, Maurice Wilkins and Rosalind Franklin, serious efforts to understand the nature of the encoding of proteins began. George Gamov postulated that a three-letter code must be employed to encode the 20 different amino acids used by living cells to encode proteins (because 3 is the smallest n such that 4n is at least 20). The fact that codons did consist of three DNA bases was first demonstrated in the Crick, Brenner et al. experiment. The first elucidation of a codon was done by Marshall Nirenberg and Heinrich J. Matthaei in 1961 at the National Institutes of Health. They used a cell-free system to translate a poly-uracil RNA sequence (or UUUUU... in biochemical terms) and discovered that the polypeptide they had synthesized consisted of only the amino acid phenylalanine. They thereby deduced from this poly-phenylalanine that the codon UUU specified the amino-acid phenylalanine. Extending this work, Nirenberg and his coworkers were able to determine the nucleotide makeup of each codon. In order to determine the order of the sequence, trinucleotides were bound to ribosomes and radioactively labeled aminoacyl-tRNA was used to determine which amino acid corresponded to the codon. Nirenberg's group was able to determine the sequences of 54 out of 64 codons. Subsequent work by Har Gobind Khorana identified the rest of the code, and shortly thereafter Robert W. Holley determined the structure of transfer RNA, the adapter molecule that facilitates translation. This work was based upon earlier studies by Severo Ochoa, who received the Nobel prize in 1959 for his work on the enzymology of RNA synthesis. In 1968, Khorana, Holley and Nirenberg also received the Nobel Prize in Physiology or Medicine for their work.


          


          Transfer of information via the genetic code


          The genome of an organism is inscribed in DNA, or in some viruses RNA. The portion of the genome that codes for a protein or an RNA is referred to as a gene. Those genes that code for proteins are composed of tri-nucleotide units called codons, each coding for a single amino acid. Each nucleotide sub-unit consists of a phosphate, deoxyribose sugar and one of the 4 nitrogenous nucleotide bases. The purine bases adenine (A) and guanine (G) are larger and consist of two aromatic rings. The pyrimidine bases cytosine (C) and thymine (T) are smaller and consist of only one aromatic ring. In the double-helix configuration, two strands of DNA are joined to each other by hydrogen bonds in an arrangement known as base pairing. These bonds almost always form between an adenine base on one strand and a thymine on the other strand and between a cytosine base on one strand and a guanine base on the other. This means that the number of A and T residues will be the same in a given double helix as will the number of G and C residues. In RNA, thymine (T) is replaced by uracil (U), and the deoxyribose is substituted by ribose.


          Each protein-coding gene is transcribed into a template molecule of the related polymer RNA, known as messenger RNA or mRNA. This in turn is translated on the ribosome into an amino acid chain or polypeptide. The process of translation requires transfer RNAs specific for individual amino acids with the amino acids covalently attached to them, guanosine triphosphate as an energy source, and a number of translation factors. tRNAs have anticodons complementary to the codons in mRNA and can be "charged" covalently with amino acids at their 3' terminal CCA ends. Individual tRNAs are charged with specific amino acids by enzymes known as aminoacyl tRNA synthetases which have high specificity for both their cognate amino acids and tRNAs. The high specificity of these enzymes is a major reason why the fidelity of protein translation is maintained.


          There are 4 = 64 different codon combinations possible with a triplet codon of three nucleotides. In reality, all 64 codons of the standard genetic code are assigned for either amino acids or stop signals during translation. If, for example, an RNA sequence, UUUAAACCC is considered and the reading-frame starts with the first U (by convention, 5' to 3'), there are three codons, namely, UUU, AAA and CCC, each of which specifies one amino acid. This RNA sequence will be translated into an amino acid sequence, three amino acids long. A comparison may be made with computer science, where the codon is the equivalent of a word, which is the standard "chunk" for handling data (like one amino acid of a protein), and a nucleotide for a bit.


          The standard genetic code is shown in the following tables. Table 1 shows what amino acid each of the 64 codons specifies. Table 2 shows what codons specify each of the 20 standard amino acids involved in translation. These are called forward and reverse codon tables, respectively. For example, the codon AAU represents the amino acid asparagine, and UGU and UGC represent cysteine (standard three-letter designations, Asn and Cys respectively).


          


          RNA codon table


          
            
              The table shows the 64 codons and the amino acid for each. The direction of the mRNA is 5' to 3'.
            

            
              	

              	2nd base
            


            
              	U

              	C

              	A

              	G
            


            
              	1st

              base

              	U

              	
                UUU(Phe/F) Phenylalanine

                UUC(Phe/F)Phenylalanine

                UUA(Leu/L) Leucine

                UUG(Leu/L)Leucine


              

              	
                UCU(Ser/S) Serine

                UCC(Ser/S)Serine

                UCA(Ser/S)Serine

                UCG(Ser/S)Serine


              

              	
                UAU(Tyr/Y) Tyrosine

                UAC(Tyr/Y)Tyrosine

                UAAOchre(Stop)

                UAGAmber(Stop)


              

              	
                UGU(Cys/C) Cysteine

                UGC(Cys/C)Cysteine

                UGAOpal(Stop)

                UGG(Trp/W) Tryptophan


              
            


            
              	C

              	
                CUU(Leu/L)Leucine

                CUC(Leu/L)Leucine

                CUA(Leu/L)Leucine

                CUG(Leu/L)Leucine


              

              	
                CCU(Pro/P) Proline

                CCC(Pro/P)Proline

                CCA(Pro/P)Proline

                CCG(Pro/P)Proline


              

              	
                CAU(His/H) Histidine

                CAC(His/H)Histidine

                CAA(Gln/Q) Glutamine

                CAG(Gln/Q)Glutamine


              

              	
                CGU(Arg/R) Arginine

                CGC(Arg/R)Arginine

                CGA(Arg/R)Arginine

                CGG(Arg/R)Arginine


              
            


            
              	A

              	
                AUU(Ile/I) Isoleucine

                AUC(Ile/I)Isoleucine

                AUA(Ile/I)Isoleucine

                AUG(Met/M) Methionine,Start


              

              	
                ACU(Thr/T) Threonine

                ACC(Thr/T)Threonine

                ACA(Thr/T)Threonine

                ACG(Thr/T)Threonine


              

              	
                AAU(Asn/N) Asparagine

                AAC(Asn/N)Asparagine

                AAA(Lys/K) Lysine

                AAG(Lys/K)Lysine


              

              	
                AGU(Ser/S)Serine

                AGC(Ser/S)Serine

                AGA(Arg/R)Arginine

                AGG(Arg/R)Arginine


              
            


            
              	G

              	
                GUU(Val/V) Valine

                GUC(Val/V)Valine

                GUA(Val/V)Valine

                GUG(Val/V)Valine


              

              	
                GCU(Ala/A) Alanine

                GCC(Ala/A)Alanine

                GCA(Ala/A)Alanine

                GCG(Ala/A)Alanine


              

              	
                GAU(Asp/D) Asparticacid

                GAC(Asp/D)Asparticacid

                GAA(Glu/E) Glutamicacid

                GAG(Glu/E)Glutamicacid


              

              	
                GGU(Gly/G) Glycine

                GGC(Gly/G)Glycine

                GGA(Gly/G)Glycine

                GGG(Gly/G)Glycine


              
            

          


          
            
              Inverse table
            

            
              	Ala/A

              	GCU, GCC, GCA, GCG

              	Leu/L

              	UUA, UUG, CUU, CUC, CUA, CUG
            


            
              	Arg/R

              	CGU, CGC, CGA, CGG, AGA, AGG

              	Lys/K

              	AAA, AAG
            


            
              	Asn/N

              	AAU, AAC

              	Met/M

              	AUG
            


            
              	Asp/D

              	GAU, GAC

              	Phe/F

              	UUU, UUC
            


            
              	Cys/C

              	UGU, UGC

              	Pro/P

              	CCU, CCC, CCA, CCG
            


            
              	Gln/Q

              	CAA, CAG

              	Ser/S

              	UCU, UCC, UCA, UCG, AGU, AGC
            


            
              	Glu/E

              	GAA, GAG

              	Thr/T

              	ACU, ACC, ACA, ACG
            


            
              	Gly/G

              	GGU, GGC, GGA, GGG

              	Trp/W

              	UGG
            


            
              	His/H

              	CAU, CAC

              	Tyr/Y

              	UAU, UAC
            


            
              	Ile/I

              	AUU, AUC, AUA

              	Val/V

              	GUU, GUC, GUA, GUG
            


            
              	START

              	AUG

              	STOP

              	UAG, UGA, UAA
            

          


          


          Salient features


          


          Reading frame of a sequence


          Note that a codon is defined by the initial nucleotide from which translation starts. For example, the string GGGAAACCC, if read from the first position, contains the codons GGG, AAA and CCC; and if read from the second position, it contains the codons GGA and AAC; if read starting from the third position, GAA and ACC. Partial codons have been ignored in this example. Every sequence can thus be read in three reading frames, each of which will produce a different amino acid sequence (in the given example, Gly-Lys-Pro, Gly-Asp, or Glu-Thr, respectively). With double-stranded DNA there are six possible reading frames, three in the forward orientation on one strand and three reverse (on the opposite strand).


          The actual frame in which a protein sequence is translated is defined by a start codon, usually the first AUG codon in the mRNA sequence. Mutations that disrupt the reading frame by insertions or deletions of a non-multiple of 3 nucleotide bases are known as frameshift mutations. These mutations may impair the function of the resulting protein, if it is formed, and are thus rare in in vivo protein-coding sequences. Often such misformed proteins are targeted for proteolytic degradation. In addition, a frame shift mutation is very likely to cause a stop codon to be read which truncates the creation of the protein (example ). One reason for the rareness of frame-shifted mutations being inherited is that if the protein being translated is essential for growth under the selective pressures the organism faces, absence of a functional protein may cause lethality before the organism is viable.


          


          Start/stop codons


          Translation starts with a chain initiation codon (start codon). Unlike stop codons, the codon alone is not sufficient to begin the process. Nearby sequences and initiation factors are also required to start translation. The most common start codon is AUG, which codes for methionine, so most amino acid chains start with methionine.


          The three stop codons have been given names: UAG is amber, UGA is opal (sometimes also called umber), and UAA is ochre. "Amber" was named by discoverers Richard Epstein and Charles Steinberg after their friend Harris Bernstein, whose last name means "amber" in German. The other two stop codons were named 'ochre" and "opal" in order to keep the "colour names" theme. Stop codons are also called termination codons and they signal release of the nascent polypeptide from the ribosome due to binding of release factors in the absence of cognate tRNAs with anticodons complementary to these stop signals.


          


          Degeneracy of the genetic code


          The genetic code has redundancy but no ambiguity (see the codon tables above for the full correlation). For example, although codons GAA and GAG both specify glutamic acid (redundancy), neither of them specifies any other amino acid (no ambiguity). The codons encoding one amino acid may differ in any of their three positions. For example the amino acid glutamic acid is specified by GAA and GAG codons (difference in the third position), the amino acid leucine is specified by UUA, UUG, CUU, CUC, CUA, CUG codons (difference in the first or third position), while the amino acid serine is specified by UCA, UCG, UCC, UCU, AGU, AGC (difference in the first, second or third position).


          A position of a codon is said to be a fourfold degenerate site if any nucleotide at this position specifies the same amino acid. For example, the third position of the glycine codons (GGA, GGG, GGC, GGU) is a fourfold degenerate site, because all nucleotide substitutions at this site are synonymous, i.e. they do not change the amino acid. Only the third positions of some codons may be fourfold degenerate. A position of a codon is said to be a twofold degenerate site if only two of four possible nucleotides at this position specify the same amino acid. For example, the third position of the glutamic acid codons (GAA, GAG) is a twofold degenerate site, so is the first position of the leucine codons (UCA, UCC, CCU, CCC, CCA, CCG). In twofold degenerate sites, the equivalent nucleotides are always either two purines (A/G) or two pyrimidines (C/U), so only transversional substitutions (purine to pyrimidine or pyrimidine to purine) in twofold degenerate sites are nonsynonymous. A position of a codon is said to be a non-degenerate site if any mutation at this position results in amino acid substitution. There is only one threefold degenerate site where changing three of the four nucleotides has no effect on the amino acid, while changing the fourth possible nucleotide results in an amino acid substitution. This is the third position of an isoleucine codon: AUU, AUC, or AUA all encode isoleucine, but AUG encodes methionine. In computation this position is often treated as a twofold degenerate site.


          There are three amino acids encoded by six different codons: serine, leucine, arginine. Only two amino acids are specified by a single codon; one of these is the amino-acid methionine, specified by the codon AUG, which also specifies the start of translation; the other is tryptophan, specified by the codon UGG. The degeneracy of the genetic code is what accounts for the existence of silent mutations.


          Degeneracy results because a triplet code designates 20 amino acids and a stop codon. Because there are four bases, triplet codons are required to produce at least 21 different codes. For example, if there were two bases per codon, then only 16 amino acids could be coded for (4=16). Because at least 21 codes are required, then 4 gives 64 possible codons, meaning that some degeneracy must exist.


          These properties of the genetic code make it more fault-tolerant for point mutations. For example, in theory, fourfold degenerate codons can tolerate any point mutation at the third position, although codon usage bias restricts this in practice in many organisms; twofold degenerate codons can tolerate one out of the three possible point mutations at the third position. Since transition mutations (purine to purine or pyrimidine to pyrimidine mutations) are more likely than transversion (purine to pyrimidine or vice-versa) mutations, the equivalence of purines or that of pyrimidines at twofold degenerate sites adds a further fault-tolerance.
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          A practical consequence of redundancy is that some errors in the genetic code only cause a silent mutation or an error that would not affect the protein because the hydrophilicity or hydrophobicity is maintained by equivalent substitution of amino acids; for example, a codon of NUN (where N = any nucleotide) tends to code for hydrophobic amino acids. NCN yields amino acid residues that are small in size and moderate in hydropathy; NAN encodes average size hydrophilic residues; UNN encodes residues that are not hydrophilic.


          Even so, single point mutations can still cause dysfunctional proteins. For example, a mutated hemoglobin gene causes sickle-cell disease. In the mutant hemoglobin a hydrophilic glutamate (Glu) is substituted by the hydrophobic valine (Val), which reduces the solubility of -globin. In this case, this mutation causes hemoglobin to form linear polymers linked by the hydrophobic interaction between the valine groups causing sickle-cell deformation of erythrocytes. Sickle-cell disease is generally not caused by a de novo mutation. Rather it is selected for in malarial regions (in a way similar to thalassemia), as heterozygous people have some resistance to the malarial Plasmodium parasite ( heterozygote advantage).


          These variable codes for amino acids are allowed because of modified bases in the first base of the anticodon of the tRNA, and the base-pair formed is called a wobble base pair. The modified bases include inosine and the Non-Watson-Crick U-G basepair.


          


          Variations to the standard genetic code


          While slight variations on the standard code had been predicted earlier, none were discovered until 1979, when researchers studying human mitochondrial genes discovered they used an alternative code. Many slight variants have been discovered since, including various alternative mitochondrial codes, as well as small variants such as Mycoplasma translating the codon UGA as tryptophan. In bacteria and archaea, GUG and UUG are common start codons. However, in rare cases, certain specific proteins may use alternative initiation (start) codons not normally used by that species.


          In certain proteins, non-standard amino acids are substituted for standard stop codons, depending upon associated signal sequences in the messenger RNA: UGA can code for selenocysteine and UAG can code for pyrrolysine as discussed in the relevant articles. Selenocysteine is now viewed as the 21st amino acid, and pyrrolysine is viewed as the 22nd. A detailed description of variations in the genetic code can be found at the NCBI web site.


          Notwithstanding these differences, all known codes have strong similarities to each other, and the coding mechanism is the same for all organisms: three-base codons, tRNA, ribosomes, reading the code in the same direction and translating the code three letters at a time into sequences of amino acids.


          


          Theories on the origin of the genetic code


          Despite the variations that exist, the genetic codes used by all known forms of life on Earth are very similar. Since there are many possible genetic codes that are thought to have similar utility to the one used by Earth life, the theory of evolution suggests that the genetic code was established very early in the history of life, with phylogenetic analysis of transfer RNA suggests that tRNA molecules evolved before the present set of aminoacyl-tRNA synthetases.


          The genetic code is not a random assignment of codons to amino acids. For example, amino acids that share the same biosynthetic pathway tend to have the same first base in their codons, and amino acids with similar physical properties tend to have similar codons.


          There are three themes running through the many theories that seek to explain the evolution of the genetic code (and hence the origin of these patterns). One is illustrated by recent aptamer experiments which show that some amino acids have a selective chemical affinity for the base triplets that code for them. This suggests that the current, complex translation mechanism involving tRNA and associated enzymes may be a later development, and that originally, protein sequences were directly templated on base sequences. Another is that the standard genetic code that we see today grew from a simpler, earlier code through a process of "biosynthetic expansion". Here the idea is that primordial life 'discovered' new amino acids (e.g. as by-products of metabolism) and later back-incorporated some of these into the machinery of genetic coding. Although much circumstantial evidence has been found to suggest that fewer different amino acids were used in the past than today, precise and detailed hypotheses about exactly which amino acids entered the code in exactly what order has proved far more controversial. A third theory is that natural selection has led to codon assignments of the genetic code that minimize the effects of mutations.


          
            Retrieved from " http://en.wikipedia.org/wiki/Genetic_code"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Genetics


        
          

          Genetics (from Ancient Greek ό genetikos, genitive and that from έ genesis, origin), a discipline of biology, is the science of heredity and variation in living organisms. The fact that living things inherit traits from their parents has been used since prehistoric times to improve crop plants and animals through selective breeding. However, the modern science of genetics, which seeks to understand the process of inheritance, only began with the work of Gregor Mendel in the mid-nineteenth century. Although he did not know the physical basis for heredity, Mendel observed that organisms inherit traits in a discrete mannerthese basic units of inheritance are now called genes.
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          Genes correspond to regions within DNA, a molecule composed of a chain of four different types of nucleotidesthe sequence of these nucleotides is the genetic information organisms inherit. DNA naturally occurs in a double stranded form, with nucleotides on each strand complementary to each other. Each strand can act as a template for creating a new partner strandthis is the physical method for making copies of genes that can be inherited.


          The sequence of nucleotides in a gene is translated by cells to produce a chain of amino acids, creating proteinsthe order of amino acids in a protein corresponds to the order of nucleotides in the gene. This is known as the genetic code. The amino acids in a protein determine how it folds into a three-dimensional shape; this structure is, in turn, responsible for the protein's function. Proteins carry out almost all the functions needed for cells to live. A change to the DNA in a gene can change a protein's amino acids, changing its shape and function: this can have a dramatic effect in the cell and on the organism as a whole.


          Although genetics plays a large role in the appearance and behaviour of organisms, it is the combination of genetics with what an organism experiences that determines the ultimate outcome. For example, while genes play a role in determining a person's height, the nutrition and health that person experiences in childhood also have a large effect.


          


          History
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          Although the science of genetics began with the applied and theoretical work of Gregor Mendel in the mid-1800s, other theories of inheritance preceded Mendel. A popular theory during Mendel's time was the concept of blending inheritance: the idea that individuals inherit a smooth blend of traits from their parents. Mendel's work disproved this, showing that traits are composed of combinations of distinct genes rather than a continuous blend. Another theory that had some support at that time was the inheritance of acquired characteristics: the belief that individuals inherit traits strengthened by their parents. This theory (commonly associated with Jean-Baptiste Lamarck) is now known to be wrongthe experiences of individuals do not affect the genes they pass to their children. Other theories included the pangenesis of Charles Darwin (which had both acquired and inherited aspects) and Francis Galton's reformulation of pangenesis as both particulate and inherited.


          


          Mendelian and classical genetics


          The modern science of genetics traces its roots to Gregor Johann Mendel, a German-Czech Augustinian monk and scientist who studied the nature of inheritance in plants. In his paper "Versuche ber Pflanzenhybriden" (" Experiments on Plant Hybridization"), presented in 1865 to the Naturforschender Verein (Society for Research in Nature) in Brnn, Mendel traced the inheritance patterns of certain traits in pea plants and described them mathematically. Although this pattern of inheritance could only be observed for a few traits, Mendel's work suggested that heredity was particulate, not acquired, and that the inheritance patterns of many traits could be explained through simple rules and ratios.


          The importance of Mendel's work did not gain wide understanding until the 1890s, after his death, when other scientists working on similar problems re-discovered his research. William Bateson, a proponent of Mendel's work, coined the word genetics in 1905. (The adjective genetic, derived from the Greek word genesis - έ, "origin" and that from the word genno - ώ, "to give birth", predates the noun and was first used in a biological sense in 1860.) Bateson popularized the usage of the word genetics to describe the study of inheritance in his inaugural address to the Third International Conference on Plant Hybridization in London, England, in 1906.


          After the rediscovery of Mendel's work, scientists tried to determine which molecules in the cell were responsible for inheritance. In 1910, Thomas Hunt Morgan argued that genes are on chromosomes, based on observations of a sex-linked white eye mutation in fruit flies. In 1913, his student Alfred Sturtevant used the phenomenon of genetic linkage to show that genes are arranged linearly on the chromosome.


          


          


          Molecular genetics
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          Although genes were known to exist on chromosomes, chromosomes are composed of both protein and DNAscientists did not know which of these was responsible for inheritance. In 1928, Frederick Griffith discovered the phenomenon of transformation (see Griffith's experiment): dead bacteria could transfer genetic material to "transform" other still-living bacteria. Sixteen years later, in 1944, Oswald Theodore Avery, Colin McLeod and Maclyn McCarty identified the molecule responsible for transformation as DNA. The Hershey-Chase experiment in 1952 also showed that DNA (rather than protein) was the genetic material of the viruses that infect bacteria, providing further evidence that DNA was the molecule responsible for inheritance.


          James D. Watson and Francis Crick determined the structure of DNA in 1953, using the X-ray crystallography work of Rosalind Franklin that indicated DNA had a helical structure (i.e., shaped like a corkscrew). Their double-helix model had two strands of DNA with the nucleotides pointing inward, each matching a complementary nucleotide on the other strand to form what looks like rungs on a twisted ladder. This structure showed that genetic information exists in the sequence of nucleotides on each strand of DNA. The structure also suggested a simple method for duplication: if the strands are separated, new partner strands can be reconstructed for each based on the sequence of the old strand.


          Although the structure of DNA showed how inheritance worked, it was still not known how DNA influenced the behaviour of cells. In the following years, scientists tried to understand how DNA controls the process of protein production. It was discovered that the cell uses DNA as a template to create matching messenger RNA (a molecule with nucleotides, very similar to DNA). The nucleotide sequence of a messenger RNA is used to create an amino acid sequence in protein; this translation between nucleotide and amino acid sequences is known as the genetic code.


          With this molecular understanding of inheritance, an explosion of research became possible. One important development was chain-termination DNA sequencing in 1977 by Frederick Sanger: this technology allows scientists to read the nucleotide sequence of a DNA molecule. In 1983, Kary Banks Mullis developed the polymerase chain reaction, providing a quick way to isolate and amplify a specific section of a DNA from a mixture. Through the pooled efforts of the Human Genome Project and the parallel private effort by Celera Genomics, these and other techniques culminated in the sequencing of the human genome in 2003.


          


          Features of inheritance


          


          Discrete inheritance and Mendel's laws
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          At its most fundamental level, inheritance in organisms occurs by means of discrete traits, called genes. This property was first observed by Gregor Mendel, who studied the segregation of heritable traits in pea plants. In his experiments studying the trait for flower colour, Mendel observed that the flowers of each pea plant were either purple or white - and never an intermediate between the two colors. These different, discrete versions of the same gene are called alleles.


          In the case of pea plants, each organism has two alleles of each gene, and the plants inherit one allele from each parent. Many organisms, including humans, have this pattern of inheritance. Organisms with two copies of the same allele are called homozygous, while organisms with two different alleles are heterozygous.


          The set of alleles for a given organism is called its genotype, while the observable trait the organism has is called its phenotype. When organisms are heterozygous, often one allele is called dominant as its qualities dominate the phenotype of the organism, while the other allele is called recessive as its qualities recede and are not observed. Some alleles do not have complete dominance and instead have incomplete dominance by expressing an intermediate phenotype, or codominance by expressing both alleles at once.


          When a pair of organisms reproduce sexually, their offspring randomly inherit one of the two alleles from each parent. These observations of discrete inheritance and the segregation of alleles are collectively known as Mendel's first law or the Law of Segregation.


          


          Notation and diagrams
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          Geneticists use diagrams and symbols to describe inheritance. A gene is represented by a letter (or letters) - the capitalized letter represents the dominant allele and the recessive is represented by lowercase. Often a "+" symbol is used to mark the usual, non-mutant allele for a gene.


          In fertilization and breeding experiments (and especially when discussing Mendel's laws) the parents are referred to as the "P" generation and the offspring as the "F1" (first filial) generation. When the F1 offspring mate with each other, the offspring are called the "F2" (second filial) generation. One of the common diagrams used to predict the result of cross-breeding is the Punnett square.


          When studying human genetic diseases, geneticists often use pedigree charts to represent the inheritance of traits. These charts map the inheritance of a trait in a family tree.


          


          Interactions of multiple genes
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          Organisms have thousands of genes, and in sexually reproducing organisms assortment of these genes are generally independent of each other. This means that the inheritance of an allele for yellow or green pea colour is unrelated to the inheritance of alleles for white or purple flowers. This phenomenon, known as " Mendel's second law" or the "Law of independent assortment", means that the alleles of different genes get shuffled between parents to form offspring with many different combinations.(Some genes do not assort independently, demonstrating genetic linkage, a topic discussed later in this article.)


          Often different genes can interact in a way that influences the same trait. In the Blue-eyed Mary (Omphalodes verna), for example, there exists a gene with alleles that determine the color of flowers: blue or magenta. Another gene, however, controls whether the flowers have color at all: colour or white. When a plant has two copies of this white allele, its flowers are white - regardless of whether the first gene has blue or magenta alleles. This interaction between genes is called epistasis, with the second gene epistatic to the first.


          Many traits are not discrete features (eg. purple or white flowers) but are instead continuous features (eg. human height and skin colour). These complex traits are the product of many genes. The influence of these genes is mediated, to varying degrees, by the environment an organism has experienced. The degree to which an organism's genes contribute to a complex trait is called heritability. Measurement of the heritability of a trait is relative - in a more variable environment, the environment has a bigger influence on the total variation of the trait. For example, human height is a complex trait with a heritability of 89% in the United States. In Nigeria, however, where people experience a more variable access to good nutrition and health care, height has a heritability of only 62%.


          


          Molecular basis for inheritance


          


          DNA and chromosomes
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          The molecular basis for genes is deoxyribonucleic acid (DNA). DNA is composed of a chain of nucleotides, of which there are four types: adenine (A), cytosine (C), guanine (G), and thymine (T). Genetic information exists in the sequence of these nucleotides, and genes exist as stretches of sequence along the DNA chain. Viruses are the only exception to this rule - sometimes viruses use the very similar molecule RNA instead of DNA as their genetic material.


          DNA normally exists as a double-stranded molecule, coiled into the shape of a double-helix. Each nucleotide in DNA preferentially pairs with its partner nucleotide on the opposite strand: A pairs with T, and C pairs with G. Thus, in its two-stranded form, each strand effectively contains all necessary information, redundant with its partner strand. This structure of DNA is the physical basis for inheritance: DNA replication duplicates the genetic information by splitting the strands and using each strand as a template for synthesis of a new partner strand.


          Genes are arranged linearly along long chains of DNA sequence, called chromosomes. In bacteria, each cell has a single circular chromosome, while eukaryotic organisms (which includes plants and animals) have their DNA arranged in multiple linear chromosomes. These DNA strands are often extremely long; the largest human chromosome, for example, is about 247million base pairs in length. The DNA of a chromosome is associated with structural proteins that organize, compact, and control access to the DNA, forming a material called chromatin; in eukaryotes, chromatin is usually composed of nucleosomes, repeating units of DNA wound around a core of histone proteins. The full set of hereditary material in an organism (usually the combined DNA sequences of all chromosomes) is called the genome.


          While haploid organisms have only one copy of each chromosome, most animals and many plants are diploid, containing two of each chromosome and thus two copies of every gene. The two alleles for a gene are located on identical loci of sister chromatids, each allele inherited from a different parent.
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          An exception exists in the sex chromosomes, specialized chromosomes many animals have evolved that play a role in determining the sex of an organism. In humans and other mammals, the Y chromosome has very few genes and triggers the development of male sexual characteristics, while the X chromosome is similar to the other chromosomes and contains many genes unrelated to sex determination. Females have two copies of the X chromosome, but males have one Y and only one X chromosome - this difference in X chromosome copy numbers leads to the unusual inheritance patterns of sex-linked disorders.


          


          Reproduction


          When cells divide, their full genome is copied and each daughter cell inherits one copy. This process, called mitosis, is the simplest form of reproduction and is the basis for asexual reproduction. Asexual reproduction can also occur in multicellular organisms, producing offspring that inherit their genome from a single parent. Offspring that are genetically identical to their parents are called clones.


          Eukaryotic organisms often use sexual reproduction to generate offspring that contain a mixture of genetic material inherited from two different parents. The process of sexual reproduction alternates between forms that contain single copies of the genome ( haploid) and double copies ( diploid). Haploid cells fuse and combine genetic material to create a diploid cell with paired chromosomes. Diploid organisms form haploids by dividing, without replicating their DNA, to create daughter cells that randomly inherit one of each pair of chromosomes. Most animals and many plants are diploid for most of their lifespan, with the haploid form reduced to single cell gametes.


          Although they do not use the haploid/diploid method of sexual reproduction, bacteria have many methods of acquiring new genetic information. Some bacteria can undergo conjugation, transferring a small circular piece of DNA to another bacterium. Bacteria can also take up raw DNA fragments found in the environment and integrate them into their genome, a phenomenon known as transformation. This processes result in horizontal gene transfer, transmitting fragments of genetic information between organisms that would be otherwise unrelated.


          


          Recombination and linkage
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          The diploid nature of chromosomes allows for genes on different chromosomes to assort independently during sexual reproduction, recombining to form new combinations of genes. Genes on the same chromosome would theoretically never recombine, however, were it not for the process of chromosomal crossover. During crossover, chromosomes exchange stretches of DNA, effectively shuffling the gene alleles between the chromosomes. This process of chromosomal crossover generally occurs during meiosis, a series of cell divisions that creates haploid germ cells that later combine with other germ cells to form child organisms.


          The probability of chromosomal crossover occurring between two given points on the chromosome is related to the distance between them. For an arbitrarily long distance, the probability of crossover is high enough that the inheritance of the genes is effectively uncorrelated. For genes that are closer together, however, the lower probability of crossover means that the genes demonstrate genetic linkage - alleles for the two genes tend to be inherited together. The amounts of linkage between a series of genes can be combined to form a linear linkage map that roughly describes the arrangement of the genes along the chromosome.


          


          Gene expression


          


          Genetic code
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          Genes generally express their functional effect through the production of proteins, which are complex molecules responsible for most functions in the cell. Proteins are chains of amino acids, and the DNA sequence of a gene (through RNA intermediate) is used to produce a specific protein sequence. This process begins with the production of an RNA molecule with a sequence matching the gene's DNA sequence, a process called transcription.


          This messenger RNA molecule is then used to produce a corresponding amino acid sequence through a process called translation. Each group of three nucleotides in the sequence, called a codon, corresponds to one of the twenty possible amino acids in protein - this correspondence is called the genetic code. The flow of information is unidirectional: information is transferred from nucleotide sequences into the amino acid sequence of proteins, but it never transfers from protein back into the sequence of DNAa phenomenon Francis Crick called the central dogma of molecular biology.
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          The specific sequence of amino acids results in a unique three-dimensional structure for that protein, and the three-dimensional structures of protein are related to their function. Some are simple structural molecules, like the fibers formed by the protein collagen. Proteins can bind to other proteins and simple molecules, sometimes acting as enzymes by facilitating chemical reactions within the bound molecules (without changing the structure of the protein itself). Protein structure is dynamic; the protein hemoglobin bends into slightly different forms as it facilitates the capture, transport, and release of oxygen molecules within mammalian blood.


          A single nucleotide difference within DNA can cause a single change in the amino acid sequence of a protein. Because protein structures are the result of their amino acid sequences, some changes can dramatically change the properties of a protein by destabilizing the structure or changing the surface of the protein in a way that changes its interaction with other proteins and molecules. For example, sickle-cell anaemia is a human genetic disease that results from a single base difference within the coding region for the -globin section of hemoglobin, causing a single amino acid change that changes hemoglobin's physical properties. Sickle-cell versions of hemoglobin stick to themselves, stacking to form fibers that distort the shape of red blood cells carrying the protein. These sickle-shaped cells no longer flow smoothly through blood vessels, having a tendency to clog or degrade, causing the medical problems associated with this disease.


          Some genes are transcribed into RNA but are not translated into protein products - these are called non-coding RNA molecules. In some cases, these products fold into structures which are involved in critical cell functions (eg. ribosomal RNA and transfer RNA). RNA can also have regulatory effect through hybridization interactions with other RNA molecules (eg. microRNA).


          


          Nature versus nurture
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          Although genes contain all the information an organism uses to function, the environment plays an important role in determining the ultimate phenotypea dichotomy often referred to as " nature vs. nurture." The phenotype of an organism depends on the interaction of genetics with the environment. One example of this is the case of temperature-sensitive mutations. Often, a single amino acid change within the sequence of a protein does not change its behaviour and interactions with other molecules, but it does destabilize the structure. In a high temperature environment, where molecules are moving more quickly and hitting each other, this results in the protein losing its structure and failing to function. In a low temperature environment, however, the protein's structure is stable and functions normally. This type of mutation is visible in the coat coloration of Siamese cats, where a mutation in an enzyme responsible for pigment production causes it to destabilize and lose function at high temperatures. The protein remains functional in areas of skin that are colderlegs, ears, tail, and faceand so the cat has dark fur at its extremities.


          Environment also plays a dramatic role in effects of the human genetic disease phenylketonuria. The mutation that causes phenylketonuria disrupts the ability of the body to break down the amino acid phenylalanine, causing a toxic build-up of an intermediate molecule that, in turn, causes severe symptoms of progressive mental retardation and seizures. If someone with the phenylketonuria mutation follows a strict diet that avoids this amino acid, however, they remain normal and healthy.


          


          Gene regulation


          The genome of a given organism contains thousands of genes, but not all these genes need to be active at any given moment. A gene is expressed when it is being transcribed into mRNA (and translated into protein), and there exist many cellular methods of controlling the expression of genes such that proteins are produced only when needed by the cell. Transcription factors are regulatory proteins that bind to the start of genes, either promoting or inhibiting the transcription of the gene. Within the genome of Escherichia coli bacteria, for example, there exists a series of genes necessary for the synthesis of the amino acid tryptophan. However, when tryptophan is already available to the cell, these genes for tryptophan synthesis are no longer needed. The presence of tryptophan directly affects the activity of the genestryptophan molecules bind to the tryptophan repressor (a transcription factor), changing the repressor's structure such that the repressor binds to the genes. The tryptophan repressor blocks the transcription and expression of the genes, thereby creating negative feedback regulation of the tryptophan synthesis process.


          
            [image: Transcription factors bind to DNA, influencing the transcription of associated genes.]

            
              Transcription factors bind to DNA, influencing the transcription of associated genes.
            

          


          Differences in gene expression are especially clear within multicellular organisms, where cells all contain the same genome but have very different structures and behaviors due to the expression of different sets of genes. All the cells in a multicellular organism derive from a single cell, differentiating into variant cell types in response to external and intercellular signals and gradually establishing different patterns of gene expression to create different behaviors. As no single gene is responsible for the development of structures within multicellular organisms, these patterns arise from the complex interactions between many cells.


          Within eukaryotes there exist structural features of chromatin that influence the transcription of genes, often in the form of modifications to DNA and chromatin that are stably inherited by daughter cells. These features are called " epigenetic" because they exist "on top" of the DNA sequence and retain inheritance from one cell generation to the next. Because of epigenetic features, different cell types grown within the same medium can retain very different properties. Although epigenetic features are generally dynamic over the course of development, some, like the phenomenon of paramutation, have multigenerational inheritance and exist as rare exceptions to the general rule of DNA as the basis for inheritance.


          


          Genetic change


          


          Mutations
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          During the process of DNA replication, errors occasionally occur in the polymerization of the second strand. These errors, called mutations, can have an impact on the phenotype of an organism, especially if they occur within the protein coding sequence of a gene. Error rates are usually very low1 error in every 10100million basesdue to the "proofreading" ability of DNA polymerases. (Without proofreading error rates are a thousand-fold higher; because many viruses rely on DNA and RNA polymerases that lack proofreading ability, they experience higher mutation rates.) Processes that increase the rate of changes in DNA are called mutagenic: mutagenic chemicals promote errors in DNA replication, often by interfering with the structure of base-pairing, while UV radiation induces mutations by causing damage to the DNA structure. Chemical damage to DNA occurs naturally as well, and cells use DNA repair mechanisms to repair mismatches and breaks in DNAnevertheless, the repair sometimes fails to return the DNA to its original sequence.


          In organisms that use chromosomal crossover to exchange DNA and recombine genes, errors in alignment during meiosis can also cause mutations. Errors in crossover are especially likely when similar sequences cause partner chromosomes to adopt a mistaken alignment; this makes some regions in genomes more prone to mutating in this way. These errors create large structural changes in DNA sequence duplications, inversions or deletions of entire regions, or the accidental exchanging of whole parts between different chromosomes (called translocation).


          


          Natural selection and evolution


          Mutations produce organisms with different genotypes, and those differences can result in different phenotypes. Many mutations have little effect on an organism's phenotype, health, and reproductive fitness. Mutations that do have an effect are often deleterious, but occasionally mutations are beneficial. Studies in the fly Drosophila melanogaster suggest that if a mutation changes a protein produced by a gene, this will probably be harmful, with about 70 percent of these mutations having damaging effects, and the remainder being either neutral or weakly beneficial.
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          Population genetics research studies the distributions of these genetic differences within populations and how the distributions change over time. Changes in the frequency of an allele in a population can be influenced by natural selection, where a given allele's higher rate of survival and reproduction causes it to become more frequent in the population over time. Genetic drift can also occur, where chance events lead to random changes in allele frequency.


          Over many generations, the genomes of organisms can change, resulting in the phenomenon of evolution. Mutations and the selection for beneficial mutations can cause a species to evolve into forms that better survive their environment, a process called adaptation. New species are formed through the process of speciation, a process often caused by geographical separations that allow different populations to genetically diverge. The application of genetic principles to the study of population biology and evolution is referred to as the modern synthesis.


          As sequences diverge and change during the process of evolution, these differences between sequences can be used as a molecular clock to calculate the evolutionary distance between them. Genetic comparisons are generally considered the most accurate method of characterizing the relatedness between species, an improvement over the sometimes deceptive comparison of phenotypic characteristics. The evolutionary distances between species can be combined to form evolutionary trees - these trees represent the common descent and divergence of species over time, although they cannot represent the transfer of genetic material between unrelated species (known as horizontal gene transfer and most common in bacteria).


          


          Research and technology


          


          Model organisms and genetics
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          Although geneticists originally studied inheritance in a wide range of organisms, researchers began to specialize in studying the genetics of a particular subset of organisms. The fact that significant research already existed for a given organism would encourage new researchers to choose it for further study, and so eventually a few model organisms became the basis for most genetics research. Common research topics in model organism genetics include the study of gene regulation and the involvement of genes in development and cancer.


          Organisms were chosen, in part, for convenienceshort generation times and easy genetic manipulation made some organisms popular genetics research tools. Widely used model organisms include the gut bacterium Escherichia coli, the plant Arabidopsis thaliana, baker's yeast ( Saccharomyces cerevisiae), the nematode Caenorhabditis elegans, the common fruit fly (Drosophila melanogaster), and the common house mouse ( Mus musculus).


          


          Medical genetics research


          Medical genetics seeks to understand how genetic variation relates to human health and disease. When searching for an unknown gene that may be involved in a disease, researchers commonly use genetic linkage and genetic pedigree charts to find the location on the genome associated with the disease. At the population level, researchers take advantage of Mendelian randomization to look for locations in the genome that are associated with diseases, a technique especially useful for multigenic traits not clearly defined by a single gene. Once a candidate gene is found, further research is often done on the same gene (called an orthologous gene) in model organisms. In addition to studying genetic diseases, the increased availability of genotyping techniques has led to the field of pharmacogeneticsstudying how genotype can affect drug responses.


          Although it is not an inherited disease, cancer is also considered a genetic disease. The process of cancer development in the body is a combination of events. Mutations occasionally occur within cells in the body as they divide. While these mutations will not be inherited by any offspring, they can affect the behaviour of cells, sometimes causing them to grow and divide more frequently. There are biological mechanisms that attempt to stop this process; signals are given to inappropriately dividing cells that should trigger cell death, but sometimes additional mutations occur that cause cells to ignore these messages. An internal process of natural selection occurs within the body and eventually mutations accumulate within cells to promote their own growth, creating a cancerous tumor that grows and invades various tissues of the body.


          


          Research techniques
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          DNA can be manipulated in the laboratory. Restriction enzymes are a commonly used enzyme that cuts DNA at specific sequences, producing predictable fragments of DNA. The use of ligation enzymes allows these fragments to be reconnected, and by ligating fragments of DNA together from different sources, researchers can create recombinant DNA. Often associated with genetically modified organisms, recombinant DNA is commonly used in the context of plasmids - short circular DNA fragments with a few genes on them. By inserting plasmids into bacteria and growing those bacteria on plates of agar (to isolate clones of bacteria cells), researchers can clonally amplify the inserted fragment of DNA (a process known as molecular cloning). (Cloning can also refer to the creation of clonal organisms, through various techniques.)


          DNA can also be amplified using a procedure called the polymerase chain reaction (PCR). By using specific short sequences of DNA, PCR can isolate and exponentially amplify a targeted region of DNA. Because it can amplify from extremely small amounts of DNA, PCR is also often used to detect the presence of specific DNA sequences.


          


          DNA sequencing and genomics


          One of the most fundamental technologies developed to study genetics, DNA sequencing allows researchers to determine the sequence of nucleotides in DNA fragments. Developed in 1977 by Frederick Sanger and coworkers, chain-termination sequencing is now routinely used to sequence DNA fragments. With this technology, researchers have been able to study the molecular sequences associated with many human diseases.


          As sequencing has become less expensive and with the aid of computational tools, researchers have sequenced the genomes of many organisms by stitching together the sequences of many different fragments (a process called genome assembly). These technologies were used to sequence the human genome, leading to the completion of the Human Genome Project in 2003. New high-throughput sequencing technologies are dramatically lowering the cost of DNA sequencing, with many researchers hoping to bring the cost of resequencing a human genome down to a thousand dollars.


          The large amount of sequences available has created the field of genomics, research that uses computational tools to search for and analyze patterns in the full genomes of organisms. Genomics can also be considered a subfield of bioinformatics, which uses computational approaches to analyze large sets of biological data.
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          Geneva (French: Genve, German: Genf) is the second-most populous city in Switzerland (after Zrich) and is the most populous city of Romandy (the French-speaking part of Switzerland). Situated where the Rhne River exits Lake Geneva (French Lac Lman), it is the capital of the Republic and Canton of Geneva.


          Geneva is widely regarded as a global city, mainly because of the presence of numerous international organizations, including the headquarters of many of the agencies of the United Nations and the Red Cross. It is also the place where the Geneva Conventions were signed, which chiefly concern the treatment of wartime non-combatants and prisoners of war.


          A 2007 survey by Mercer Consulting found Geneva to have the second-highest quality of living in the world (narrowly outranked by Zrich).


          


          Etymology


          The word Geneva is of Celtic origin, and the city was later mentioned in Latin texts with the spelling Genava. It has been transformed by the speakers of other languages. Thus, it is Geneva in English and pronounced /dʒɨˈniːvə/, French: Genve IPA: [ʒənɛv], German: Genf ( help info) [gɛnf], Italian: Ginevra [dʒiˈneːvra], and Romansh: Genevra.
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          Geneva (Genava of Geneva, also Janua and Genua), capital of the Swiss canton of the same name situated where the Rhne issues from the Lake of Geneva (Lacus Lemanus), first appears in history as a border town, fortified against the Celto-Germanic Helvetii, which the Romans took in 120 B.C. In A.D. 443 it was taken by Burgundy, and with the latter fell to the Franks in 534. In 888 the town was part of the new Kingdom of Burgundy, and with it was taken over in 1033 by the German Emperor. According to legendary accounts found in the works of Gregorio Leti ("Historia Genevrena", Amsterdam, 1686) and Besson ("Memoires pour l'histoire ecclsiastique des diocses de Genve, Tantaise, Aoste et Maurienne", Nancy, 1739; new ed. Moutiers, 1871), Geneva was Christianised by Dionysius Areopagita and Paracodus, two of the seventy-two disciples, in the time of Domitian; Dionysius went thence to Paris and Paracodus became the first Bishop of Geneva but the legend is fictitious, as is that which makes St. Lazarus the first Bishop of Geneva, an error arising out of the similarity between the Latin names Genara (Geneva) and Genua (Genoa, in northern Italy). The so-called "Catalogue de St. Pierre", which names St. Diogenus (Diogenes) as the first Bishop of Geneva, is unreliable.


          A letter of St. Eucherius to Salvius makes it almost certain that St. Isaac (c. 400) was the first bishop. In 440 St. Salonius appears as Bishop of Geneva; he was a son of St. Eucherius, to whom the latter dedicated his Instructiones'; he took part in the Councils of Orange (441), Vaison (442) and Arles (about 455), and is supposed to be the author of two small commentaries, In parabolas Salomonis and on Ecclesisastis (published in P. L., LII, 967 sqq., 993 sqq. as works of an otherwise unknown bishop, Salonius of Vienne). Little is known about the following Bishops Theoplastus (about 475), to whom St. Sidonius Apollinaris addressed a letter; Dormitianus (before 500), under whom the Burgundian Princess Sedeleuba, a sister of Queen Clotilde, had the remains of the martyr and St. Victor of Soleure transferred to Geneva, where she built a basilica in his honour; St. Maximus (about 512-41), a friend of Avitus, Archbishop of Vienne and Cyprian of Toulon, with whom he was in correspondence (Wawra in "Tubinger Theolog. Quartalschrift", LXXXV, 1905, 576-594). Bishop Pappulus sent the priest Thoribiusas his substitute to the Synod of Orlans (541). Bishop Salonius II is only known from the signatures of the Synods of Lyons (570) and Paris (573) and Bishop Cariatto, installed by King Guntram in 584, was present at the two Synods of Valence and Macon in 585.


          From the beginning the bishopric of Geneva was a suffragan of the archbishopric of Vienne. The bishops of Geneva had the status of prince of the Holy Roman Empire since 1154, but had to maintain a long struggle for their independence against the guardians (advocati) of the see, the counts of Geneva and later the counts of the House of Savoy. In 1290 the latter obtained the right of installing the vice-dominus of the diocese, the title of Vidame of Geneva was granted to the counts of the House of Candia under count Franois de Candie of Chambery-Le-Vieux a Chatellaine of the Savoy, this official exercised minor jurisdiction in the town in the bishop's. In 1387 Bishop Adhmar Fabry granted the town its great charter, the basis of its communal self-government, which every bishop on his accession was expected to confirm. When the line of the counts of Geneva became extinct in 1394, and the House of Savoy came into possession of their territory, assuming after 1416 the title of Duke, the new dynasty sought by every means to bring the city of Geneva under their power, particularly by elevating members of their own family to the episcopal see. The city protected itself by union with the Swiss Federation (Eidgenossenschaft), uniting itself in 1526 with Berne and Fribourg.


          The Protestant Reformation plunged Geneva into new entanglements: while Bern favoured the introduction of the new teaching and demanded liberty of preaching for the Reformers Guillaume Farel and Antoine Froment, Catholic Fribourg renounced in 1511 its allegiance with Geneva. The Protestant leader John Calvin was based in Geneva from 1536 to his death in 1564 (though briefly exiled from Geneva from 1538 to 1541), and began systematically to preach his doctrine there. The city became a centre of Protestant activity, producing works such as the Genevan Psalter, though there was much controversy (which remains to this day) regarding the relationship between Calvin and the civil authorities. As early as 1532 the bishop had been obliged to leave his residence, never to return; in 1536 he fixed his see at Gex, in 1535 at Annecy. The Apostolic zeal and devotion of St. Francis de Sales, who was Bishop of Geneva from 1602 to 1621, restored to Catholicism a large part of the diocese.


          Formerly the Diocese of Geneva extended well into Savoy, as far as Mont Cenis and the Great St. Bernard. Nyon, also often erroneously considered a separate diocese, belonged to Geneva. Under Charlemagne Tarantaise was detached from Geneva and became a separate diocese. Before the Reformation the bishops of Geneva ruled over 8 chapters, 423 parishes, 9 abbeys and 68 priories.


          In 1802 the diocese was united with that of Chambry. At the Congress of Vienna (1814-15) the territory of Geneva was extended to cover 15 Savoyard and 6 French parishes, with more than 16,000 Catholics; at the same time it was admitted to the Swiss Confederation. The Congress expressly provided -- and the same proviso was included in the Treaty of Turin ( 16 March 1816) -- that in these territories transferred to Geneva the Catholic religion was to be protected, and that no changes were to be made in existing conditions without agreement with the Holy See. Pius VII in 1819 united the city of Geneva and 20 parishes with the Diocese of Lausanne, while the rest of the ancient Diocese of Geneva (outside of Switzerland) was reconstituted, in 1822, as the French Diocese of Annecy. The Great Council of Geneva (cantonal council) afterwards ignored the responsibilities thus undertaken; in imitation of Napoleon's "Organic Articles", it insisted upon the Placet, or previous approval of publication, for all papal documents. Catholic indignation ran high at the civil measures taken against Marilley, the parish priest of Geneva and later bishop of the see. Still greater indignation was aroused among the Catholics by the injustice created by the Kulturkampf, which obliged them to contribute to the budget of the Protestant Church and to that of the Old Catholic Church, while for their own religious needs they did not receive the smallest pecuniary aid from the public treasury. On 30 June 1907, most of the Catholics of Geneva voted for the separation of Church and State. By this act of separation they were assured at least a negative equality with the Protestants and Old Catholics. Since then the Canton of Geneva has given aid to no creed out of either the state or the municipal revenues. The Protestants have been favoured, for to them a lump compensation of 800,000 Swiss francs (about $160,000 then) was paid at the outset, whereas the Catholics, in spite of the international agreements assuring financial support to their religion -- either from the public funds or from other sources -- received nothing.


          


          Geography


          
            [image: The old town of Geneva in winter]

            
              The old town of Geneva in winter
            

          


          Geneva is located at 4612' North, 609' East, at the south-western end of Lake Geneva, where the lake flows back into the Rhne River. It is surrounded by two mountain chains, the Alps and the Jura.
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          The city of Geneva has an area of 15.86 km (6.1 sqmi), while the area of the Canton of Geneva is 282km (108.9sqmi), including the two small enclaves of Cligny in Vaud. The part of the lake that is attached to Geneva has an area of 38km (14.7sqmi) and is sometimes referred to as Petit lac (English: small lake). The Canton has only a 4.5km (2.8mi) long border with the rest of Switzerland; out of a total of 107.5km (66.8mi) of borders, the remaining 103 are shared with France, with the Dpartment de l'Ain to the North and the Dpartement de la Haute-Savoie to the South.


          The altitude of Geneva is 373.6 meters (1,225.7 ft), and corresponds to the altitude of the largest of the Pierres du Niton, two large rocks emerging from the lake which date from the last ice age. This rock was chosen by General Guillaume Henri Dufour as the reference point for all surveying in Switzerland. The second main river of Geneva is the Arve River which flows into the Rhne River just west of the city centre.


          


          Climate


          In Geneva, the winter is cold and generally a little cloudy. During the winter season, it is possible to go several days without thawing, and a day or two with severe frosts where the thermometer displays 10C (10F). There are several days each month when, if anticyclonic conditions are stable, the clouds may stay for several days. From March, with temperatures rising it feels like summer in late May. However, the rain intensifies and often has a stormy character during the month of May. These may be short but strong storms depositing tens of millimeters of rain within just a few minutes. Summers are often hot and rather humid, although, while some may be more changeable, the mornings remain relatively fresh. During the summer season, the rains are less frequent but more intense. This is the season which brings thunderstorms with hail. If the weather in early September is still hot, it cools down quickly to become really cold in November. The morning frosts then begin to reappear. Autumn is also the season of mists, and the month of October is often the one with the most fog in the year. This fog can be very intense, restricting vision to less than 100meters (328ft) in areas outside the city.


          


          Cityscape


          [image: ]


          


          Culture


          Traditions and customs


          Geneva observes Jeune genevois on the first Thursday following the first Sunday in September. By local tradition, this commemorates the date the news of the St. Bartholomew's Day massacre of Huguenots reached Geneva. The Genevois joke that the federal equivalent holiday, Jeune fdral, is observed two weeks later on account of the rest of the country being a bit slow on the uptake.


          Since 1818, a particular chestnut tree has been used as the official "herald of the spring" in Geneva. The sautier (secretary of the Parliament of the Canton of Geneva) observes the tree and notes the day of arrival of the first bud. While this event has no practical impact, the sautier issues a formal press release and the local newspaper will usually mention the news.


          As this is one of the world's oldest records of a plant's reaction to climatic conditions, researchers have been interested to note that the first bud appears earlier and earlier in the year. During the first century, many dates were in March or April. In recent years, it has usually been in mid-February and sometimes even earlier. In 2002, the first bud appeared unusually early, on 7th February, and then again on 29th of December of the same year. The following year, one of the hottest Europe has ever had, became a year with no bud. In 2008, the first bud also appeared very early, on 19 February.


          


          Sports


          The main sport team in Geneva is Servette FC, a football club founded in 1890 and named after a borough on the right bank of the Rhne. Servette was the only club to have remained in the top league in Switzerland since its creation in the 1930s; in 2005, however, management problems resulted in the bankruptcy of the club's parent company, causing the club to be demoted two divisions. It is now playing in second division.


          Geneva is also home of the Genve-Servette Hockey Club, who play in the Swiss National League A. In 2008 the team made it to the league finals but lost to the ZSC Lions.


          


          Administrative Divisions


          The city of Geneva is divided into eight "quartiers" or districts, often made up of several conglomerated neighborhoods. On the Left Bank (Rive Gauche) these include Jonction, Centre / Plainpalais / Acacias, Eaux-Vives and Champel while the Right Bank includes Saint-Jean / Charmilles, Servette / Petit-Saconnex, Grottes / Saint-Gervais and Paquis / Nations.


          


          Demographics


          As of 2005, the population of the Commune (city) of Geneva was 185,028, while 441,000 people lived in the Canton of Geneva; around 960,000 people live in the Geneva urban community, which extends into Vaud Canton and neighboring France.


          The population of the Canton is split between 148,500 people originally from Geneva (33.7%), 122,400 Swiss from other cantons (27.6%) and 170,500 foreigners (38.7%), from 180 different countries. Including people holding multiple citizenship, 54.4% of people living in Geneva hold a foreign passport.


          While Geneva is usually considered a Protestant city, there are now more Roman Catholics (39.5%) than Protestants (17.4%) living in the Canton. 22% of the inhabitants claim not to be religious, the rest being shared between Islam (4.4%), Judaism (1.1%), other religions and people who did not respond.


          


          Economy


          Geneva's economy is mainly services oriented. The city has an important and old finance sector, which is specialized in private banking (managing assets of about 1 trillion USD) and financing of international trade. It is also an important centre of commodity trade.


          Geneva hosts the international headquarters of companies like JT International (JTI), Mediterranean Shipping Company, Serono, SITA, Socit Gnrale de Surveillance and STMicroelectronics. Many other multinational companies like Caterpillar, DuPont, Take Two Interactive, Electronic Arts, Hewlett-Packard, INVISTA, Procter & Gamble and Sun Microsystems have their European headquarters in the city too.


          There is a long tradition of watchmaking ( Baume et Mercier, Chopard, Franck Muller, Patek Philippe, Rolex, Raymond Weil, Omega, etc.). Two major international producers of flavours and fragrances, Firmenich and Givaudan, have their headquarters and main production facilities in Geneva.


          Many people also work in the numerous offices of international organizations located in Geneva (about 24,000 in 2001).


          Geneva Motor Show is one of the most important international auto-shows. The show is held at Palexpo, a giant convention centre located next to the International Airport


          


          Infrastructure


          


          Transport
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          The city is served by the Geneva Cointrin International Airport. It is connected to both the Swiss railway network SBB-CFF-FFS, and the French SNCF network, including direct connections to Paris, Marseille and Montpellier by TGV. Geneva is also connected to the motorway systems of both Switzerland ( A1 motorway) and France.


          Public transport by bus, trolleybus or tram is provided by Transports Publics Genevois (TPG). In addition to an extensive coverage of the city centre, the network covers most of the municipalities of the Canton, with a few lines extending into France. Public transport by boat is provided by the Mouettes Genevoises, which link the two banks of the lake within the city, and by the Compagnie Gnrale de Navigation sur le lac Lman (CGN) which serves more distant destinations such as Nyon, Yvoire, Thonon, Evian, Lausanne and Montreux using both modern diesel vessels and vintage paddle steamers.
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          Trains operated by SBB-CFF-FFS connect the airport to the main station of Cornavin in a mere six minutes, and carry on to towns such as Nyon, Lausanne, Fribourg, Montreux, Neuchtel, Berne, Sion, Sierre, etc. Regional train services are being increasingly developed, towards Coppet and Bellegarde. At the city limits, two new stations have been created since 2002: Genve-Scheron (close to the UN and the Botanical Gardens) and Lancy-Pont-Rouge.


          In 2005, work started on the CEVA (Cornavin - Eaux-Vives - Annemasse) project, first planned in 1884, which will connect Cornavin with the Cantonal hospital, the Eaux-Vives station and Annemasse, in France. The link between the main station and the classification yard of La Praille already exists; from there, the line will go mostly underground to the Hospital and the Eaux-Vives, where it will link up to the existing line to France. Support for this project was obtained from all parties in the local parliament.


          Taxis in Geneva can be difficult to find, and may need to be booked in advance especially in the early morning or at peak hours. In addition, which may be surprising in a modern country like Switzerland, taxis often refuse to take babies and children.


          


          Utilities


          Water, natural gas and electricity are provided to the municipalities of the Canton of Geneva by the state-owned Services Industriels de Genve (shortly SIG). Most of the drinkable water (80%) is extracted from the lake; the remaining 20% is provided by groundwater originally formed by infiltration from the Arve River. 30% of the Canton's electricity needs is locally produced, mainly by three hydroelectric dams on the Rhone River (Seujet, Verbois and Chancy-Pougny). In addition, 13% of the electricity produced in the Canton is made from the heat induced by the burning of waste at the waste incineration facility of Les Cheneviers. The remaining needs (57%) are covered by imports from other cantons in Switzerland or other European countries; SIG buys only electricity produced by renewable methods, and in particular does not use electricity produced using nuclear reactors or fossil fuels. Natural gas is available in the City of Geneva, as well as in about two-thirds of the municipalities of the canton, and is imported from Western Europe by the Swiss company Gaznat. SIG also provides telecommunication facilities to carriers, service providers and large enterprises. From 2003 to 2005 "Voisin, voisine" a Fibre to the Home pilot project with a Triple play offering was launched to test the end-user market in the Charmilles district.


          


          Education
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          Geneva is home to the University of Geneva, founded by John Calvin in 1559. Also, the oldest international school in the world is located in Geneva, the International School of Geneva, founded in 1924 along with the League of Nations. Webster University, an accredited American university also has a campus in Geneva.


          The city is home to the Graduate Institute of International Studies, as well as the International School of Geneva and Institut International de Lancy (founded in 1903).


          The Geneva School of Diplomacy and International Relations is a private university on the grounds of the Chteau de Penthes, an old manor with a park and view of Lac Leman.


          The Canton of Geneva's public school system has coles primaires (ages 4-12) and cycles d'orientation (ages 12-15). The obligation to attend school ends at age 16, but secondary education is provided by collges (ages 15-19), the oldest of which is the Collge Calvin, which is housed at the University of Geneva, and could be considered one of the oldest public schools in the world.


          Geneva also has a choice of private schools.


          


          Communities


          As the Geneva authorities say, the history of the city is closely related to that of the foreign communities. Ever since the migration of foreigners to Geneva, these communities have found refuge, bringing their know-how, their customs and hope of a new life. They have widely participated in the international influence of Geneva, to its economic prosperity, and also to the spreading of views and of science.


          


          LGBT community


          Many other communities or minorities are also very well represented in Geneva, including sexual minorities, with no less than three organizations: Dialogai, a gay organization; Lestime, a lesbian organization; and association 360, an LGBT organization. The Gay International Group (Geneva, Switzerland) is a good resource for gay foreigners, tourists or expatriates. Also, a new LGBT group has debuted within the University of Geneva itself, called "Think Out". This group addresses students and professors linked directly or indirectly with the matter of sexual diversity.


          


          Religious communities


          Many religions are represented in Geneva. The Plymouth Brethren have an assembly there, established since the days of John Nelson Darby. The Catholic religion has become more influential, thanks to immigration from Latin countries. The Jewish community is one of the oldest of Switzerland. There have been two mosques in Geneva for more than 20 years.


          


          International organizations
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          Geneva is the seat of the European headquarters of the United Nations and of many other inter-governmental organizations, including:


          
            	The European Organization for Nuclear Research (CERN)


            	The International Civil Defence Organization (ICDO)


            	The International Labour Organization (ILO)


            	The International Organization for Migration (IOM)


            	The International Telecommunication Union (ITU)


            	The Inter-Parliamentary Union (IPU)


            	The United Nations High Commissioner for Human Rights (UNHCHR)


            	The United Nations High Commissioner for Refugees (UNHCR)


            	The United Nations Office for the Coordination of Humanitarian Affairs (OCHA)


            	The World Health Organization (WHO)


            	The World Intellectual Property Organization (WIPO)


            	The World Meteorological Organization (WMO)


            	The World Trade Organization (WTO)


            	The European Broadcasting Union (EBU)

          


          Geneva was the seat of the League of Nations between 1919 and the league's dissolution in 1946. It was first housed in the Palais Wilson, and then in the Palais des Nations, which now hosts the United Nations. Numerous international non-governmental organizations have also elected Geneva as their headquarters, including:


          
            	The Aga Khan Foundation


            	The Airports Council International


            	The Conference of European Churches (CEC)


            	The International AIDS Society


            	The International Committee of the Red Cross (ICRC)


            	The International Baccalaureate program


            	The International Federation of Red Cross and Red Crescent Societies (IFRC)


            	The International Organization for Standardization (ISO)


            	The International Road Transport Union (IRU)


            	The International Union Against Cancer (UICC)


            	Mandat International (MI)


            	The International Committee of Committees (ICC)


            	The Programme for the Endorsement of Forest Certification schemes (PEFC)


            	The UN Watch


            	The World Business Council for Sustainable Development (WBCSD)


            	The World Council of Churches (WCC)


            	The World Heart Federation (WHF)


            	The World Economic Forum (WEF)


            	the World Organization of the Scout Movement


            	The World Wide Web Virtual Library


            	The International Association for the Study of Insurance Economics (also known as The Geneva Association)


            	CARE International


            	Youth With A Mission (YWAM)


            	The international board of directors for Mdecins Sans Frontires

          


          The Geneva Environment Network (GEN) publishes the Geneva Green Guide, and extensive listing of Geneva-based global organizations working on environment protection and sustainable development. A website (by the Swiss Government, WBCSD, UNEP and IUCN) includes stories about how NGOs, business, government and the UN cooperate. By doing so, it attempts to explain why Geneva has been picked by so many NGOs and UN as their headquarter location.


          


          Literature involving Geneva


          
            	Belle du Seigneur by Albert Cohen, ISBN 2070404021


            	Eleven Minutes by Paulo Coelho


            	Frankenstein by Mary Shelley


            	Politics and the Arts by Jean-Jacques Rousseau


            	Angels and Demons by Dan Brown


            	Daisy Miller by Henry James

          


          
            	Comic books

          


          
            	Asterix in Switzerland by Ren Goscinny and Albert Uderzo


            	The Calculus Affair by Herg

          


          
            	Film and television

          


          
            	The final part of Krzysztof Kieślowski's film trilogy, Three Colors called Three Colors: Red (1994), is set in Geneva


            	The sequence The Ozerov Inheritance (1972) of the television series The Persuaders! is set in Geneva


            	The protagonists of the television series The Champions were agents for a United Nations law enforcement organization called "Nemesis", which was based in Geneva.


            	In 2005 Academy Award-winning Syriana (2005) Matt Damon plays an energy analyst based in Geneva.


            	In the television series Babylon 5, the capital of the Earth Alliance is located in Geneva.


            	The final scene of the movie F/X takes place in Geneva as the characters played by Bryan Brown and Brian Dennehy go there to recover a fortune from a bank.


            	In the television series Mighty Morphin Power Rangers, the original Red, Yellow, and Black Rangers ( Jason, Trini, and Zack) were sent to a peace conference in Geneva when their actors left the show mid-season.


            	Scenes from Sean Connery's James Bond Film Goldfinger (1964) are set in Geneva. While 007 supposedly lands in Geneva, and the map device in his car indicates that he is driving north along the left side of the city, the actual footage of the car moving along what should be Rue de Lausanne is not taken in or around Geneva, but rather further north-east in the German speaking part of the country.
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              	Genghis Khan
            


            
              	Khagan of the Mongol Empire

              (Khan of the Mongols)
            


            
              	[image: ]
            


            
              	Reign

              	1206 1227
            


            
              	Coronation

              	1206 during khurultai at the Onon River, Mongolia
            


            
              	Full name

              	Genghis Khan

              ( birth name: Temjin)

              Mongolian script: [image: ]
            


            
              	Titles

              	Khan, Khagan
            


            
              	Born

              	c. 1162
            


            
              	Birthplace

              	Khentii Mountains, Mongolia
            


            
              	Died

              	1227
            


            
              	Successor

              	gedei Khan
            


            
              	Consort

              	Brte Ujin

              Kulan

              Yisugen

              Yisui

              others
            


            
              	Offspring

              	Jochi

              Chagatai

              gedei

              Tolui

              others
            


            
              	Royal House

              	Borjigin
            


            
              	Father

              	Yeskhei
            


            
              	Mother

              	Ho'elun
            

          


          Genghis Khan (IPA: [ʧiŋgɪs aːŋ]) ( Mongolian: Чингис Хаан, Chinggis Khaan, Činggis Qaɣan), c. 1162 1227), born Temjin (meaning "ironworker"), was the Mongol founder, Khan (ruler) and posthumously declared Khagan (emperor) of the Mongol Empire, the largest contiguous empire in history.


          He came to power by uniting many of the nomadic tribes of northeast Asia. After founding the Mongol Empire and being proclaimed "Genghis Khan", he pursued an aggressive foreign policy by starting the Mongol invasions of East and Central Asia. During his life, the Mongol Empire eventually occupied most of Asia.


          Genghis Khan died in 1227 after defeating the Tangut. He was buried in an unmarked grave somewhere in his native Mongolia. His descendants went on to stretch the Mongol Empire across most of Eurasia, conquering all of modern-day China, as well as substantial portions of modern Russia, southern Asia, Eastern Europe and the Middle East


          


          Early life


          


          Birth


          
            [image: The Onon River, Mongolia in autumn, a site where Temüjin was born and grew up.]
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          Because of the lack of contemporary written records, there is very little factual information about the early life of Temjin. The few sources that provide insight into this period are often conflicting.


          Temjin was born around 1162 in a Mongol tribe near Burkhan Khaldun mountain and the Onon and Kherlen rivers in modern day Mongolia, not far from its current capital Ulaanbaatar. The Secret History of the Mongols purports that Temjin was born with a blood clot grasped in his fist, an indication in the traditional Mongolian folklore that he was destined to become a great leader. He was the third-eldest son of his father Yeskhei, a minor tribal chief of the Kiyad and an ally of Ong Khan of the Kerait tribe, and the eldest son of his mother Hoelun. According to the Secret History, Temjin was named after a Tatar chieftain that his father had just captured. The name also suggests that they may have descended from a family of blacksmiths (see section Name and title below).
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          Yeskhei's clan was called Borjigin (Боржигин), and Hoelun was from the Olkhunut tribe. Like other tribes, they were nomads. Because his father was a chieftain, as were his predecessors, Temjin was of a noble background. This relatively higher social standing made it easier to solicit help from and eventually consolidate the other Mongol tribes. No accurate portraits of Genghis exist today, and any surviving depictions are considered to be artistic interpretations. Persian historian Rashid al-Din recorded in his "Chronicles" that the legendary "glittering" ancestor of Genghis was tall, long-bearded, red-haired, and green-eyed. Rashid al-Din also described the first meeting of Genghis and Kublai Khan, when Genghis was shocked to find Kublai had not inherited his red hair. Genghis's Borjigid clan, al-Din also revealed, had a legend involving their clan: it began as the result of an affair (technically a virgin birth) between Alan-ko and a stranger to her land, a glittering man who happened to have red hair and bluish-green eyes. Modern historian Paul Ratchnevsky has suggested in his Genghis biography that the "glittering man" may have been from the Kyrgyz people, who historically displayed these same characteristics. Controversies aside, the closest depiction generally accepted by most historians is the portrait currently in the National Palace Museum in Taipei, Taiwan (see picture right).


          


          Family and lineage


          Temjin was related on his father's side to Qabul Khan, Ambaghai and Qutula Khan who had headed the Mongol confederation. When the Jin dynasty switched support from the Mongols to the Tatars in 1161 they destroyed Qabul Khan. Genghis' father, Yeskhei (leader of the Borjigin and nephew to Ambaghai and Qutula Khan), emerged as the head of the ruling clan of the Mongols, but this position was contested by the rival Tayichiud clan, who descended directly from Ambaghai. When the Tatars grew too powerful after 1161, the Jin moved their support from the Tatars to the Kerait.


          


          Childhood and Family


          Temjin had three brothers named Khasar (or Qasar), Khajiun, and Temge, and one sister named Temlen (or Temlin), as well as two half-brothers named Bekhter and Belgutei.


          Like many of the nomads of Mongolia, Temjin's early life was difficult. At nine years old, as part of the marriage arrangement, he was delivered by his father to the family of his future wife Brte, who were members of the Onggirat tribe. He was to live there in service to Deisechen, the head of the household, until he reached the marriageable age of 12. At this time, none of the tribal confederations of Mongolia were united politically, and arranged marriages were often used to solidify temporary alliances. Temujin grew up observing the tough political climate of Mongolia, surrounded by tribal warfare, thievery, raids, corruption and continuing acts of revenge carried out between the various confederations, all compounded by interference from foreign forces such as the Chinese dynasties to the south.


          While heading home, his father was poisoned during a meal with the neighbouring Tatars, who had long been enemies of the Mongols. Temjin had to return home to claim the position of khan. However, his father's tribe refused to be led by a boy so young. They abandoned him and his family, including his mother Hoelun, leaving them without protection.


          For the next several years, Temjin and his family lived in poverty, surviving primarily on wild fruits, marmots, and other small game hunted by Temjin and his brothers. It was during one of these hunting incidents that 13 year old Temjin murdered his half-brother, Bekhter, in a dispute over hunting spoils. This incident cemented his position as head of the household.


          In another incident in 1182 he was captured in a raid and held prisoner by his father's former allies, the Ta'yichiut. The Ta'yichiut enslaved Temjin (reportedly with a cangue), but he escaped with the help of a sympathetic watcher, the father of Chilaun (who would later become a general of Genghis Khan), by escaping from the ger and hiding in a river crevice. It was around this time that Jelme and Bo'orchu, two of Genghis Khan's future generals, joined forces with him. Along with his brothers, they provided the manpower needed for early expansion. Temjin's reputation also became relatively widespread after his escape from the Ta'yichiut.


          


          Relationships


          Temjin's mother Ho'elun taught him many lessons about the unstable political climate of Mongolia, especially the need for alliances. As previously arranged by his father, Temjin married Brte of the Konkirat tribe around when he was 16 in order to cement alliances between their respective tribes. Brte had four sons, Jochi (11851226), Chagatai (11871241), gedei (11891241), and Tolui (11901232). Genghis Khan also had many other children with his other wives, but they were excluded from the succession, and records of daughters are nonexistent. Soon after Brte's marriage to Temjin, she was kidnapped by the Merkits, and reportedly given away as a wife. Temjin rescued her with the help of his friend and future rival, Jamuka, and his protector, Ong Khan of the Kerait tribe. She gave birth to a son, Jochi, nine months later, clouding the issue of his parentage. Despite speculation over Jochi, Brte would be his only empress, though Temujin did follow tradition by taking several morganatic wives.


          According to traditional historical accounts, the issue over Jochi's paternity was voiced most strongly by Chagatai. In The Secret History of the Mongols, just before the invasion of the Khwarezmid Empire by Genghis Khan, Chagatai declares before his father and brothers that he would never accept Jochi as Genghis Khan's successor. In response to this tension and possibly for other reasons, it was gedei who was appointed as successor. He subsequently ruled as Khagan after Genghis Khan's death.


          Jochi died in 1226, during his father's lifetime. Some scholars, notably Ratchnevsky, have commented on the possibility that Jochi was secretly poisoned by an order from Genghis Khan. Rashid al-Din reports that the great Khan sent for his sons in the spring of 1223, and while his brothers heeded the order, Jochi remained in Khorasan. Juzjani suggests that the disagreement arose from a quarrel between Jochi and his brothers in the siege of Urgench. Jochi had attempted to protect Urgench from destruction, as it belonged to territory allocated to him as a fief. He concludes his story with the clearly apocryphal statement by Jochi: "Genghis Khan is mad to have massacred so many people and laid waste so many lands. I would be doing a service if I killed my father when he is hunting, made an alliance with Sultan Muhammad, brought this land to life and gave assistance and support to the Muslims." Juzjani claims that it was in response to hearing of these plans that Genghis Khan ordered his son secretly poisoned; however, as Sultan Muhammad was already dead in 1223, the accuracy of this story is questionable.


          Temjin put absolute trust in generals, such as Muqali, Jebe and Subutai, and regarded them as brothers, often extending them the same privileges and trust normally reserved for close family members. He allowed them to make decisions on their own when they embarked on campaigns far from the Mongol Empire capital Karakorum. Temjin also became blood brother (anda) with Jamuka, and they vowed to remain eternally faithful.


          


          Religion


          Genghis Khan's religion is widely speculated to be Shamanism or Tengrism, which was very likely among nomadic Mongol- Turkic tribes of Central Asia. But he was very tolerant religiously, and interested to learn philosophical and moral lessons from other religions. To do so, he consulted among others with christian missionaries, muslim merchants, and the taoist monk Qiu Chuji.


          


          Uniting the confederations


          The Central Asian plateau (north of China) around the time of Temjin was divided into several tribes or confederations, among them Naimans, Merkits, Uyghurs, Tatars, Mongols, Keraits that were all prominent in their own right and often unfriendly toward each other as evidenced by random raids, revenges, and plundering.


          Temjin began his slow ascent to power by offering himself as an ally (or, according to others sources, a vassal) to his father's anda (sworn brother or blood brother) Toghrul, who was Khan of the Kerait, and is better known by the Chinese title Ong Khan (or " Wang Khan"), which the Jin Empire granted him in 1197. This relationship was first reinforced when Brte was captured by the Merkits; it was to Toghrul that Temjin turned for support. In response, Toghrul offered his vassal 20,000 of his Kerait warriors and suggested that he also involve his childhood friend Jamuka, who had himself become Khan (ruler) of his own tribe, the Jadaran. Although the campaign was successful and led to the recapture of Brte and utter defeat of the Merkits, it also paved the way for the split between the childhood friends, Temjin and Jamuka.


          The main opponents of the Mongol confederation (traditionally the "Mongols") around 1200 were the Naimans to the west, the Merkits to the north, Tanguts to the south, the Jin and Tatars to the east. By 1190, Temjin, his followers and advisors united the smaller Mongol confederation only. As an incentive for absolute obedience and following his rule of law, the Yassa code, Temjin promised civilians and soldiers a wealth from future possible war spoils.


          Toghrul's (Wang Khan) son Senggum was jealous of Temjin's growing power, and his affinity with his father. He allegedly planned to assassinate Temjin. Toghrul, though allegedly saved on multiple occasions by Temjin, gave in to his son and became uncooperative with Temjin. Temjin learned of Senggum's intentions and eventually defeated him and his loyalists. One of the later ruptures between Toghrul and Temjin was Toghrul's refusal to give his daughter in marriage to Jochi, the eldest son of Temjin, a sign of disrespect in the Mongolian culture. This act led to the split between both factions, and was a prelude to war. Toghrul allied himself with Jamuka, who already opposed Temjin's forces; however the internal dispute between Toghrul and Jamuka, plus the desertion of a number of their allies to Temjin, led to Toghrul's defeat. Jamuka escaped during the conflict. This defeat was a catalyst for the fall and eventual dissolution of the Kerait tribe.
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          The next direct threat to Temjin was the Naimans (Naiman Mongols), with whom Jamuka and his followers took refuge. The Naimans did not surrender, although enough sectors again voluntarily sided with Temjin. In 1201, a kurultai elected Jamuka as Gur Khan, universal ruler, a title used by the rulers of the Kara-Khitan Khanate. Jamuka's assumption of this title was the final breach with Temjin, and Jamuka formed a coalition of tribes to oppose him. Before the conflict, however, several generals abandoned Jamuka, including Subutai, Jelme's well-known younger brother. After several battles, Jamuka was finally turned over to Temjin by his own men in 1206.


          According to the Secret History, Temjin again offered his friendship to Jamuka, asking him to return to his side. Temjin had killed the men who betrayed Jamuka, stating that he did not want disloyal men in his army. Jamuka refused the offer of friendship and reunion, saying that there can only be one Sun in the sky, and he asked for a noble death. The custom is to die without spilling blood, which is granted by breaking the back. Jamuka requested this form of death, despite the fact that in the past Jamuka had been infamously known to have boiled his opponent's generals alive.


          The rest of the Merkit clan that sided with the Naimans were defeated by Subutai, a member of Temjin's personal guard who would later become one of the successful commanders of Genghis Khan. The Naimans' defeat left Genghis Khan as the sole ruler of the Mongol plains, which means all the prominent confederations fell and/or united under Temjin's Mongol confederation. Accounts of Genghis Khan's life are marked by claims of a series of betrayals and conspiracies. These include rifts with his early allies such as Jamuka (who also wanted to be a ruler of Mongol tribes) and Wang Khan (his and his father's ally), his son Jochi, and problems with the most important Shaman who was allegedly trying break him up with brother Qasar who was serving Genghis Khan loyally. Many modern scholars doubt that all of the conspiracies existed and suggest that Genghis Khan was probably inclined towards paranoia as a result of his experiences.


          His military strategies showed a deep interest in gathering good intelligence and understanding the motivations of his rivals as exemplified by his extensive spy network and Yam route systems. He seemed to be a quick student, adopting new technologies and ideas that he encountered, such as siege warfare from the Chinese. Many legends claim that Genghis Khan always was in the front in battles, but these may not be historically accurate.


          As a result by 1206 Temjin had managed to unite or subdue the Merkits, Naimans, Mongols, Keraits, Tatars, Uyghurs and disparate other smaller tribes under his rule. It was a monumental feat for the "Mongols" (as they became known collectively). In addition to Mongolian, Temjin also spoke Turkish, possibly as part of his effort to consolidate Turkic tribes within the confederation. At a Kurultai, a council of Mongol chiefs, he was acknowledged as " Khan" of the consolidated tribes and took the new title "Genghis Khan". The title Khagan was not conferred on Genghis until after his death, when his son and successor, gedei took the title for himself and extended it posthumously to his father (as he was also to be posthumously declared the founder of the Yuan Dynasty). This unification of all confederations by Genghis Khan established peace between previously warring tribes and a single political and military force under Genghis Khan.


          


          Expansion and military campaigns


          


          Conquest of the Western Xia Dynasty
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          During the 1206 political rise for Genghis Khan, the Mongol nation or Mongol Empire created by Genghis Khan and his allies was neighboured to the west by the Tanguts' Western Xia Dynasty. To its east and south was the Jin Dynasty, founded by the Manchurian Jurchens, who ruled northern China as well as being the traditional overlord of the Mongolian tribes for centuries.


          Temjin organized his people, army, and his state to first prepare for war with Western Xia, or Xi Xia, which was closer to the Mongolian lands. He correctly believed that the more powerful Jin Dynasty's young ruler would not come to the aid of Xi Xia. When the Tanguts requested help from the Jin Dynasty, they were flatly refused. Despite initial difficulties in capturing its well-defended cities, Genghis Khan forced the surrender of Western Xia by 1209.


          


          Conquest of the Jin Dynasty


          In 1211, after the conquest of Western Xia, Genghis Khan planned again to conquer the Jin Dynasty. The commander of the Jin Dynasty army made a tactical mistake in not attacking the Mongols at the first opportunity. Instead, the Jin commander sent a messenger, Ming-Tan, to the Mongol side, who promptly defected and told the Mongols that the Jin army was waiting on the other side of the pass. At this engagement fought at Badger Pass the Mongols massacred thousands of Jin troops. In 1215 Genghis besieged, captured, and sacked the Jin capital of Yanjing (later known as Beijing). This forced the Emperor Xuanzong to move his capital south to Kaifeng, abandoning the northern half of his kingdom to the Mongols.


          


          Defeat of the Kara-Khitan Khanate


          Kuchlug, the deposed Khan of the Naiman confederation that Temjin defeated and folded into the Mongol nation, fled west usurped the khanate of Kara-Khitan (also known as Kara Kitay). Genghis Khan decided to conquer the Kara-Khitan khanate and defeat Kuchlug possibly to take him out of power. By this time the Mongol army was exhausted from ten years of continuous campaigning in China against the Western Xia and Jin Dynasty. Therefore, Genghis sent only two tumen (20,000 soldiers) against Kuchlug, under his younger general, Jebe, known as "The Arrow".


          With such a small force, the invading Mongols were forced to change strategies and resort to inciting internal revolt among Kuchlug's supporters, leaving the Khara-Khitan khanate more vulnerable to Mongol conquest. As a result, Kuchlug's army was defeated west of Kashgar. Kuchlug fled again, but was soon hunted down by Jebe's army and executed. By 1218, as a result of defeat of Kara-Khitan khanate, the Mongol Empire and its control extended as far west as Lake Balkhash, which bordered the Khwarezmia (Khwarezmid Empire), a Muslim state that reached the Caspian Sea to the west and Persian Gulf and the Arabian Sea to the south.


          


          Destruction of the Khwarezmid Empire
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          In the early 1200s, the Khwarezmian Dynasty was governed by Shah Ala ad-Din Muhammad. Genghis Khan saw the potential advantage in Khwarezmia as a commercial trading partner, and, instead of sending an invasion force, he initially sent a 500-man caravan to establish trade ties with the empire. However, Inalchuq, the governor of the Khwarezmian city of Otrar, attacked the caravan that came from Mongolia, claiming that the caravan was a conspiracy against Khwarezmia. The situation became more complicated as the governor later refused to make repayments for the looting of the caravan and murder of its members. Genghis Khan then sent again a second group of ambassadors to meet the Shah himself. The Shah had all the men shaved and all but one beheaded. This was seen as an affront and insult to Genghis Khan. Outraged, Genghis Khan planned one of his largest invasion campaigns by organizing together around 200,000 soldiers (20 tumens), his most capable generals and some of his sons.


          The Mongol army under personal command of Genghis Khan, generals and son(s) crossed the Tien Shan mountains by entering the area controlled by the Khwarezmid Empire. After compiling intelligence from many sources Genghis Khan carefully prepared his army, which was divided into three groups. His son Jochi led the first division into the northeast of Khwarezmia. The second division under Jebe marched secretly to the southeast part of Khwarzemia to form, with the first division, a pincer attack on Samarkand. The third division under Genghis Khan and Tolui marched to the northwest and attacked Khwarzemia from that direction.


          The Shah's army was split by diverse internal disquisitions and by the Shah's decision to divide his army into small groups concentrated in various cities. This fragmentation was decisive in Khwarezmia's defeats, as it allowed the Mongols, although exhausted from the long journey, to immediately set about defeating small fractions of the Khwarzemi forces instead of facing a unified defense. The Mongol army quickly seized the town of Otrar, relying on superior strategy and tactics. Genghis Khan ordered the execution of many of the inhabitants and executed Inalchuq by pouring molten silver into his ears and eyes, as retribution for his actions. Near the end of the battle the Shah fled rather than surrender. Genghis Khan charged Subutai and Jebe with hunting him down, giving them two years and 20,000 men. The Shah died under mysterious circumstances on a small island within his empire.


          The Mongols' conquest, even by their own standards, was relatively brutal. After the capital Samarkand fell, the capital was moved to Bukhara by the remaining men, and Genghis Khan dedicated two of his generals and their forces to completely destroying the remnants of the Khwarezmid Empire, including not only royal buildings, but entire towns and even vast swaths of farmland. According to stories, Genghis Khan even went so far as to divert a river through the Khwarezmid emperor's birthplace, erasing it from the map.


          The heir Shah Jalal Al-Din, who was supported by a nearby town, battled the Mongols several times with his father's armies. However, internal disputes once again split his forces apart, and they were forced to flee Bukhara after yet another devastating defeat, effectively bringing the Khwarezmid Empire to an end.


          In the meantime, Genghis Khan selected his third son gedei as his successor before his army set out, and specified that subsequent Khans should be his direct descendants. Genghis Khan also left Muqali, one of his most trusted generals, as the supreme commander of all Mongol forces in Jin China while he was out battling the Khwarezmid Empire to the west.


          


          Attacks on Georgia and Volga Bulgaria
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          After the complete defeat of the Khwarezmid Empire in 1220, the Mongol army was split into two component forces. Genghis Khan led a division on a raid through Afghanistan and northern India, while another contingent marched through the Caucasus and into Russia. As Genghis Khan gathered his forces in Persia and Armenia to return to the Mongolian steppes, the second force of 20,000 troops (two tumen), commanded by generals Jebe and Subutai, pushed deep into Armenia and Azerbaijan. The Mongols destroyed Georgia, sacked the Genoese trade-fortress of Caffa in Crimea, and overwintered near the Black Sea. Heading home, Subutai's forces attacked the Kipchaks and were intercepted by the allied but poorly coordinated troops of Mstislav the Bold of Halych and Mstislav III of Kiev, along with about 80,000 Kievan Rus' to stop their actions. Subutai sent emissaries to the Slavic princes calling for a separate peace, but the emissaries were executed. At the Battle of Kalka River in 1223, Subutai's forces defeated the larger Kievan force, while losing the battle of Samara Bend against the neighboring Volga Bulgars.


          The Mongols learned from captives of the abundant green pastures beyond the Bulgar territory, allowing for the planning for conquest of Hungary and Europe. The Russian princes then sued for peace. Subutai agreed but was in no mood to pardon the princes. As was customary in Mongol society for nobility, the Russian princes were given a bloodless death. Subutai had a large wooden platform constructed on which he ate his meals along with his other generals. Six Russian princes, including Mstislav III of Kiev, were put under this platform and crushed to death.


          Genghis Khan recalled Subutai back to Mongolia soon afterwards, and Jebe died on the road back to Samarkand. Subutai and Jebe's famous cavalry expedition, in which they encircled the entire Caspian Sea defeating all armies in their path, except for that of the Volga Bulgars, remains unparalleled to this day, and word of the Mongol triumphs began to trickle to other nations, particularly Europe.


          These two campaigns are generally regarded as reconnaissance campaigns that tried to get the feel of the political and cultural elements of the regions. In 1225 both divisions returned to Mongolia. These invasions ultimately added Transoxiana and Persia to an already formidable empire while destroying any resistance along the way.


          Under Genghis Khan's grandson Batu and Golden Horde, the Mongols returned to definitively conquer Volga Bulgaria and the Kievan Rus in 1237, concluding the campaign in 1240.


          


          Second war with the Western Xia and Jin Dynasty coalition
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          The vassal emperor of the Tanguts ( Western Xia) had refused to take part in the war against the Khwarezmid Empire. While most of the Mongol forces under Genghis Khan and his generals were out on campaign against the Khwarezmid Empire, the Western Xia and defeated Jin Dynasty formed a coalition to resist the Mongols, counting on the campaign against the Khwarezmids to drain the Mongols' ability to respond effectively. Their cause was further emboldened by the Khan's expeditions further west, which had drawn the bulk of his army off into prolonged campaigns in Persia and Eastern Europe.


          In 1226, immediately after returning from the east, Genghis Khan began a retaliatory attack on the Tanguts. His armies quickly took Heisui, Ganzhou and Suzhou (not the Suzhou in Jiangsu province), and in the autumn he took Xiliang-fu. One of the Tangut generals challenged the Mongols to a battle near Helanshan, but was soundly defeated. In November, Genghis laid siege to the Tangut city Lingzhou, and crossed the Yellow River, defeating the Tangut relief army. According to legend, it was here that Genghis Khan reportedly saw a line of five stars arranged in the sky, and interpreted it as an omen of his victory.


          In 1227, Genghis Khan's army attacked and destroyed the Tangut capital of Ning Hia, and continued to advance, seizing Lintiao-fu, Xining province, Xindu-fu, and Deshun province in quick succession in the Spring. At Deshun, the Tangut general Ma Jianlong put up a fierce resistance for several days and personally led charges against the invaders outside the city gate. Ma Jianlong later died from wounds received from arrows in battle. Genghis Khan, after conquering Deshun, went to Liupanshan ( Qingshui County, Gansu Province) to escape the severe summer. The new Tangut emperor quickly surrendered to the Mongols, and the rest of the Tanguts officially surrendered soon after. Not happy with their betrayal and resistance, Genghis Khan ordered the entire imperial family to be executed, effectively ending the Tangut lineage.


          


          Death and burial
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          In 1227, after defeating the Tangut people, Genghis Khan died (according to The Secret History of the Mongols). The reason for his death is uncertain and speculations abound. Some histories maintain that he fell off his horse due to old age and physical fatigue, ultimately dying of his injuries. Others contend that he was felled by a protracted illness such as pneumonia. The Galician-Volhynian Chronicle alleges he was killed by the Tanguts in battle. Later Mongol chronicles connect Genghis' death with a Tangut princess taken as war booty. One chronicle from the early 17th century even relates that the princess hid a small pair of pliers inside her vagina, and hurt the Great Khan so badly that he died. Some Mongol authors have doubted this version and suspected it to be an invention by the rival Oirads.


          Genghis Khan asked to be buried without markings, according the customs of his tribe. After he died, his body was returned to Mongolia and presumably to his birthplace in Khentii Aimag, where many assume he is buried somewhere close to the Onon River and the Burkhan Khaldun mountain (part of the Kentii mountain range). According to legend, the funeral escort killed anyone and anything across their path to conceal where he was finally buried. The Genghis Khan Mausoleum, constructed many years after his death, is his memorial, but not his burial site.


          On October 6, 2004, a joint Japanese-Mongolian archaeological dig uncovered what is believed to be Genghis Khan's palace in rural Mongolia, which raises the possibility of actually locating the ruler's long-lost burial site. Folklore says that a river was diverted over his grave to make it impossible to find (the same manner of burial of Sumerian King Gilgamesh of Uruk.) Other tales state that his grave was stampeded over by many horses, over which trees were then planted, and the permafrost also did its bit in hiding the burial site.


          Genghis Khan left behind an army of more than 129,000 men; 28,000 were given to his various brothers and his sons. Tolui, his youngest son, inherited more than 100,000 men. This force contained the bulk of the elite Mongolian cavalry. By tradition, the youngest son inherits his father's property. Jochi, Chagatai, gedei Khan, and Kulan's son Gelejian received armies of 4,000 men each. His mother and the descendants of his three brothers received 3,000 men each.


          


          Mongol Empire under Genghis Khan
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          Politics and economics


          The Mongol Empire was governed by a civilian and military code, called the Yassa, created by Genghis Khan. The Mongol Empire did not emphasize the importance of ethnicity and race in the administrative realm, instead adopting an approach grounded in meritocracy. The exception was the role of Genghis Khan and his family. The Mongol Empire was one of the most ethnically and culturally diverse empires in history, as befitted its size. Many of the empire's nomadic inhabitants considered themselves Mongols in military and civilian life, including Turks, Mongols, and others and included many diverse Khans of various ethnicities as part of the Mongol Empire such as Muhammad Khan.


          There were tax exemptions for religious figures and, to some extent, teachers and doctors. The Mongol Empire practiced religious tolerance to a large degree because Mongol tradition had long held that religion was a very personal concept, and not subject to law or interference. Sometime before the rise of Genghis Khan, Ong Khan, his mentor and eventual rival, had converted to Nestorian Christianity. Various Mongol tribes were Buddhist, Muslim, shamanist or Christian. Religious tolerance was a well established concept on the Asian steppe.


          Modern Mongolian historians say that towards the end of his life, Genghis Khan attempted to create a civil state under the Great Yassa that would have established the legal equality of all individuals, including women. However, there is no contemporary evidence of this, or of the lifting of discriminatory policies towards sedentary peoples such as the Chinese. Women played a relatively important role in Mongol Empire and in family, for example Torogene Khatun was briefly in charge of the Mongol Empire when next male Khagan was being chosen. Modern scholars refer to the alleged policy of encouraging trade and communication as the Pax Mongolica ( Mongol Peace).


          Genghis Khan realised that he needed people who could govern cities and states conquered by him. He also realised that such administrators could not be found among his Mongol people because they were nomads and thus had no experience governing cities. For this purpose Genghis Khan invited a Khitan prince, Chu'Tsai, who worked for the Jin and had been captured by the Mongol army after the Jin Dynasty were defeated. Jin had captured power by displacing Khitan. Genghis told Chu'Tsai, who was a lineal descendant of Khitan rulers, that he had avenged Chu'Tsai's forefathers. Chu'Tsai responded that his father served the Jin Dynasty honestly and so did he; he did not consider his own father his enemy, so the question of revenge did not apply. Genghis Khan was very impressed by this reply. Chu'Tsai administered parts of the Mongol Empire and became a confidant of the successive Mongol Khans.
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          Genghis Khan expected unwavering loyalty from his generals, and granted them a great deal of autonomy in making command decisions. Muqali, a trusted general, was given command of the Mongol forces against the Jin Dynasty while Genghis Khan was fighting in Central Asia, and Subutai and Jebe were allowed to pursue the Great Raid into the Caucausus and Kievan Rus, an idea they had presented to the Khagan on their own initiative. The Mongol military also was successful in siege warfare, cutting off resources for cities and towns by diverting certain rivers, taking enemy prisoners and driving them in front of the army, and adopting new ideas, techniques and tools from the people they conquered, particularly in employing Muslim and Chinese siege engines and engineers to aid the Mongol cavalry in capturing cities. Also one of the standard tactics of the Mongol military was the commonly practiced feigned retreat to break enemy formations and to lure small enemy groups away from the larger group and defended position for ambush and counterattack.


          Another important aspect of the military organization of Genghis Khan was the communications and supply route or Yam, adapted from previous Chinese models. Genghis Khan dedicated special attention to this in order to speed up the gathering of military intelligence and official communications. To this end, Yam waystations were established all over the empire.


          


          Division of the Empire into Khanates


          Before his death, Genghis Khan divided his empire among his sons gedei, Chagatai, Tolui, and Jochi (Jochi's death several months before Genghis Khan meant that his lands were instead split between his sons, Batu and Orda) into several Khanates designed as sub-territories: their Khans were expected to follow the Great Khan, who was, initially, gedei.
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          Following are the Khanates in the way in which Genghis Khan assigned after his death:


          
            	Empire of the Great Khan: gedei Khan, as Great Khan, took most of Eastern Asia, including China; this territory later to comprise the Yuan Dynasty under Kubilai Khan.


            	Mongol homeland (present day Mongolia, including Karakorum): Tolui Khan, being the youngest son, received a small territory near the Mongol homeland, following Mongol custom.


            	Chagatai Khanate: Chagatai Khan, Genghis Khan's second son, was given Central Asia and northern Iran.


            	Blue Horde to Batu Khan, and White Horde to Orda Khan, both were later combined into the Kipchak Khanate, or Khanate of the Golden Horde, under Toqtamysh. Genghis Khan's eldest son, Jochi, had received most of the distant Russia and Ruthenia. Because Jochi died before Genghis Khan, his territory was further split up between his sons. Batu Khan launched an invasion of Russia, and later Hungary and Poland, and crushed several armies before being summoned back by the news of gedei's death.

          


          


          After Genghis Khan
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          Contrary to popular belief, Genghis Khan did not conquer all of the areas of the Mongol Empire. At the time of his death, the Mongol Empire stretched from the Caspian Sea to the Sea of Japan. The empire's expansion continued for a generation or more after Genghis's death in 1227. Under Genghis's successor gedei Khan the speed of expansion reached its peak. Mongol armies pushed into Persia, finished off the Xi Xia and the remnants of the Khwarezmids, and came into conflict with the imperial Song Dynasty of China, starting a war that would last until 1279 and that would conclude with the Mongols gaining control of all of China.


          


          Perceptions and legacy


          Like other notable conquerors, Genghis Khan is portrayed differently by those he conquered and those who conquered with him.


          


          Positive perception of Genghis Khan
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          Negative views of Genghis Khan are very persistent within histories written by many different cultures, from various different geographical regions. They often cite the cruelties and destructions brought upon by Mongol armies. However, other authors cite positive aspects of Genghis Khan's conquests. Genghis Khan is credited with bringing the Silk Road under one cohesive political environment. This allowed increased communication and trade between the West, Middle East and Asia, thus expanding the horizons of all three cultural areas. Some historians have noted that Genghis Khan instituted certain levels of meritocracy in his rule, and was tolerant of different religions. In much of modern-day Turkey, Genghis Khan is looked on as a great military leader, and it is popular for male children to carry his title as name.


          


          Genghis Khan as an icon in Mongolia
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          Traditionally Genghis Khan had been revered for centuries among the Mongols, and also among other ethnic groups like the Turks, largely because of his association with Mongol statehood, political and military organization, and his historic victories in war. He eventually evolved into a larger-than-life figure chiefly among the Mongols.


          During the communist period, Genghis Khan was often described as reactionary, and positive statements about him were generally avoided. In 1962, the erection of a monument at his birthplace and a conference held in commemoration of his 800th birthday led to criticism from the Soviet Union, and resulted in the dismissal of Tmr-Ochir, a secretary of the ruling Mongolian People's Revolutionary Party Central Committee. In the early 1990s, when democracy was established in Mongolia, the memory of Genghis Khan with the Mongolian traditional national identity has had a powerful revival. Genghis Khan became the central figure of the national identity. He is now a source of pride for Mongolians with ties to their historic roots. For example, it is not uncommon for Mongolians to refer to Mongolia as "Genghis Khan's Mongolia," to themselves as "Genghis Khan's children," and to Genghis Khan as the "father of the Mongols" especially among the younger generation. His name and likeness are endorsed on products, streets, buildings, and other places. His face can be found on everyday commodities, from liquors to the largest denominations of 500, 1000, 5000 and 10,000 Mongolian tgrg (₮). Mongolia's main international airport has been renamed Chinggis Khaan International Airport, and major Genghis Khan statues have been erected before the parliament and near Ulaanbaatar. There have been repeated discussions about regulating the use of his name and image to avoid trivialization. In summary, Mongolians see him as the fundamental figure in the founding of the Mongol Empire, and therefore the basis for Mongolia as a country.
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          Genghis Khan is now widely regarded as one of Mongolia's greatest and most legendary leaders. He is responsible for the emergence of the Mongols as a political and ethnic identity. He reinforced many Mongol traditions and provided stability and unity during a time of great uncertainty, due to both internal and external factors. He is also given credit for the introduction of the traditional Mongolian script and the creation of the Ikh Zasag, the first written Mongolian law. There is a chasm in the perception of his brutality - Mongolians maintain that the historical records written by non-Mongolians are unfairly biased against Genghis Khan; and that his butchery is exaggerated, while his positive role is underrated.


          


          In China


          The People's Republic of China considers Genghis Khan to be an ethnic minority hero. The rationale for this claim is the fact that there are more ethnic Mongols living inside the PRC than outside, including Mongolia. While Genghis Khan never conquered all of China, his grandson Kublai Khan completed that conquest, and established the Yuan Dynasty that is often credited with re-uniting China. There has also been much artwork and literature praising Genghis as a great military leader and political genius. The years of the Mongol-established Yuan Dynasty left an indelible imprint on Chinese political and social structures for subsequent generations. However, the legacy of Genghis Khan and his successors, who completed the conquest of China after 65 years of struggle, remains a mixed topic, even to this day.


          


          Recognitions in publications


          Genghis Khan is recognized in number of large and popular publications and by other authors, which include the following:


          
            	Genghis Khan is ranked #29 on Michael H. Hart's list of the most influential people in history.


            	An article that appeared in the Washington Post on December 31, 1995 selected Genghis Khan as "Man of the Millennium".


            	Genghis Khan was nominated for the "Top 10 Cultural Legends of the Millennium" in 1998 by Dr G. Ab Arwel, voted by the five Judges, Prof. D Owain, Mr. G. Parry, OBE, Dr. C Campbell of Oxford University, and Mr S Evans and Sir B. Parry of the International Museum of Culture, Luxembourg.


            	National Geographic's 50 Most Important Political Leaders of All Time.

          


          


          Negative perceptions of Genghis Khan


          In Iraq and Iran, he is looked on as a destructive and genocidal warlord who caused enormous damage and destruction. Similarly, in Afghanistan (along with other non-Turkic Muslim countries) he is generally viewed unfavorably though some groups display ambivalency as it is believed that the Hazara of Afghanistan are descendants of a large Mongol garrison stationed therein. The invasions of Baghdad and Samarkand caused mass murders, such as when portions of southern Khuzestan were completely destroyed. His descendant Hulagu Khan destroyed much of Iran's northern part. Among the Iranian peoples he is regarded as one of the most despised conquerors of Iran, along with Alexander and Tamerlane. In much of Russia, Ukraine, Poland and Hungary, Genghis Khan and his regime are credited with considerable damage and destruction. Presently Genghis Khan, his descendants, his generals, and the Mongol people are remembered for their ferocious and destructive conquests by the region's history books.


          


          Genghis Khan Effect


          Zerjal et al [2003] identified a Y-chromosomal lineage present in about 8% of the men in a large region of Asia (about 0.5% of the men in the world). The paper suggests that the pattern of variation within the lineage is consistent with a hypothesis that it originated in Mongolia about 1,000 years ago. Such a spread would be too rapid to have occurred by genetic drift, and must therefore be the result of natural selection. The authors propose that the lineage is carried by likely male-line descendants of Genghis Khan, and that it has spread through social selection.


          


          Descendants of Genghis Khan


          In addition to most of the Mongol nobility up to the 20th century, the Mughal emperor Babur's mother was a descendant. Timur (also known as Tamerlane), the 14th century military leader, claimed descent from Genghis Khan.


          


          Genghis Khan in modern culture


          There are several films about the Mongolian ruler, most notably:


          
            	The Conqueror, released in 1956 and starring John Wayne as Temjin and Susan Hayward as Brte.


            	Genghis Khan, released in 1965 and starring Omar Sharif.


            	Genghis Khan: To the Ends of the Earth and Sea, also known as "The Descendant of Gray Wolf") a Japanese- Mongolian film released in 2007 about the life of Genghis Khan.


            	Mongol, a film by Academy Award nominee Sergei Bodrov released in 2007.


            	The Conqueror Series, by Conn_Iggulden 2007-

          


          


          Name and title


          There are many theories about the origins of Temjin's title. Since people of the Mongol nation later associated the name with ching ( Mongolian for strength), such confusion is obvious, though it does not follow etymology.


          One theory suggests the name stems from a palatalised version of the Mongolian and Turkic word tenggis, meaning "ocean", "oceanic" or "wide-spreading". (Lake Baikal and ocean were called tenggis by the Mongols. However, it seems that if they had meant to call Genghis tenggis they could have said (and written) "Tenggis Khan", which they did not. Zhng (Chinese: 正) meaning "right", "just", or "true", would have received the Mongolian adjectival modifier -s, creating "Jenggis", which in medieval romanization would be written "Genghis". It is likely that the 13th century Mongolian pronunciation would have closely matched "Chinggis". See Lister and Ratchnevsky, referenced below, for further reading.


          The English spelling "Genghis" is of unclear origin. Weatherford claims it to derive from a spelling used in original Persian reports. However, review of historical Persian sources does not confirm this.


          According to [the Secret History of the Mongols]], Temjin was named after a powerful warrior of the Tatar tribe that his father Yesgei had taken prisoner. The name "Temjin" is believed to derive from the word temr, meaning iron (modern Mongolian: төмөр, tmr). The name would imply skill as a blacksmith.


          More likely, as no evidence has survived to indicate that Genghis Khan had any exceptional training or reputation as a blacksmith, the name indicated an implied lineage in a family once known as blacksmiths. The latter interpretation is supported by the names of Genghis Khan's siblings, Temlin and Temge, which are derived from the same root word.


          


          Name and spelling variations


          Genghis Khan's name is spelled in variety of ways in different languages such as Chinese: 成吉思汗; pinyin: Chngjsī Hn, Turkic: Cengiz Han, Chengez Khan, Chinggis Khan, Chinggis Xaan, Chingis Khan, Jenghis Khan, Chinggis Qan, Djingis Kahn etc. Temjin is written in Chinese as simplified Chinese: 铁木真; traditional Chinese: 鐵木眞; pinyin: Tiěmzhēn.


          


          Short timeline


          
            	c. 11551167: Temjin born in Hentiy, Mongolia.


            	At the age of nineTemjin's father Yeskhei poisoned by the Tatars, leaving him and his family destitute


            	c. 1184: Temjin's wife Brte kidnapped by Merkits; calls on blood brother Jamuka and Wang Khan (Ong Khan) for aid, and they rescued her.


            	c. 1185: First son Jochi born, leading to doubt about his paternity later among Genghis' children, because he was born shortly after Brte's rescue from the Merkits.


            	1190: Temjin unites the Mongol tribes, becomes leader, and devises code of law Yassa.


            	1201: Wins victory over Jamuka's Jadarans.


            	1202: Adopted as Ong Khan's heir after successful campaigns against Tatars.


            	1203: Wins victory over Ong Khan's Keraits. Ong Khan himself is killed by accident by allied Naimans.


            	1204: Wins victory over Naimans (all these confederations are united and become the Mongols).


            	1206: Jamuka is killed. Temjin given the title Genghis Khan by his followers in Kurultai (around 40 years of age).


            	12071210: Genghis leads operations against the Western Xia, which comprises much of northwestern China and parts of Tibet. Western Xia ruler submits to Genghis Khan. During this period, the Uyghurs also submit peacefully to the Mongols and became valued administrators throughout the empire.


            	1211: After kurultai, Genghis leads his armies against the Jin Dynasty that ruled northern China.


            	1215: Beijing falls, Genghis Khan turns to west and the Khara-Kitan Khanate.


            	12191222: Conquers Khwarezmid Empire.


            	1226: Starts the campaign against the Western Xia for forming coalition against the Mongols, being the second battle with the Western Xia.


            	1227: Genghis Khan dies after conquering the Tangut people. How he died is uncertain, although legend states that he was thrown off his horse in the battle, and contracted a deadly fever soon after.
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              	Sovereign state

              	Italy
            


            
              	Region

              	Liguria
            


            
              	Province

              	Province of Genoa
            


            
              	Government
            


            
              	- Mayor

              	Marta Vincenzi
            


            
              	Area
            


            
              	-Total

              	243km(93.8sqmi)
            


            
              	Elevation

              	+20m (66ft)
            


            
              	Population (2006)
            


            
              	-Total

              	620,316 ( 6th)
            


            
              	- Density

              	2,553/km(6,612.2/sqmi)
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              	Genovesi
            


            
              	Time zone

              	CET ( UTC+1)
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              	CEST ( UTC+2)
            


            
              	Postal code
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              	Patron saints
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          Genoa (Genova, pronounced [ˈdʒɛːnova], in Italian; Zena [ˈzeːna] in Genoese; Genua in Latin and, archaically, in English) is a city and an important seaport in northern Italy, the capital of the Province of Genoa and of the region of Liguria. The city has a population of ca. 620,000 and the urban area has a population of ca. 890,000.


          


          Origins of the name


          Genua was a city of the ancient Ligurians. Its name is probably Ligurian, meaning "knee", i.e. "angle", from its geographical position, thus akin to the name of Geneva. Or it could derive from the Celtic root genu-, genawa (pl. genowe), meaning "mouth", i.e., estuary, or from the Latin word of Celtic origin "ianua", meaning "door". Part of the old city of Genoa was inscribed on the World Heritage List (UNESCO) in 2006 (see below).


          


          Flag
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              Flag of Genoa
            

          


          The flag of Genoa is a St. George's Cross flag, a red cross on a lime white field, identical to the Flag of England, which also incorporates the St. George's Cross.


          


          History


          


          Ancient era and early Middle Ages


          Genoa's history goes back to ancient times. The first historically known inhabitants of the area are the Ligures, an Italic tribe. The attribution of its foundation to Celts in 25002000 BC has been recently recognized as wrong.


          A city cemetery, dating from the 6th and 5th centuries BC, testifies to the occupation of the site by the Greeks, but the fine harbour probably was in use much earlier, perhaps by the Etruscans. It is also probable that the Phoenicians had bases in Genoa, or in the nearby area, since an inscription with an alphabet similar to that used in Tyre has been found.


          In the Roman era, Genoa was overshadowed by the powerful Marseille and Vada Sabatia, near modern Savona. Different from other Ligures and Celt settlements of the area, it was allied to Rome through a foedus aequum ("Equal pact") in the course of the Second Punic War. It was therefore destroyed by the Carthaginians in 209 BC. The town was rebuilt and, after the end of the Carthaginian Wars, received municipal rights. The original castrum thenceforth expanded towards the current areas of Santa Maria di Castello and the San Lorenzo promontory. Genoese trades included skins, wood, and honey. Goods were shipped in the mainland up to important cities like Tortona and Piacenza.
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              Medieval gates of Genoa is a rare survival of the city's golden age and its best known landmark.
            

          


          After the fall of the Western Roman Empire, Genoa was occupied by the Ostrogoths. After the Gothic War, the Byzantines made it the seat of their vicar. The Lombards submitted it in 643. In 773 the Lombard Kingdom was annexed by the Frank empire; the first Carolingian count of Genoa was Ademarus, who was given the title praefectus civitatis Genuensis. Ademarus died in Corsica while fighting against the Saracens. In this period the Roman walls, destroyed by the Lombards, were rebuilt and extended.


          For the following several centuries, Genoa was little more than a small, obscure fishing centre, slowly building its merchant fleet which was to become the leading commercial carrier of the Mediterranean Sea. The town was sacked and burned in 934 by Arab pirates but it was quickly rebuilt.


          In the 10th century the city, now part of the Marca Januensis ("Genoese Mark") was under the Obertenghi family, whose first member was Obertus I. Genoa was one of the first cities in Italy to have some citizenship rights granted by local feudataries.


          


          Middle Ages and Renaissance


          Before 1100, Genoa emerged as an independent city-state, one of a number of Italian city-states during this period. Nominally, the Holy Roman Emperor was overlord and the Bishop of Genoa was president of the city; however, actual power was wielded by a number of "consuls" annually elected by popular assembly. Genoa was one of the so-called "Maritime Republics" ( Repubbliche Marinare), along with Venice, Pisa, and Amalfi) and trade, shipbuilding and banking helped support one of the largest and most powerful navies in the Mediterranean. The Adorno, Campofregoso, and other smaller merchant families all fought for power in this Republic, as the power of the consuls allowed each family faction to gain wealth and power in the city. The Republic of Genoa extended over modern Liguria and Piedmont, Sardinia, Corsica and had practically complete control of the Tyrrhenian Sea. Through Genoese participation on the Crusades, colonies were established in the Middle East, in the Aegean, in Sicily and Northern Africa. Genoese Crusaders brought home a green glass goblet from the Levant, which Genoese long regarded as the Holy Grail.
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          The collapse of the Crusader States was offset by Genoas alliance with the Byzantine Empire, which opened opportunities of expansion into the Black Sea and Crimea. Internal feuds between the powerful families, the Grimaldi and Fieschi, the Doria, Spinola, and others caused much disruption, but in general the republic was run much as a business affair. In 12181220 Genoa was served by the Guelph podest Rambertino Buvalelli, who probably introduced Occitan literature to the city, which was soon to boast such troubadours as Jacme Grils, Lanfranc Cigala, and Bonifaci Calvo. Genoa's political zenith came with its victory over the Duchy of Pisa at the naval Battle of Meloria (1284), and its persistent rival, Venice, in 1298.


          However, this prosperity did not last. The Black Death was imported into Europe in 1349 from the Genoese trading post at Caffa ( Theodosia) in Crimea, on the Black Sea. Following the economic and population collapse, Genoa adopted the Venetian model of government, and was presided over by a doge (see Doge of Genoa). The wars with Venice continued, and the War of Chioggia (13781381), ended with a victory for Venice. In 1390 Genoa initiated a crusade against the Barbary pirates with help of the French and laid siege to Mahdia. After a period of French domination from 13941409, Genoa came under rule by the Visconti of Milan. Genoa lost Sardinia to Aragon, Corsica to internal revolt and its Middle Eastern colonies to the Ottoman Empire and the Arabs.


          Christopher Columbus, a native of Genoa, donated one-tenth of his income from the discovery of the Americas for Spain to the Bank of San Giorgio in Genoa for the relief of taxation on foods. The Spanish connection was reinforced by Andrea Doria, who established a new constitution in 1528, making Genoa a satellite of the Spanish Empire. Under the ensuing economic recovery, many Genoese families amassed tremendous fortunes. At the time of Genoas peak in the 16th century, the city attracted many artists, including Rubens, Caravaggio and Van Dyck. The famed architect Galeazzo Alessi (15121572) designed many of the citys splendid palazzi. A number of Genoese Baroque and Rococo artists settled elsewhere and a number of local artists became prominent.


          Genoa suffered from French bombardment in 1684, and was occupied by Austria in 1746 during the War of the Austrian Succession. In 1768, Genoa was forced to also cede Corsica to France.


          


          Modern history
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          With the shift in world economy and trade routes to the New World and away from the Mediterranean, Genoa's political and economic power went into steady decline.


          In 1797, under pressure from Napoleon, Genoa became a French protectorate called the Ligurian Republic, which was annexed by France in 1805. This affair is commemorated in the famous first sentence of Tolstoy's War and Peace:


          
            "Well, Prince, so Genoa and Lucca are now just family estates of the Buonapartes.(...) And what do you think of this latest comedy, the coronation at Milan, the comedy of the people of Genoa and Lucca laying their petitions [to be annexed to France] before Monsieur Buonaparte, and Monsieur Buonaparte sitting on a throne and granting the petitions of the nations?" (spoken by a thoroughly anti-Boanapartist Russian aristocrat, soon after the news reached Saint Petersburg).
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          Although the Genoese revolted against France in 1814 and liberated the city on their own, delegates at the Congress of Vienna sanctioned its incorporation into Piedmont ( Kingdom of Sardinia), thus ending the three century old struggle by the House of Savoy to acquire the city. The king of Piedmont even sent the Bersaglieri to sack the city, defining the Genoese as "scum". The city soon gained a reputation as a hotbed of anti-Savoy republican agitation, although the union with Savoy was economically very beneficial. With the growth of the Risorgimento movement, the Genoese turned their struggles from Giuseppe Mazzini's vision of a local republic into a struggle for a unified Italy under a liberalized Savoy monarchy. In 1860, Giuseppe Garibaldi set out from Genoa with over a thousand volunteers to begin the campaign. This is called the departure of the thousands and a monument is set on the rock where the group departed from.


          During World War II the British fleet bombarded Genoa and one bomb fell into the cathedral of San Lorenzo without exploding. It is now available to public viewing on the cathedral premises.


          The 27th G8 summit in the city, in July 2001, was overshadowed by violent protests, with one protester, Carlo Giuliani, killed amid accusations of police brutality. Trials of accused officials are ongoing as of 2007. In 2004, the European Union designated Genoa as the European Capital of Culture, along with the French city of Lille.
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          The main features of central Genoa include Piazza de Ferrari, around which are sited the Opera and the Palace of the Doges. There is also a house where Christopher Columbus is said to have been born.


          Strada Nuova (now Via Garibaldi), in the old city, was inscribed on the World Heritage List in 2006. This district was designed in the mid-16th century to accommodate Mannerist palaces of the city's most eminent families, including Palazzo Rosso (now a museum), Palazzo Bianco, Palazzo Grimaldi and Palazzo Reale. The famous art college, Musei di Strada Nuova and the Palazzo del Principe are also located on this street.


          Other landmarks of the city include St. Lawrence Cathedral (Cattedrale di San Lorenzo), the Old Harbour (Porto Antico), transformed into a mall by architect Renzo Piano, and the famous cemetery of Staglieno, renowned for its monuments and statues. The Museo d'Arte Orientale has one of the largest collections of Oriental art in Europe. The 19th century neo-gothic castle, Castello d'Albertis, once home to explorer Enrico Alberto d'Albertis, now houses the Museum of World Cultures.


          Other than the old city sights, Genoa also has a large aquarium located in the above-mentioned old harbour. The Aquarium of Genoa is one of the largest in Europe.


          The port of Genoa also contains an ancient lighthouse, called the " Torre della Lanterna" (i.e., "the tower of the lantern"). It is the oldest working lighthouse in the world, one of the five tallest, and the tallest brick one, and it is Genoa's landmark.


          Boccadasse is a picturesque neighbourhood in the east side of the city.


          


          Demographics


          In 2007, there were 610,887 people residing in Genoa, located in the province of Genoa, Liguria, of whom 47% were male and 53% were female. Minors (children ages 18 and younger) totalled 14.12 percent of the population compared to pensioners who number 26.67 percent. This compares with the Italian average of 18.06 percent (minors) and 19.94 percent (pensioners). The average age of Genoa residents is 47 compared to the Italian average of 42. In the five years between 2002 and 2007, the population of Genoa grew by 1 percent, while Italy as a whole grew by 3.85 percent. The current birth rate of Genoa is 7.49 births per 1,000 inhabitants compared to the Italian average of 9.45 births. Genoa has the lowest birth rate and is the most aged of any large Italian city.


          As of 2006, 94.23% of the population was Italian. The largest immigrant group comes the Americas (mostly from Ecuador): 2.76%, other European nations (mostly Albania, and Romania): 1.37%, and North Africa: 0.62%. The city is predominantly Roman Catholic, with small Protestant adherants.


          


          Sports


          Football

          Genoa Cricket & Football Club gives to the City of Genoa the very first football club founded in Italy. The club was founded in 1893 by James Spensley, an English doctor, and has won 9 championships and a Italy Cup.

          Another football club in the city is U.C. Sampdoria, founded in 1946 from the merger of two existing clubs, Andrea Doria (founded in 1895) and Sampierdarenese (founded in 1911). Sampdoria has won one Italian championship, 4 Italy Cups and 1 UEFA Cup Winners' Cup in 1989/90.


          


          Famous people


          Famous Genoese include Sinibaldo and Ottobuono Fieschi (Popes Innocent IV and Adrian V) and Pope Benedict XV, navigators Christopher Columbus, Enrico Alberto d'Albertis and Andrea Doria, composers Niccol Paganini and Michele Novaro, Italian patriots Giuseppe Mazzini and Nino Bixio, writer and translator Fernanda Pivano, poet Edoardo Sanguineti, Communist politician Palmiro Togliatti, architect Renzo Piano, Physics 2002 Nobel Prize winner Riccardo Giacconi, Literature 1975 Nobel Prize winner Eugenio Montale, the royal portraitist Giovanni Maria delle Piane (Il Mulinaretto) from the Delle Piane family, the artist Vanessa Beecroft, comedians Gilberto Govi, Paolo Villaggio, Beppe Grillo, Luca Bizzarri, Paolo Kessisoglu and Maurizio Crozza; singer-songwriters Fabrizio de Andr and Ivano Fossati, actor Vittorio Gassman, and actress Moana Pozzi, Giorgio Parodi who conceived the motorcycle company Moto Guzzi with Carlo Guzzi and Giovanni Ravelli. Some reports say Giovanni Caboto (John Cabot) is also from Genoa, others say he was from Savona.


          Sister cities
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              	Conservation status
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                  Near Threatened( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:
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                    	Class:
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                    	Order:
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                    	Spheniscidae
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              	Binomial name
            


            
              	Pygoscelis papua

              ( Forster, 1781)
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          The Gentoo Penguin (pronounced /ˈdʒɛntuː/), Pygoscelis papua, is easily recognized by the wide white stripe extending like a bonnet across the top of its head. Chicks have grey backs with white fronts. Adult Gentoos reach a height of 75 to 90 cm (30-36 in), making them the largest penguins outside of the two giant species, the Emperor Penguin and the King Penguin. They are the fastest underwater swimming penguins, reaching speeds of 36 km/h.


          The application of Gentoo to the penguin is unclear, according to the OED, which reports that Gentoo was an Anglo-Indian term, used as early as 1638 to distinguish Hindus in India from Muslims, the English term originating in Portuguese gentio (compare " gentile"); in the twentieth century the term came to be regarded as derogatory.


          


          Taxonomy


          The Gentoo Penguin is one of three species in the genus Pygoscelis. Mitochondrial and nuclear DNA evidence suggests the genus split from other penguins around 38million years ago, about 2 million years after the ancestors of the genus Aptenodytes. In turn, the Adelie Penguins split off from the other members of the genus around 19million years ago, and the Chinstrap and Gentoo finally diverging around 14million years ago.


          Two sub-species of this penguin are recognised: Pygoscelis papua papua and the smaller Pygoscelis papua ellsworthii.


          


          Description


          Males have a maximum weight of about 8.5 kg (18.8 lbs) just before moulting, and a minimum weight of about 5.5 kg (12 lbs) just before mating. For females the maximum weight is 7.5 kg (16.6 lbs) just before moulting, but their weight drops to below 5 kg (11 lbs) when guarding the chicks in the nest.


          


          Breeding


          Gentoos breed on many sub-Antarctic islands. The main colonies are on the Falkland Islands, South Georgia and Kerguelen Islands; smaller populations are found on Macquarie Island, Heard Islands, South Shetland Islands and the Antarctic Peninsula. The total breeding population is estimated to be over 300,000 pairs.


          Nests are usually made from a roughly circular pile of stones and can be quite large, 20 cm high and 25 cm in diameter. The stones are jealously guarded and their ownership can be the subject of noisy disputes between individual penguins. They are also prized by the females, even to the point that a male penguin can obtain the favors of a female by offering her a nice stone.


          Two eggs are laid, both weighing around 500 g. The parents share incubation, changing duty daily. The eggs hatch after 34 to 36 days. The chicks remain in the nests for about 30 days before forming creches. The chicks molt into sub-adult plumage and go out to sea at about 80 to 100 days.


          


          Diet


          Gentoos live mainly on crustaceans such as krill, with fish making up only about 15% of the diet. However, they are opportunistic feeders, and around the Falklands are known to take roughly equal proportions of fish (Patagonotothen sp., Thysanopsetta naresi, Micromesistius australis), crustaceans (Munida gregaria) and squid (Loligo gahi, Gonatus antarcticus, Moroteuthis ingens).


          


          Threats


          In the water, sea lions, leopard seals, and orca, are all predators of the Gentoo. On land there are no predators of the full grown Gentoos, but birds have been known to steal their eggs and chicks.


          


          Status


          Lower Risk - Near Threatened ( IUCN Red List)
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          Geography (from Greek ί - geografia) is the study of the earth and its features, inhabitants, and phenomena. A literal translation would be "to describe or write about the Earth". The first person to use the word "geography" was Eratosthenes (276-194 B.C.). Four historical traditions in geographical research are the spatial analysis of natural and human phenomena (geography as a study of distribution), area studies (places and regions), study of man-land relationship, and research in earth sciences. Nonetheless, modern geography is an all-encompassing discipline that foremost seeks to understand the world and all of its human and natural complexities-- not merely where objects are, but how they have changed and come to be. As "the bridge between the human and physical sciences," geography is divided into two main branches - human geography and physical geography.


          


          Introduction


          Traditionally, geographers have been viewed the same way as cartographers and people who study place names and numbers. Although many geographers are trained in toponymy and cartology, this is not their main preoccupation. Geographers study the spatial and temporal distribution of phenomena, processes and feature as well as the interaction of humans and their environment. As space and place affect a variety of topics such as economics, health, climate, plants and animals, geography is highly interdisciplinary.


          
            
              	

              	mere names of places...are not geography... know by heart a whole gazetteer full of them would not, in itself, constitute anyone a geographer. Geography has higher aims than this: it seeks to classify phenomena (alike of the natural and of the political world, in so far as it treats of the latter), to compare, to generalize, to ascend from effects to causes, and, in doing so, to trace out the great laws of nature and to mark their influences upon man. This is 'a description of the world'that is Geography. In a word Geography is a Sciencea thing not of mere names but of argument and reason, of cause and effect.

              	
            


            
              	

              	
                
                   William Hughes, 1863
                

              
            

          


          Geography as a discipline can be split broadly into two main sub fields: human geography and physical geography. The former focuses largely on the built environment and how space is created, viewed and managed by humans as well as the influence humans have on the space they occupy. The latter examines the natural environment and how the climate, vegetation & life, soil, water, and landforms are produced and interact. As a result of the two subfields using different approaches a third field has emerged, which is environmental geography. Environmental geography combines physical and human geography and looks at the interactions between the environment and humans.


          


          Branches of geography


          


          Physical geography


          Physical geography (or physiogeography) focuses on geography as an Earth science. It aims to understand the physical lithosphere, hydrosphere, atmosphere, pedosphere, and global flora and fauna patterns (biosphere). Physical geography can be divided into the following broad categories:
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                  	Biogeography

                  	Climatology & paleoclimatology

                  	Coastal geography

                  	Environmental geography & management

                  	Geodesy

                  	Geomorphology

                  	Glaciology
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                  	Hydrology & Hydrography

                  	Landscape ecology

                  	Oceanography

                  	Pedology

                  	Palaeogeography

                  	Quaternary science
                

              

            

          


          


          Human geography


          Human geography is a branch of geography that focuses on the study of patterns and processes that shape human interaction with various environments. It encompasses human, political, cultural, social, and economic aspects. While the major focus of human geography is not the physical landscape of the Earth (see physical geography), it is hardly possible to discuss human geography without referring to the physical landscape on which human activities are being played out, and environmental geography is emerging as a link between the two. Human geography can be divided into many broad categories (for a comprehensive list see human geography), such as:
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                  	Cultural geography

                  	Development geography

                  	Economic geography

                  	Health geography

                  	Historical & Time geography

                  	Political geography & Geopolitics

                  	Population geography or Demography
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                  	Religion geography

                  	Social geography

                  	Transportation geography

                  	Tourism geography

                  	Urban geography
                

              

            

          


          Various approaches to the study of human geography have also arisen through time and include:


          
            	Behavioural geography


            	Geosophy


            	Feminist geography


            	Cultural theory

          


          


          Environmental geography


          Environmental geography is the branch of geography that describes the spatial aspects of interactions between humans and the natural world. It requires an understanding of the traditional aspects of physical and human geography, as well as the ways in which human societies conceptualize the environment.


          Environmental geography has emerged as a bridge between human and physical geography as a result of the increasing specialisation of the two sub-fields. Furthermore, as human relationship with the environment has changed as a result of globalization and technological change a new approach was needed to understand the changing and dynamic relationship. Examples of areas of research in environmental geography include disaster management, environmental management, sustainability, and political ecology.


          


          Geomatics
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              Digital Elevation Model (DEM)
            

          


          Geomatics is a branch of geography that has emerged since the quantitative revolution in geography in the mid 1950s. Geomatics involves the use of traditional spatial techniques used in cartography and topography and their application to computers. Geomatics has become a widespread field with many other disciplines using techniques such as GIS and remote sensing. Geomatics has also led to a revitalization of some geography departments especially in Northern America where the subject had a declining status during the 1950s.


          Geomatics encompasses a large area of fields involved with spatial analysis, such as Cartography, Geographic information systems (GIS), Remote sensing, and Global positioning systems (GPS).


          


          Regional geography


          Regional geography is a branch of geography that studies the regions of all sizes across the Earth. It has a prevailing descriptive character. The main aim is to understand or define the uniqueness or character of a particular region which consists of natural as well as human elements. Attention is paid also to regionalization which covers the proper techniques of space delimitation into regions.


          Regional geography is also considered as a certain approach to study in geographical sciences (similar to quantitative or critical geographies, for more information see History of geography).


          


          Related fields


          
            	Urban planning, regional planning and spatial planning: use the science of geography to assist in determining how to develop (or not develop) the land to meet particular criteria, such as safety, beauty, economic opportunities, the preservation of the built or natural heritage, and so on. The planning of towns, cities, and rural areas may be seen as applied geography.

          


          
            	Regional science: In the 1950s the regional science movement led by Walter Isard arose, to provide a more quantitative and analytical base to geographical questions, in contrast to the descriptive tendencies of traditional geography programs. Regional science comprises the body of knowledge in which the spatial dimension plays a fundamental role, such as regional economics, resource management, location theory, urban and regional planning, transport and communication, human geography, population distribution, landscape ecology, and environmental quality.

          


          
            	Interplanetary Sciences: While the discipline of geography is normally concerned with the Earth, the term can also be informally used to describe the study of other worlds, such as the planets of the solar system, and even beyond. The study of systems larger than the earth itself usually forms part of Astronomy or Cosmology. The study of other planets is usually called planetology. Alternative terms such as areology (the study of Mars) have been proposed but are not widely used.

          


          


          Geographical techniques


          As spatial interrelationships are key to this synoptic science, maps are a key tool. Classical cartography has been joined by a more modern approach to geographical analysis, computer-based geographic information systems (GIS).


          In their study, geographers use four interrelated approaches:


          
            	Systematic - Groups geographical knowledge into categories that can be explored globally.


            	Regional - Examines systematic relationships between categories for a specific region or location on the planet.


            	Descriptive - Simply specifies the locations of features and populations.


            	Analytical - Asks why we find features and populations in a specific geographic area.

          


          


          Cartography


          Cartography studies the representation of the Earth's surface with abstract symbols (map making). Although other subdisciplines of geography rely on maps for presenting their analyses, the actual making of maps is abstract enough to be regarded separately. Cartography has grown from a collection of drafting techniques into an actual science.


          Cartographers must learn cognitive psychology and ergonomics to understand which symbols convey information about the Earth most effectively, and behavioural psychology to induce the readers of their maps to act on the information. They must learn geodesy and fairly advanced mathematics to understand how the shape of the Earth affects the distortion of map symbols projected onto a flat surface for viewing. It can be said, without much controversy, that cartography is the seed from which the larger field of geography grew. Most geographers will cite a childhood fascination with maps as an early sign they would end up in the field.


          


          Geographic information systems


          Geographic information systems (GIS) deal with the storage of information about the Earth for automatic retrieval by a computer, in an accurate manner appropriate to the information's purpose. In addition to all of the other subdisciplines of geography, GIS specialists must understand computer science and database systems. GIS has revolutionized the field of cartography; nearly all mapmaking is now done with the assistance of some form of GIS software. GIS also refers to the science of using GIS software and GIS techniques to represent, analyze and predict spatial relationships. In this context, GIS stands for Geographic Information Science.


          


          Remote sensing


          Remote sensing can be defined as the art and science of obtaining information about Earth features from measurements made at a distance. Remotely sensed data comes in many forms such as satellite imagery, aerial photography and data obtained from hand-held sensors. Geographers increasingly use remotely sensed data to obtain information about the Earth's land surface, ocean and atmosphere because it: a) supplies objective information at a variety of spatial scales (local to global), b) provides a synoptic view of the area of interest, c) allows access to distant and/or inaccessible sites, d) provides spectral information outside the visible portion of the electromagnetic spectrum, and e) facilitates studies of how features/areas change over time. Remotely sensed data may be analyzed either independently of, or in conjunction with, other digital data layers (e.g., in a Geographic Information System).


          


          Geographic quantitative methods


          Geostatistics deal with quantitative data analysis, specifically the application of statistical methodology to the exploration of geographic phenomena. Geostatistics is used extensively in a variety of fields including: hydrology, geology, petroleum exploration, weather analysis, urban planning, logistics, and epidemiology. The mathematical basis for geostatistics derives from cluster analysis, discriminant analysis, and non-parametric statistical tests, and a variety of other subjects. Applications of geostatistics rely heavily on Geographic Information Systems, particularly for the interpolation (estimate) of unmeasured points. Geographers are making notable contributions to the method of quantitative techniques.


          


          Geographic qualitative methods


          Geographic qualitative methods, or ethnographical; research techniques, are used by human geographers. In cultural geography there is a tradition of employing qualitative research techniques also used in anthropology and sociology. Participant observation and in-depth interviews provide human geographers with qualitative data.


          


          History of geography
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          The ideas of Anaximander of Miletus (c. 610 B.C.-c. 545 B.C.), considered by later Greek writers to be the true founder of geography, come to us through fragments quoted by his successors. Anaximander is credited with the invention of the gnomon,the simple yet efficient Greek instrument that allowed the early measurement of latitude. Thales, Anaximander is also credited with the prediction of eclipses. The foundations of geography can be traced to the ancient cultures, such as the ancient, medieval, and early modern Chinese. The Greeks, who were the first to explore geography as both art and science, achieved this through Cartography, Philosophy, and Literature, or through Mathematics. There is some debate about who was the first person to assert that the Earth is spherical in shape, with the credit going either to Parmenides or Pythagoras. Anaxagoras was able to demonstrate that the profile of the Earth was circular by explaining eclipses. However, he still believed that the Earth was a flat disk, as did many of his contemporaries. One of the first estimates of the radius of the Earth was made by Eratosthenes.


          The first rigorous system of latitude and longitude lines is credited to Hipparchus. He employed a sexagesimal system that was derived from Babylonian mathematics. The parallels and meridians were sub-divided into 360, with each degree further subdivided 60 ( minutes). To measure the longitude at different location on Earth, he suggested using eclipses to determine the relative difference in time. The extensive mapping by the Romans as they explored new lands would later provide a high level of information for Ptolemy to construct detailed atlases. He extended the work of Hipparchus, using a grid system on his maps and adopting a length of 56.5 miles for a degree.


          From the 3rd century onwards, Chinese methods of geographical study and writing of geographical literature became much more complex than what was found in Europe at the time (until the 13th century). Chinese geographers such as Liu An, Pei Xiu, Jia Dan, Shen Kuo, Fan Chengda, Zhou Daguan, and Xu Xiake wrote important treatises, yet by the 17th century, advanced ideas and methods of Western-style geography were adopted in China.


          During the Middle Ages, the fall of the Roman empire led to a shift in the evolution of geography from Europe to the Islamic world. Muslim geographers such as Al-Idrisi produced detailed world maps (such as Tabula Rogeriana), while other geographers such as Yaqut al-Hamawi, Al-Biruni, Ibn Batutta and Ibn Khaldun provided detailed accounts of their journeys and the geogarphy of the regions they visited. Turkish geigrapher, Mahmud al-Kashgari drew a world map on a linguistic basis, and later so did Piri Reis ( Piri Reis map). Further, Islamic scholars translated and interpreted the earlier works of the Romans and Greeks and established the House of Wisdom in Baghdad for this purpose. Abū Zayd al-Balkhī, originally from Balkh, founded the "Balkhī school" of terrestrial mapping in Baghdad. Suhrāb, a late tenth century Muslim geographer, accompanied a book of geographical coordinates with instructions for making a rectangular world map, with equirectangular projection or cylindrical cylindrical equidistant projection. In the early 11th century, Avicenna hypothesized on the geological causes of mountains in The Book of Healing (1027).


          Abū Rayhān al-Bīrūnī (976-1048) first described a polar equi- azimuthal equidistant projection of the celestial sphere. He was regarded as the most skilled when it came to mapping cities and measuring the distances between them, which he did for many cities in the Middle East and Indian subcontinent. He often combined astronomical readings and mathematical equations, in order to develop methods of pin-pointing locations by recording degrees of latitude and longitude. He also developed similar techniques when it came to measuring the heights of mountains, depths of valleys, and expanse of the horizon. He also discussed human geography and the planetary habitability of the Earth. He hypothesized that roughly a quarter of the Earth's surface is habitable by humans. He also calculated the latitude of Kath, Khwarazm, using the maximum altitude of the Sun, and solved a complex geodesic equation in order to accurately compute the Earth's circumference, which were close to modern values of the Earth's circumference. His estimate of 6,339.9 km for the Earth radius was only 16.8 km less than the modern value of 6,356.7 km. In contrast to his predecessors who measured the Earth's circumference by sighting the Sun simultaneously from two different locations, al-Biruni developed a new method of using trigonometric calculations based on the angle between a plain and mountain top which yielded more accurate measurements of the Earth's circumference and made it possible for it to be measured by a single person from a single location. He also published a study of map projections, Cartography, which included a method for projecting a hemisphere on a plane.
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          The European Age of Discovery during the 16th and 17th centuries, where many new lands were discovered and accounts by European explorers such as Christopher Columbus, Marco Polo and James Cook, revived a desire for both accurate geographic detail, and more solid theoretical foundations in Europe.


          The 18th and 19th centuries were the times when geography became recognized as a discrete academic discipline and became part of a typical university curriculum in Europe (especially Paris and Berlin). The development of many geographic societies also occurred during the 19th century with the foundations of the Socit de Gographie in 1821, the Royal Geographical Society in 1830, Russian Geographical Society in 1845, American Geographical Society in 1851, and the National Geographic Society in 1888. The influence of Immanuel Kant, Alexander von Humbolt, Carl Ritter and Paul Vidal de la Blache can be seen as a major turning point in geography from a philosophy to an academic subject.


          Over the past two centuries the advancements in technology such as computers, have led to the development of geomatics and new practices such as participant observation and geostatistics being incorporated into geography's portfolio of tools. In the West during the 20th century, the discipline of geography went through four major phases: environmental determinism, regional geography, the quantitative revolution, and critical geography. The strong interdisciplinary links between geography and the sciences of geology and botany, as well as economics, sociology and demographics have also grown greatly especially as a result of Earth System Science that seeks to understand the world in a holistic view.


          


          Some influential geographers
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            	Eratosthenes (276BC - 194BC) - calculated the size of the Earth.


            	Ptolemy (c.90c.168) - compiled Greek and Roman knowledge into the book Geographia.


            	Gerardus Mercator (1512-1594) - innovative cartographer produced the mercator projection


            	Alexander Von Humboldt (17691859) - Considered Father of modern geography, published the Kosmos and founder of the sub-field biogeography.


            	Carl Ritter (1779-1859) - Considered Father of modern geography. Occupied the first chair of geography at Berlin University.


            	Arnold Henry Guyot (1807-1884) - noted the structure of glaciers and advanced understanding in glacier motion, especially in fast ice flow.


            	William Morris Davis (1850-1934) - father of American geography and developer of the cycle of erosion.


            	Paul Vidal de la Blache (1845-1918) - founder of the French school of geopolitics and wrote the principles of human geography.


            	Sir Halford John Mackinder (1861-1947) - Co-founder of the LSE, Geographical Association


            	Walter Christaller (1893-1969) - human geographer and inventor of Central Place Theory.


            	Yi-Fu Tuan (1930-) - Chinese-American scholar credited with starting Humanistic Geography as a discipline.


            	David Harvey (1935-) - Marxist geographer and author of theories on spatial and urban geography.


            	Michael Frank Goodchild (1944-) - prominent GIS scholar and winner of the RGS founder's medal in 2003.


            	Nigel Thrift (1949-) - originator of non-representational theory.
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          Africa is a continent comprising 61 political territories (including 53 countries), representing the largest of the great southward projections from the main mass of Earth's surface. It includes, within its remarkably regular outline, an area of 30,368,609 km (11,725,385 mi), including adjacent islands.


          Separated from Europe by the Mediterranean Sea and from much of Asia by the Red Sea, Africa is joined to Asia at its northeast extremity by the Isthmus of Suez (which is transected by the Suez Canal), 130 km (80 miles) wide. For geopolitical purposes, the Sinai Peninsula of Egypt  east of the Suez Canal  is often considered part of Africa. From the most northerly point, Ras ben Sakka in Tunisia, in 3721 N, to the most southerly point, Cape Agulhas in South Africa, 345115 S, is a distance approximately of 8,000 km (5,000 miles); from Cape Verde, 173322 W, the westernmost point, to Ras Hafun in Somalia, 512752 E, the most easterly projection, is a distance (also approximately) of 7,400 km (4,600 miles). The length of coast-line is 26,000 km (16,100 miles) and the absence of deep indentations of the shore is shown by the fact that Europe, which covers only 10,400,000 km (4,010,000 square miles), has a coastline of 32,000 km (19,800 miles).


          The main structural lines of the continent show both the east-to-west direction characteristic, at least in the eastern hemisphere, of the more northern parts of the world, and the north-to-south direction seen in the southern peninsulas. Africa is thus composed of two segments at right angles, the northern running from east to west, the southern from north to south, the subordinate lines corresponding in the main to these two directions.


          


          Main Features
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          The average elevation of the continent approximates closely to 600 m (2,000 ft) above sea level, roughly near to the mean elevation of both North and South America, but considerably less than that of Asia, 950 m (3,117 ft). In contrast with other continents, it is marked by the comparatively small area of either very high or very low ground, lands under 180 m (600 ft) occupying an unusually small part of the surface; while not only are the highest elevations inferior to those of Asia or South America, but the area of land over 3,000 m (10,000 ft) is also quite insignificant, being represented almost entirely by individual peaks and mountain ranges. Moderately elevated tablelands are thus the characteristic feature of the continent, though the surface of these is broken by higher peaks and ridges. (So prevalent are these isolated peaks and ridges that a specialised term [Inselberg-landschaft] has been adopted in Germany to describe this kind of country, thought to be in great part the result of wind action.)


          As a general rule, the higher tablelands lie to the east and south, while a progressive diminution in altitude towards the west and north is observable. Apart from the lowlands and the Atlas mountain range, the continent may be divided into two regions of higher and lower plateaus, the dividing line (somewhat concave to the north-west) running from the middle of the Red Sea to about 6 deg. S. on the west coast.


          Africa can be divided into a number of geographic zones:


          
            	The coastal plains - often fringed seawards by mangrove swamps - never stretching far from the coast, apart from the lower courses of streams. Recent alluvial flats are found chiefly in the delta of the more important rivers. Elsewhere, the coastal lowlands merely form the lowest steps of the system of terraces that constitutes the ascent to the inner plateaus.


            	The Atlas range  orographically distinct from the rest of the continent, being unconnected with and separated from the south by a depressed and desert area (the Sahara).

          


          


          Plateau region
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          The high southern and eastern plateaus, rarely falling below 600 m (2000 ft), and having a mean elevation of about 1000 m (3500 ft). The South African plateau as far as about 12 S, bounded east, west and south by bands of high ground which fall steeply to the coasts. On this account South Africa has a general resemblance to an inverted saucer. Due south the plateau rim is formed by three parallel steps with level ground between them. The largest of these level areas, the Great Karoo, is a dry, barren region, and a large tract of the plateau proper is of a still more arid character and is known as the Kalahari Desert.


          The South African plateau is connected towards the north-east with the East African plateau, with probably a slightly greater average elevation, and marked by some distinct features. It is formed by a widening out of the eastern axis of high ground, which becomes subdivided into a number of zones running north and south and consisting in turn of ranges, tablelands and depressions. The most striking feature is the existence of two great lines of depression, due largely to the subsidence of whole segments of the earth's crust, the lowest parts of which are occupied by vast lakes. Towards the south the two lines converge and give place to one great valley (occupied by Lake Nyasa), the southern part of which is less distinctly due to rifting and subsidence than the rest of the system.


          Farther north the western depression, known as the Great Rift Valley is occupied for more than half its length by water, forming the Great Lakes of Tanganyika, Kivu, Lake Edward and Lake Albert, the first-named over 400 miles (600 km) long and the longest freshwater lake in the world. Associated with these great valleys are a number of volcanic peaks, the greatest of which occur on a meridional line east of the eastern trough. The eastern depression, known as the East African trough or rift-valley, contains much smaller lakes, many of them brackish and without outlet, the only one comparable to those of the western trough being Lake Turkana or Basso Norok.


          At no great distance east of this rift-valley are Mount Kilimanjaro - with its two peaks Kibo and Mawenzi, the latter being 5889 m (19,321 ft), and the culminating point of the whole continent - and Mount Kenya, which is 5184 m (17,007 ft). Hardly less important is the Ruwenzori Range, over 5060 m (16,600 ft), which lies east of the western trough. Other volcanic peaks rise from the floor of the valleys, some of the Kirunga (Mfumbiro) group, north of Lake Kivu, being still partially active.


          The third division of the higher region of Africa is formed by the Ethiopian Highlands, a rugged mass of mountains forming the largest continuous area of its altitude in the whole continent, little of its surface falling below 1500 m (5000 ft), while the summits reach heights of 4600 m to 4900 m (15,000 to 16,000 ft). This block of country lies just west of the line of the great East African Trough, the northern continuation of which passes along its eastern escarpment as it runs up to join the Red Sea. There is, however, in the centre a circular basin occupied by Lake Tsana.


          Both in the east and west of the continent the bordering highlands are continued as strips of plateau parallel to the coast, the Ethiopian mountains being continued northwards along the Red Sea coast by a series of ridges reaching in places a height of 2000 m (7000 ft). In the west the zone of high land is broader but somewhat lower. The most mountainous districts lie inland from the head of the Gulf of Guinea (Adamawa, etc.), where heights of 1800 m to 2400 m (6000 to 8000 ft) are reached. Exactly at the head of the gulf the great peak of the Cameroon, on a line of volcanic action continued by the islands to the south-west, has a height of 4075 m (13,370 ft), while Clarence Peak, in Fernando Po, the first of the line of islands, rises to over 2700 m (9000 ft). Towards the extreme west the Futa Jallon highlands form an important diverging point of rivers, but beyond this, as far as the Atlas chain, the elevated rim of the continent is almost wanting.


          


          Plains


          The area between the east and west coast highlands, which north of 17 N is mainly desert, is divided into separate basins by other bands of high ground, one of which runs nearly centrally through North Africa in a line corresponding roughly with the curved axis of the continent as a whole. The best marked of the basins so formed (the Congo basin) occupies a circular area bisected by the equator, once probably the site of an inland sea.


          Running along the south of desert is the plains region known as the Sahel.


          The arid region, the Sahara  the largest desert in the world, covering 9,000,000 km (3,500,000 square miles)  extends from the Atlantic to the Red Sea. Though generally of slight elevation it contains mountain ranges with peaks rising to 2400 m (8000 ft) Bordered N.W. by the Atlas range, to the northeast a rocky plateau separates it from the Mediterranean; this plateau gives place at the extreme east to the delta of the Nile. That river (see below) pierces the desert without modifying its character. The Atlas range, the north-westerly part of the continent, between its seaward and landward heights encloses elevated steppes in places 160 km (100 miles) broad. From the inner slopes of the plateau numerous wadis take a direction towards the Sahara. The greater part of that now desert region is, indeed, furrowed by old water-channels.


          The following table gives the approximate altitudes of the chief mountains and lakes of the continent:


          
            
              	
                
                  
                    	Mountain

                    	ft

                    	m
                  


                  
                    	Mount Rungwe

                    	9,711

                    	2960
                  


                  
                    	Drakensberg

                    	11,422

                    	3482
                  


                  
                    	Sattima ( Aberdare Range)

                    	13,120

                    	4001
                  


                  
                    	Cameroon

                    	13,435

                    	4095
                  


                  
                    	Jbel Toubkal (Atlas)

                    	13,671

                    	4167
                  


                  
                    	Elgon

                    	14,178

                    	4321
                  


                  
                    	Karisimbi (Virunga Mountains)

                    	14,787

                    	4507
                  


                  
                    	Simens, Ethiopia

                    	14,872

                    	4533
                  


                  
                    	Meru

                    	14,980

                    	4566
                  


                  
                    	Ruwenzori

                    	16,763

                    	5109
                  


                  
                    	Kenya

                    	17,058

                    	5199
                  


                  
                    	Kilimanjaro

                    	19,340

                    	5895
                  

                

              

              	
                
                  
                    	Lake

                    	ft

                    	m
                  


                  
                    	Chad

                    	850

                    	259
                  


                  
                    	Mai-Ndombe

                    	1100

                    	335
                  


                  
                    	Rudolf

                    	1250

                    	381
                  


                  
                    	Nyasa

                    	1645

                    	501
                  


                  
                    	Albert

                    	2028

                    	618
                  


                  
                    	Tanganyika

                    	2624

                    	800
                  


                  
                    	Ngami

                    	2950

                    	899
                  


                  
                    	Mweru

                    	3000

                    	914
                  


                  
                    	Edward

                    	3004

                    	916
                  


                  
                    	Bangweulu

                    	3700

                    	1128
                  


                  
                    	Victoria

                    	3720

                    	1134
                  


                  
                    	Abaya

                    	4200

                    	1280
                  


                  
                    	Kivu

                    	4829

                    	1472
                  


                  
                    	Tsana

                    	5690

                    	1734
                  


                  
                    	Naivasha

                    	6135

                    	1870
                  

                

              
            

          


          


          Hydrology


          From the outer margin of the African plateaus, a large number of streams run to the sea with comparatively short courses, while the larger rivers flow for long distances on the interior highlands, before breaking through the outer ranges. The main drainage of the continent is to the north and west, or towards the basin of the Atlantic Ocean.


          The high lake plateau of East Africa contains the headwaters of both the Nile and the Congo: the longest and second longest river in Africa respectively.


          The upper Nile receives its chief supplies from the mountainous region adjoining the Central African trough in the neighbourhood of the equator. From there, streams pour eastward into Lake Victoria, the largest African lake (covering over 26,000 square m.), and to the west and north into Lake Edward and Lake Albert. To the latter of these, the effluents of the other two lakes add their waters. Issuing from there, the Nile flows northward, and between the latitudes of 7 and 10 degrees N. it traverses a vast marshy level, where its course is liable to being blocked by floating vegetation. After receiving the Bahr-el-Ghazal from the west and the Sobat, Blue Nile and Atbara from the Ethiopian highlands (the chief gathering ground of the flood-water), it separates the great desert with its fertile watershed, and enters the Mediterranean at a vast delta.


          The most remote head-stream of the Congo is the Chambezi, which flows southwest into the marshy Lake Bangweulu. From this lake issues the Congo, known in its upper course by various names. Flowing first south, it afterwards turns north through Lake Mweru and descends to the forest-clad basin of west equatorial Africa. Traversing this in a majestic northward curve, and receiving vast supplies of water from many great tributaries, it finally turns southwest and cuts a way to the Atlantic Ocean through the western highlands.


          North of the Congo basin, and separated from it by a broad undulation of the surface, is the basin of Lake Chad - a flat-shored, shallow lake filled principally by the Chari coming from the southeast.


          West of this is the basin of the Niger, the third major river of Africa. With its principal source in the far west, it reverses the direction of flow exhibited by the Nile and Congo, and ultimately flows into the Atlantic  a fact that eluded European geographers for many centuries. An important branch, however - the Benue - flows from the southeast.


          These four river-basins occupy the greater part of the lower plateaus of North and West Africa  the remainder consisting of arid regions watered only by intermittent streams that do not reach the sea.


          Of the remaining rivers of the Atlantic basin, the Orange, in the extreme south, brings the drainage from the Drakensberg on the opposite side of the continent, while the Kunene, Kwanza, Ogowe and Sanaga drain the west coastal highlands of the southern limb; the Volta, Komoe, Bandama, Gambia and Senegal the highlands of the western limb. North of the Senegal, for over 1000 miles (1600 km) of coast, the arid region reaches to the Atlantic. Farther north are the streams, with comparatively short courses, reaching the Atlantic and Mediterranean from the Atlas mountains.


          Of the rivers flowing to the Indian Ocean, the only one draining any large part of the interior plateaus is the Zambezi, whose western branches rise in the western coastal highlands. The main stream has its rise in 11213 S 2422 E, at an elevation of 5000 ft. It flows to the west and south for a considerable distance before turning eastward. All the largest tributaries, including the Shire, the outflow of Lake Nyasa, flow down the southern slopes of the band of high ground stretching across the continent from 10 deg. to 12 deg. S. In the southwest, the Zambezi system interlaces with that of the Taukhe (or Tioghe), from which it at times receives surplus water. The rest of the water of the Taukhe, known in its middle course as the Okavango, is lost in a system of swamps and saltpans that was formerly centred in Lake Ngami, now dried up.


          Farther south, the Limpopo drains a portion of the interior plateau, but breaks through the bounding highlands on the side of the continent nearest its source. The Rovuma, Rufiji, Tana, Jubba and Webi Shebeli principally drain the outer slopes of the East African highlands, the last of these losing itself in the sands in proximity to the sea. Another large stream, the Hawash, rising in the Ethiopian mountains, is lost in a saline depression near the Gulf of Aden.


          Lastly, between the basins of the Atlantic and Indian Oceans, there is an area of inland drainage along the centre of the East African plateau, directed chiefly into the lakes in the great rift valley. The largest river is the Omo, which, fed by the rains of the Ethiopian highlands, carries down a large body of water into Lake Rudolf. The rivers of Africa are generally obstructed either by bars at their mouths, or by cataracts at no great distance upstream. But when these obstacles have been overcome, the rivers and lakes afford a vast network of navigable waters.


          The calculation of the areas of African drainage systems, made by Dr A. Bludau (Petermanns Mitteilungen, 43, 1897, pp. 184-186) yields the following general results:


          
            
              	

              	mi

              	Mm
            


            
              	Basin of the Atlantic

              	4,070,000

              	10.541
            


            
              	Basin of the Mediterranean

              	1,680,000

              	4.351
            


            
              	Basin of the Indian Ocean

              	2,086,000

              	5.403
            


            
              	Inland drainage area

              	3,452,000

              	8.941
            

          


          The areas of individual river basins are:


          
            
              	

              	mi

              	Mm
            


            
              	Congo, length over 3000 mi (4800 km)

              	1,425,000

              	3.691
            


            
              	Nile, length fully 4000 mi (6500 km)

              	1,082,000

              	2.802
            


            
              	Niger, length about 2600 mi (4200 km)

              	808,000

              	2.093
            


            
              	Zambezi, length about 2000 mi (3200 km)

              	513,500

              	1.330
            


            
              	Lake Chad

              	394,000

              	1.020
            


            
              	Orange, length about 1300 mi (2100 km)

              	370,505

              	0.9596
            


            
              	Orange (actual drainage area)

              	172,500

              	0.447
            

          


          The area of the Congo basin is greater than that of any other river except the Amazon, while the African inland drainage area is greater than that of any continent but Asia, where the corresponding area is 4,000,000 square miles (10 Mm).


          The principal African lakes have been mentioned in the description of the East African plateau, but some of the phenomena connected with them may be spoken of more particularly here. As a rule, the lakes found within the great rift-valleys have steep sides and are very deep. This is the case with the two largest of the type, Tanganyika and Nyasa, the latter with depths of 430 fathoms (790 m).


          Others, however, are shallow, and hardly reach the steep sides of the valleys in the dry season. Such are Lake Rukwa, in a subsidiary depression north of Nyasa, and Eiassi and Manyara in the system of the eastern rift-valley. Lakes of the broad type are of moderate depth, the deepest sounding in Lake Victoria being under 50 fathoms (90 m).


          Besides the East African lakes, the principal are: - Lake Chad, in the northern inland watershed; Bangweulu and Mweru, traversed by the head-stream of the Congo; and Lake Mai-Ndombe and Ntomba (Mantumba), within the great bend of that river. All, except possibly Mweru, are more or less shallow, and Lake Chad appears to be drying up.


          Divergent opinions have been held as to the mode of origin of the East African lakes, especially Tanganyika, which some geologists have considered to represent an old arm of the sea, dating from a time when the whole central Congo basin was under water; others holding that the lake water has accumulated in a depression caused by subsidence. The former view is based on the existence in the lake of organisms of a decidedly marine type. They include jellyfish, molluscs, prawns, crabs, etc.


          


          Islands


          With exception - Madagascar - the African islands are small. Madagascar, with an area of 229,820 square miles (595,230 km), is, after Greenland, New Guinea and Borneo, the fourth largest island on the Earth. It lies off the S.E. coast of the continent, from which it is separated by the deep Mozambique channel, 250 miles (400 km) wide at its narrowest point. Madagascar in its general structure, as in flora and fauna, forms a connecting link between Africa and southern Asia. East of Madagascar are the small islands of Mauritius and Runion. Socotra lies E.N.E. of Cape Guardafui. Off the north-west coast are the Canary and Cape Verde archipelagoes. which, like some small islands in the Gulf of Guinea, are of volcanic origin.


          


          Climate and health
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          Lying almost entirely within the tropics, and equally to north and south of the equator, Africa does not show excessive variations of temperature.


          Great heat is experienced in the lower plains and desert regions of North Africa, removed by the great width of the continent from the influence of the ocean, and here, too, the contrast between day and night, and between summer and winter, is greatest. (The rarity of the air and the great radiation during the night cause the temperature in the Sahara to fall occasionally to freezing point.)


          Farther south, the heat is to some extent modified by the moisture brought from the ocean, and by the greater elevation of a large part of the surface, especially in East Africa, where the range of temperature is wider than in the Congo basin or on the Guinea coast.


          In the extreme north and south the climate is a warm temperate one, the northern countries being on the whole hotter and drier than those in the southern zone; the south of the continent being narrower than the north, the influence of the surrounding ocean is more felt.


          The most important climatic differences are due to variations in the amount of rainfall. The wide heated plains of the Sahara, and in a lesser degree the corresponding zone of the Kalahari in the south, have an exceedingly scanty rainfall, the winds which blow over them from the ocean losing part of their moisture as they pass over the outer highlands, and becoming constantly drier owing to the heating effects of the burning soil of the interior; while the scarcity of mountain ranges in the more central parts likewise tends to prevent condensation. In the inter-tropical zone of summer precipitation, the rainfall is greatest when the sun is vertical or soon after. It is therefore greatest of all near the equator, where the sun is twice vertical, and less in the direction of both tropics.


          The rainfall zones are, however, somewhat deflected from a due west-to-east direction, the drier northern conditions extending southwards along the east coast, and those of the south northwards along the west. Within the equatorial zone certain areas, especially on the shores of the Gulf of Guinea and in the upper Nile basin, have an intensified rainfall, but this rarely approaches that of the rainiest regions of the world. The rainiest district in all Africa is a strip of coastland west of Mount Cameroon, where there is a mean annual rainfall of about 390 in (9.91 m) as compared with a mean of 458 in (11.63 m) at Cherrapunji, in Meghalaya, India.


          The two distinct rainy seasons of the equatorial zone, where the sun is vertical at half-yearly intervals, become gradually merged into one in the direction of the tropics, where the sun is overhead but once. Snow falls on all the higher mountain ranges, and on the highest the climate is thoroughly Alpine.


          The countries bordering the Sahara are much exposed to a very dry wind, full of fine particles of sand, blowing from the desert towards the sea. Known in Egypt as the khamsin, on the Mediterranean as the sirocco, it is called on the Guinea coast the harmattan. This wind is not invariably hot; its great dryness causes so much evaporation that cold is not infrequently the result. Similar dry winds blow from the Kalahari Desert in the south. On the eastern coast the monsoons of the Indian Ocean are regularly felt, and on the southeast hurricanes are occasionally experienced.


          


          Extreme points


          This is a list of the extreme points of Africa, the points that are farther north, south, east or west than any other location on the continent.


          
            	Africa

          


          
            	Northernmost Point  Ras ben Sakka, Tunisia (3721'N)


            	Southernmost Point  Cape Agulhas, South Africa (3451'15"S)


            	Westernmost Point  Santo Anto, Cape Verde Islands (2525'W)


            	Easternmost Point  Rodrigues, Mauritius (6330'E)


            	African pole of inaccessibility is close to the border of Central African Republic, Sudan and Congo, near the town Obo.

          


          
            	Africa (mainland)

          


          
            	Northernmost Point  Ra's al Abyad (Cape Blanc), Tunisia


            	Southernmost Point  Cape Agulhas, South Africa


            	Westernmost Point  Pointe des Almadies, Cap Vert Peninsula, Senegal (1733'22"W)


            	Easternmost Point  Ras Hafun (Raas Xaafuun), Somalia (5127'52"E)

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Geography_of_Africa"
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              	Continent

              	Asia
            


            
              	Region

              	Southern Asia

              Indian subcontinent
            


            
              	Coordinates

              	2000'N 7700'E
            


            
              	Area

              	Ranked 7th

              3,287,263km (1,269,219.3sqmi)

              90.44% land

              9.56% water
            


            
              	Borders

              	Total land borders:

              15,106.70km (9,387mi)

              Bangladesh:

              4,096.70km (2,546mi)

              China (PRC):

              3,488km (2,167mi)

              Pakistan:

              3,323km (2,065mi)

              Nepal:

              1,751km (1,088mi)

              Myanmar:

              1,643km (1,021mi)

              Bhutan:

              699km (434mi)

              Afghanistan:

              106km (66mi)
            


            
              	Highest point

              	K2

              8,611m (28,251ft)
            


            
              	Lowest point

              	Kuttanad

              -2.2m (7.2ft)
            


            
              	Longest river

              	GangesBrahmaputra

            


            
              	Largest lake

              	Chilka Lake
            

          


          The geography of India is diverse, with landscape ranging from snow-capped mountain ranges to deserts, plains, rainforests, hills, and plateaus. India comprises most of the Indian subcontinent situated on the Indian Plate, the northerly portion of the Indo-Australian Plate. Having a coastline of over 7,000kilometres (4,350mi), most of India lies on a peninsula in Southern Asia that protrudes into the Indian Ocean. India is bounded in the southwest by the Arabian Sea and in the east and southeast by the Bay of Bengal.


          The fertile Indo-Gangetic Plain occupies most of northern, central, and eastern India, while the Deccan Plateau occupies most of southern India. To the west of the country is the Thar Desert, which consists of a mix of rocky and sandy desert. India's east and northeastern border consists of the high Himalayan range. The highest point in India is disputed owing to a territorial dispute with Pakistan; according to India's claim, the highest point (located in the disputed Kashmir region) is K2, at 8,611metres (28,251ft). The highest point in undisputed Indian territory is Kangchenjunga, at 8,598m (28,209ft). Climate ranges from equatorial in the far south, to Alpine in the upper reaches of the Himalayas.


          India is bordered by Pakistan to the northwest, China, Bhutan and Nepal to the north, Myanmar to the east and Bangladesh to the east of West Bengal. Sri Lanka, the Maldives and Indonesia are island nations to the south of India. Sri Lanka is separated from India by a narrow channel of sea formed by Palk Strait and the Gulf of Mannar.Politically, India is divided into 28 states, and seven federally administered union territories. The political divisions generally follow linguistic and ethnic boundaries rather than geographic transitions.


          


          Location and extent
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              Kanyakumari is the southernmost point in mainland India.
            

          


          India lies to the north of the equator between 84' and 376' north latitude and 687' and 9725' east longitude. It is the seventh-largest country in the world, with a total land area of 3,287,263square kilometres (1,269,219sqmi). India measures 3,214km (1,997mi) from north to south and 2,993km (1,860mi) from east to west. It has a land frontier of 15,200km (9,445mi) and a coastline of 7,517km (4,671mi).


          India is bounded to the southwest by the Arabian Sea, to the southeast by the Bay of Bengal, and the Indian Ocean to the south. To the north, northeast, and northwest are the Himalayas. Cape Comorin constitutes the southern tip of the mainland Indian peninsula, which narrows before ending in the Indian Ocean. The southernmost part of India is Indira Point in the Andaman and Nicobar Islands in the Bay of Bengal. The territorial waters of India extend into the sea to a distance of twelve nautical miles measured from the appropriate baseline.


          


          Political geography


          India is divided into 28 states (which are further subdivided into districts), seven union territories. States have their own elected government, while union territories are governed by an administrator appointed by the union government.
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          States:


          
            
              	
                
                  	Andhra Pradesh


                  	Arunachal Pradesh


                  	Assam


                  	Bihar


                  	Chhattisgarh


                  	Goa


                  	Gujarat


                  	Haryana


                  	Himachal Pradesh


                  	Jammu and Kashmir


                  	Jharkhand


                  	Karnataka


                  	Kerala


                  	Madhya Pradesh

                

              

              	
                
                  	Maharashtra


                  	Manipur


                  	Meghalaya


                  	Mizoram


                  	Nagaland


                  	Orissa


                  	Punjab


                  	Rajasthan


                  	Sikkim


                  	Tamil Nadu


                  	Tripura


                  	Uttar Pradesh


                  	Uttarakhand


                  	West Bengal

                

              

              	
                Union Territories:


                
                  	Andaman and Nicobar Islands


                  	Chandigarh


                  	Dadra and Nagar Haveli


                  	Daman and Diu


                  	Lakshadweep


                  	National Capital Territory of Delhi


                  	Puducherry

                

              
            

          


          The state of Jammu and Kashmir is claimed by India and Pakistan, and both administer part of the territory. India also claims Aksai Chin, a small barren piece of territory in Ladakh administered by China. The state of Arunachal Pradesh is claimed by China but administered by India.


          


          Physiographic regions


          India is divided into seven physiographic regions. They are


          
            	The northern mountains including the Himalayas, which includes the Kuen Lun and the Karakoram ranges and the northeast mountain ranges.


            	Indo-Gangetic plains


            	Thar Desert


            	Central Highlands and Deccan Plateau


            	East Coast


            	West Coast


            	Bordering seas and islands

          


          


          Mountains
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          A great arc of mountains, composed of the Himalaya, Hindu Kush, and Patkai ranges, define the Indian subcontinent. These mountains were formed by the ongoing tectonic collision of the Indian Plate with the Eurasian Plate which started some 50 million years ago. These mountain ranges are home to some of the world's tallest mountains and act as a natural barrier to cold polar winds. They also facilitate the monsoons winds drive climate in India. Rivers that originate in these mountains provide water to the fertile Indo-Gangetic plains. These mountains are recognised by biogeographers as the boundary between two of the earth's great ecozones; the temperate Palearctic that covers most of Eurasia, and the tropical and subtropical Indomalaya ecozone that includes the Indian subcontinent extending into Southeast Asia and Indonesia. Historically, these ranges have also served as barriers to invaders.


          India has nine major mountain ranges having peaks of over 1,000m (3,281ft). The Himalayas are the only mountain ranges to have snow-capped peaks. These ranges are:


          
            	Aravalli Range


            	Eastern Ghats


            	Himalayas


            	Patkai


            	Vindhya Range


            	Western Ghats (Sahyadri)


            	Satpura Range


            	Karakoram


            	Kunlun

          


          The Himalaya mountain range is the world's highest mountain range. They form India's northeastern border, separating it from the rest of Asia. The Himalayas are also one of the world's youngest mountain ranges, and extend almost uninterrupted for a distance of 2,500m (8,202ft), covering an area of 500,000km (193,051sqmi). The Himalayas extend from the state of Jammu and Kashmir in the west to the state of Arunachal Pradesh in the east. These states along with Himachal Pradesh, Uttarakhand, and Sikkim lie mostly in the Himalayan region. Some of the Himalayan peaks range over 7,000m (22,966ft) and the snow line ranges between 6,000m (19,685ft) in Sikkim to around 3,000m (9,843ft) in Kashmir. Kangchenjunga, which lies on the SikkimNepal border, is the highest point in the area administered by India. Most peaks in the Himalayas remain snowbound throughout the year.


          The Shiwalik, or lower Himalaya, consists of smaller hills towards the Indian side. Most of the rock formations are young and highly unstable, with landslides being a regular phenomenon during the rainy season. Many of India's hill stations are located on this range. The climate varies from subtropical in the foothills to alpine at the higher elevations of these mountain ranges.


          The mountains on India's eastern border with Myanmar are called as the Patkai or the Purvanchal. They were created by the same tectonic processes that resulted in the formation of the Himalaya. The features of the Patkai ranges are conical peaks, steep slopes and deep valleys. The Patkai ranges are not as rugged or tall as the Himalayas. There are three hill ranges that come under the Patkai: The Patkai-Bum, the Garo Khasi Jaintia, and the Lushai hills. The GaroKhasi range is in the state of Meghalaya. Mawsynram,a village near Cherrapunji lying on the windward side of these hills, has the distinction of being the wettest place in the world, receiving the highest annual rainfall.
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          The Vindhya range runs across most of central India, covering a distance of 1,050km (652mi). The average elevation of these hills is 3,000m (9,843ft). They are believed to have been formed by the wastes created by the weathering of the ancient Aravali mountains. It geographically separates northern India from southern India. The western end of the range lies in eastern Gujarat, near its border with the state of Madhya Pradesh, and the range runs east and north almost meeting the Ganges River at Mirzapur.


          The Satpura Range is a range of hills in central India. It begins in eastern Gujarat near the Arabian Sea coast, then runs east across Maharashtra, Madhya Pradesh and ends in the state of Chhattisgarh. It extends for a distance of 900km (559mi) with many of its peaks rising above 1,000m (3,281ft). It is triangular in shape, with its apex at Ratnapuri and the two sides being parallel to the Tapti and Narmada rivers. It runs parallel to the Vindhya Range, which lies to the north, and these two east-west ranges divide the Indo-Gangetic plain of northern India from the Deccan Plateau lying in the south. The Narmada runs in the depression between the Satpura and Vindhya ranges, and drains the northern slope of the Satpura range, running west towards the Arabian Sea.


          The Aravali Range is the oldest mountain range in India, running from northeast to southwest across Rajasthan in western India, extending approximately 500km (311mi). The northern end of the range continues as isolated hills and rocky ridges into Haryana, ending near Delhi. The highest peak is Mount Abu, rising to 1,722m (5,650ft), lying near the southwestern extremity of the range, close to the border with Gujarat. The Aravali Range is the eroded stub of an ancient folded mountain system that was once snow-capped. The range rose in a Precambrian event called the Aravali-Delhi orogen. The range joins two of the ancient segments that make up the Indian craton, the Marwar segment to the northwest of the range, and the Bundelkhand segment to the southeast.
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              Map of the hilly regions in India.
            

          


          The Western Ghats or Sahyadri mountains run along the western edge of India's Deccan Plateau, and separate it from a narrow coastal plain along the Arabian Sea. The range starts south of the Tapti River near the GujaratMaharashtra border, and runs approximately 1,600km (994mi) across the states of Maharashtra, Goa, Karnataka, Kerala, and Tamil Nadu, almost to the southern tip of the Indian peninsula. The average elevation is around 1,000m (3,281ft). The Anai Mudi in the Anaimalai Hills at 2,695m (8,842ft)in Kerala is the highest peak in the Western Ghats.


          The Eastern Ghats are a discontinuous range of mountains, which have been eroded and cut through by the four major rivers of southern India, the Godavari, Mahanadi, Krishna, and Kaveri. These mountain ranges extend from West Bengal in the north, through Orissa and Andhra Pradesh to Tamil Nadu in the south. They run parallel to the Bay of Bengal. Though not as tall as the Western Ghats, though some of its peaks are over 1,000m (3,281ft) in height. The Eastern Ghats meet with the Western Ghats meet at the Nilgiri hills in Tamil Nadu.


          


          Indo-Gangetic plain
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          The Indo-Gangetic plains are large floodplains of the Indus and the Ganga-Brahmaputra river systems. They run parallel to the Himalaya mountains, from Jammu and Kashmir in the west to Assam in the east, draining the states of Punjab, Haryana, parts of Rajasthan, Uttar Pradesh, Bihar, Jharkhand and West Bengal. The plains encompass an area of 700,000km (270,000mile) and vary in width through their length by several hundred kilometres. Major rivers that form a part of this system are the Ganga (Ganges) and Indus River along with their tributaries; Beas, Yamuna, Gomti, Ravi, Chambal, Sutlej and Chenab.

          The great plains are sometimes classified into four divisions:


          
            	The Bhabar belt- This is adjacent to the foothills of the Himalayas and consists of boulders and pebbles which have been carried down by the river streams. As the porosity of this belt is very high, the streams flow underground. The bhabar is generally narrow about 7-15 km wide.


            	The Terai belt- This belt lies next to the Bhabar region and is composed of newer alluvium. The underground streams reappear in this region. The region is excessively moist and thickly forested. It also receives heavy rainfall throughout the year and is populated with a variety of wildlife.


            	The Bangar belt- It consists of older alluvium and forms the alluvial terrace of the flood plains. In the Gangetic plains, it has a low upland covered by laterite deposits.


            	The Khadar belt- It lies in lowland areas after the Bangar belt. It is made up of fresh newer alluvium which is deposited by the rivers flowing down the plain.

          


          The Indo-Gangetic belt is the world's most extensive expanse of uninterrupted alluvium formed by the deposition of silt by the numerous rivers. The plains are flat and mostly treeless, making it conducive for irrigation through canals. The area is also rich in ground water sources.


          The plains are one of the world's most intensely farmed areas. Crops grown on the Indo-Gangetic Plain are primarily rice and wheat, grown in rotation. Other crops include maize, sugarcane and cotton. Also known as the Great Plains, the Indo-Gangetic plains rank among the world's most densely populated areas.


          


          The Desert
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          The Thar Desert (also known as the Great Indian Desert) is a hot desert that forms a significant portion of western India. Spread over four states in India Punjab, Haryana, Rajasthan, and Gujarat it covers an area of 208,110km (80,350mile). The desert continues into Pakistan as the Cholistan Desert. Most of the Thar Desert is situated in Rajasthan, covering 61% of its geographic area. Most of the desert is rocky, with a small part of the extreme west of the desert being sandy.


          The origin of the Thar Desert is uncertain. Some geologists consider it to be 4,000 to 10,000 years old, whereas others state that aridity began in this region much earlier. The area is characterised by extreme temperatures of above 45 C (113 F) in summer to below freezing in winters. Rainfall is precarious and erratic, ranging from below 120mm (4.72inches) in the extreme west to 375mm (14.75inches) eastward. The lack of rainfall is mainly due to the unique position of the desert with respect to the Aravalli range. The desert lies in the rain shadow area of the Bay of Bengal arm of the southwest monsoon. The parallel nature of the range to the Arabian Sea arm also means that the desert does not receive much rainfall.


          The soils of the arid region are generally sandy to sandy-loam in texture. The consistency and depth vary according to the topographical features. The low-lying loams are heavier and may have a hard pan of clay, calcium carbonate or gypsum. Because of the low population density, the effect of the population on the environment is relatively less compared to the rest of India.


          


          Highlands


          The Central Highlands are composed of three main plateausthe Malwa Plateau in the west, the Deccan Plateau in the south, (covering most of the Indian peninsula), and the Chota Nagpur Plateau in Jharkhand towards the east.
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          The Deccan Plateau is a large triangular plateau, bounded by the Vindhyas to the north and flanked by the Eastern and Western Ghats. The Deccan covers a total area of 1.9 millionkm (735,000 mile). It is mostly flat, with elevations ranging from 300 to 600m (1,000 to 2,000ft).


          The name Deccan comes from the Sanskrit word dakshina, which means "the south". The plateau slopes gently from west to east and gives rise to several peninsular rivers such as the Godavari, the Krishna, the Kaveri and the Narmada. This region is mostly semi-arid as it lies on the leeward side of both Ghats. Much of the Deccan is covered by thorn scrub forest scattered with small regions of deciduous broadleaf forest. Climate ranges from hot summers to mild winters.


          The Chota Nagpur Plateau is a plateau in eastern India, which covers much of Jharkhand state as well as adjacent parts of Orissa, Bihar, and Chhattisgarh. The total area of Chota Nagpur Plateau is approximately 65,000km (25,000mile). The Chota Nagpur Plateau is made up of three smaller plateaus, the Ranchi, Hazaribagh, and Kodarma plateaus. The Ranchi plateau is the largest of the plateaus, with an average elevation of 700m (2,300ft). Much of the plateau is forested, covered by the Chota Nagpur dry deciduous forests. The plateau is famous for its vast reserves of ores and coal.


          Besides the Great Indian peninsula, the Kathiawar Peninsula in Gujarat is another large peninsula of India.


          


          East coast


          The Eastern Coastal Plain is a wide stretch of land lying between the Eastern Ghats and the Bay of Bengal. It stretches from Tamil Nadu in the south to West Bengal in the north. Deltas of many of India's rivers form a major portion of these plains. The Mahanadi, Godavari, Kaveri and Krishna rivers drain these plains. The region receives both the Northeast and Southwest monsoon rains with its annual rainfall averaging between 1,000mm (40in) and 3,000mm (120in). The width of the plains varies between 100 to 130km (62 to 80miles).


          The plains are divided into six regions: The Mahanadi delta; the southern Andhra Pradesh plain; the Krishna Godavari deltas; the Kanyakumari coast; Coromandel Coast and sandy coastal.


          


          West coast
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          The Western Coastal Plain is a narrow strip of land sandwiched between the Western Ghats and the Arabian Sea. The strip begins in Gujarat in the north and extends across the states of Maharashtra, Goa, Karnataka and Kerala. The plains are narrow, and range from 50 to 100km (30 to 60miles) in width.


          Small rivers and numerous backwaters inundate the region. The rivers, which originate in the Western Ghats, are fast flowing and are mostly perennial. The fast flowing nature of the rivers results in the formation of estuaries rather than deltas. Major rivers flowing into the sea are the Tapi, Narmada, Mandovi and Zuari.


          The coast is divided into three regions. The northern region of Maharashtra and Goa is known as the Konkan Coast, the central region of Karnataka is known as the Kanara Coast and the southern coastline of Kerala is known as the Malabar Coast. Vegetation in this region is mostly deciduous. The Malabar Coast has its own unique ecoregion known as the Malabar Coast moist forests.


          


          Islands


          India has two major offshore island possessions: the Lakshadweep islands and the Andaman and Nicobar Islands. Both these island groups are administered by the Union government of India as Union Territories.


          The Lakshadweep islands lie 200 to 300km (124 to 186miles) off the coast of Kerala in the Arabian Sea. It consists of twelve coral atolls, three coral reefs, and five banks. Ten of these islands are inhabited.


          The Andaman & Nicobar Islands are located between 6o and 14o North latitude and 92o and 94o East longitude. The Andaman and Nicobar islands consist of 572 isles which lie in the Bay of Bengal, near the Myanmar coast. It is located 1255km (780miles) from Kolkata (Calcutta) and 193km (120miles) from Cape Negrais in Myanmar. The territory consists of two island groups, the Andaman Islands and the Nicobar Islands. The Andaman islands consist of 204 islands having a total length of 352km (220miles). The Nicobar Islands, which lie south of the Andamans, consist of twenty-two islands with a total area of 1,841km (710mile). The highest point is Mount Thullier at 642m (2,140ft). Indira Point, India's southernmost land point is situated in the Nicobar islands, and lies just 189km (117miles) from the Indonesian island of Sumatra to the southeast.


          Significant islands just off the Indian coast include Diu, a former Portuguese enclave; Majuli, Asia's largest freshwater island; Salcette Island, India's most populous island, on which Mumbai (Bombay) city is located; Elephanta in Bombay Harbour; and Sriharikota barrier island in Andhra Pradesh.


          


          Rivers
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          All major rivers of India originate from one of the three main watersheds. They are:


          
            	The Himalaya and the Karakoram ranges


            	Vindhya and Satpura range in central India


            	Sahyadri or Western Ghats in western India

          


          The Himalayan river networks are snow-fed and have a continuous flow throughout the year. The other two networks are dependent on the monsoons and shrink into rivulets during the dry season.


          Twelve of India's rivers are classified as major, with the total catchment area exceeding 2,528,000km (976,000mile).
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          Himalayan rivers or the northern rivers that flow westward into Pakistan are the Indus, Beas, Chenab, Ravi, Sutlej, and Jhelum.


          The Ganga-Brahmaputra-Meghana system has the largest catchment area of 1,100,000km (424,700mile). The river Ganga originates at the Gangotri Glacier in Uttarakhand. It flows in a south easterly direction, draining into Bangladesh. The Yamuna and Gomti rivers also arise in the Western Himalayas and join the Ganga river in the plains. The Brahmaputra, another tributary of the Ganga originates in Tibet and enters India in the far eastern state of Arunachal Pradesh. It then proceeds westwards, unifying with the Ganga in Bangladesh.


          The Chambal, another tributary of the Ganga originates from the Vindhya-Satpura watershed. The river flows eastward. Westward flowing rivers from this watershed are the Narmada (also called Nerbudda) and Tapti (also spelled Tapi) rivers which drain into the Arabian Sea in Gujarat. The river network that flows from east to west constitutes 10% of the total outflow.


          The Western Ghats are the source of all Deccan rivers. Major rivers in the Deccan include the Mahanadi River through the Mahanadi River Delta, Godavari River, Krishna River, and Kaveri River (also spelled Cauvery), all draining into the Bay of Bengal. These rivers constitute 20% of India's total outflow.



          


          Bodies of water
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          Major gulfs include the Gulf of Cambay, Gulf of Kutch and the Gulf of Mannar. Straits include the Palk Strait which separates India from Sri Lanka and the Ten Degree Channel, separating the Andamans from the Nicobar Islands and the Eight Degree Channel separating the Laccadive and Amindivi Islands from Minicoy Island towards the south. Important capes include the Cape Comorin, the southern tip of mainland India, Indira Point, the southernmost location of India, Rama's Bridge and Point Calimere. Arabian Sea is to the west of India. Bay of Bengal is to the eastern side of India while India Ocean is to the South of India.


          Smaller seas include the Laccadive Sea and the Andaman Sea. There are four coral reefs in India and are located in; the Andaman and Nicobar Islands, Gulf of Mannar, Lakshadweep and Gulf of Kutch.


          Important lakes include Chilka Lake, the country's largest saltwater lake in Orissa; Kolleru Lake in Andhra Pradesh; Loktak Lake in Manipur, Dal Lake in Kashmir, Sambhar Lake in Rajasthan, and the Sasthamkotta Lake in Kerala.


          


          Wetlands


          Wetlands are lands transitional between aquatic and territorial system where water table is usually near the water surface and land is covered by shallow water. They also act as a buffer against the devastating effect of hurricanes and cyclones, thereby stabilizing the shoreline. It also helps in keeping a check on sea and soil erosion. India's wetland ecosystem is widely distributed from the cold and arid; from ones in the Ladakh region in the state of Jammu and Kashmir to the ones in the wet and humid climate of peninsula India. Most of the wetlands are directly or indirectly linked to India's river networks. In 1987, National Wetland Conservation Programme was initiated by the government for wetland conservation. Under this programme, the Indian government has identified a total of 71 wetlands for conservation.


          Mangrove forests occur all along the Indian coastline, in sheltered estuaries, creeks, backwaters, salt marshes and mudflats. The mangrove area covers a total of 4461km (1,722mile) which comprises 7% of the world's total mangrove cover. The Andaman and Nicobar Islands; the Sundarbans; Gulf of Kutch; deltas of the Mahanadi, Godavari and Krishna; and parts of Maharashtra, Karnataka and Kerala have large mangrove covers. Most of the identified wetlands adjoin or are parts of sanctuaries, national parks and are thus protected.


          


          The Sundarbans
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          The Sundarbans delta is the largest mangrove forest in the world. It lies at the mouth of the Ganges and is spread across areas of Bangladesh and West Bengal, India. The Bangladeshi and Indian portions of the jungle are listed in the UNESCO world heritage list separately as the Sundarbans and Sundarbans National Park respectively, though they are parts of the same forest. The Sundarbans are intersected by a complex network of tidal waterways, mudflats and small islands of salt-tolerant mangrove forests, and presents an excellent example of ongoing ecological processes.


          The area is known for its wide range of fauna. The most famous among these is the Bengal Tiger, but numerous species of birds, spotted deer, crocodiles and snakes also inhabit it. It is estimated that there are now 400 Bengal tigers and about 30,000 spotted deer in the area.


          


          Rann of Kutch


          The Rann of Kutch is a marshy region located in the Gujarat state of India, which borders the Sindh region of Pakistan. The name Rann comes from the Hindi word ran meaning "salt marsh." It occupies a total area of 27900km (10,800 mile).


          The region was originally a part of the Arabian Sea. Geologic forces, most likely by earthquakes, resulted in the damming up of the region, turning it into a large saltwater lagoon. This area gradually filled with silt thus turning it into a seasonal salt marsh. During the monsoons, the area turns into a shallow marsh, often flooding to knee-depth. After the monsoons, the region turns dry and becomes parched.


          


          Soil


          Soils in India can be classified into 8 categories namely, alluvial soil, black soil, red soil, laterite soil, forest soil, arid & desert soil, saline & alkaline soil, and finally peaty & organic soil. Of the above eight varieties, the first 4 constitute nearly 80% of total land surface. Alluvial soil constitute the largest soil group in India. It is derived from deposition of silt carried by numerous rivers. Alluvial soils are generally fertile but they lack nitrogen and tend to be phosphoric. These are found in the Great Northern plains from Punjab to Assam valley.



          Black soil are well developed in the Deccan lava region of Maharashtra, Gujarat, and Madhya Pradesh. These contain high percentage of clay and are thus moisture retentive. Because of these properties they are preferred for dry farming and growing cotton, linseed etc.



          Red soil have a wide diffusion of iron content and are found in Tamil Nadu, Karnataka plateau, and Andhra plateau. The central highlands from Aravallis to Chota Nagpur plateau also have significant tracts of red soil. These are deficient in nitrogen, phosphorus and humus.



          Laterite soils are formed in tropical regions with heavy rainfall. Heavy rainfall results in leaching out all soluble material of top layer of soil. These are generally found in Western ghats, Eastern ghats and hilly areas of northeastern states which receive very heavy rainfall.


          Forest soils occur on the slopes of mountains and hills in Himalayas, Western Ghats and Eastern Ghats. These generally consist of large amounts of dead leaves and other organic matter called humus. These soils are used for tea and coffee plantations.


          


          Climate


          The climate of India is comprised of a wide range of weather conditions across a vast geographic scale and varied topography, making generalisations difficult. Based on the Kppen system, India hosts six major climatic subtypes, ranging from arid desert in the west, alpine tundra and glaciers in the north, and humid tropical regions supporting rainforests in the southwest and the island territories. Many regions have starkly different microclimates. The nation has four seasons: winter (JanuaryFebruary), summer (MarchMay), a monsoon (rainy) season (JuneSeptember), and a post-monsoon period (OctoberDecember).


          India's unique geography and geology strongly influence its climate; this is particularly true of the Himalayas in the north and the Thar Desert in the northwest. The Himalayas act as a barrier to the frigid katabatic winds flowing down from Central Asia. Thus, North India is kept warm or only mildly cooled during winter; in summer, the same phenomenon makes India relatively hot. Although the Tropic of Cancerthe boundary between the tropics and subtropicspasses through the middle of India, the whole country is considered to be tropical.
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          Summer lasts between March and June in most parts of India. Temperatures exceed 40C (104F) during the day. The coastal regions exceed 30C (86F) coupled with high levels of humidity. In the Thar desert area temperatures can exceed 45C (113F).


          Summer is followed by the southwest monsoon rains that provide most of India with its rainfall. The rain-bearing clouds are attracted to the low-pressure system created by the Thar Desert. The official date for the arrival of the monsoon is 1 June, when the monsoon crosses the Kerala coast. The southwest monsoon splits into two arms, the Bay of Bengal arm and the Arabian Sea arm. The Bay of Bengal arm moves northwards crossing northeast India in early June. It then progresses eastwards, crossing Delhi by June 29. The Arabian Sea arm moves northwards and deposits much of its rain on the windward side of Western Ghats. By early July, most of India receives rain from the monsoons.


          The monsoons start retreating by August from northern India and by October from Kerala. This short period after the retreat is known as the retreat of the monsoons and is characterised by still weather. By November, winter starts setting in the northern areas.


          Winters start in November in northern India and late December in southern India. Winters in peninsula India see mild to warm days and cool nights. Further north the temperature is cooler. Temperatures in some parts of the Indian plains sometimes fall below freezing. Most of northern India is plagued by fog during this season.


          The highest temperature recorded in India was 50.6C (123.08F) in Alwar in 1955. The lowest was 45C (49F) in Kashmir. Recent claims of temperatures touching 55C (131F) in Orissa have been met with some scepticism by the Indian Meteorological Department, largely on the method of recording of such data.


          


          Geology
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          India has a varied geology spanning the entire spectrum of the geological time period. India's geological features are classified based on their era of formation.


          The Precambrian formations of Cudappah and Vindhyan systems are spread out over the eastern and southern states. A small part of this period is spread over western and central India.


          The Paleozoic formations from the Cambrian, Ordovician, Silurian and Devonian system are found in the Western Himalaya region in Kashmir and Himachal Pradesh.


          The Mesozoic Deccan Traps formation is seen over most of the northern Deccan. Geologists believe that the Deccan Traps were the result of sub-aerial volcanic activity. The Trap soil is black in colour and conducive to agriculture. The Carboniferous system, Permian System, Triassic and Jurassic systems are seen in the western Himalayas. The Jurassic system is also seen in Rajasthan.


          Tertiary imprints are seen in parts of Manipur, Nagaland, parts of Arunachal Pradesh and along the Himalayan belt. The Cretaceous system is seen in central India in the Vindhyas and part of the Indo-Gangetic plains.


          The Gondowana system is also seen in the Narmada River area in the Vindhyas and Satpuras. The Eocene system is seen in the western Himalayas and Assam. Oligocene formations are seen in Kutch and in Assam.


          The Pleistocene system is found over central India. It is rich in minerals such as lignite, iron ore, manganese, and aluminium. The Andaman and Nicobar Island groups are thought to have been formed in this era by volcanoes.


          The Himalayas are a result of the convergence and deformation of the Indo-Australian and Eurasian Plates. Their continued convergence raises the height of the Himalayas by 1cm each year.


          


          Natural disasters
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          Natural disasters cause massive losses of Indian life and property. Droughts, flash floods, cyclones, avalanches, landslides brought on by torrential rains, and snowstorms pose the greatest threats. Other dangers include frequent summer dust storms, which usually track from north to south; they cause extensive property damage in North India and deposit large amounts of dust from arid regions. Hail is also common in parts of India, causing severe damage to standing crops such as rice and wheat


          In the Lower Himalaya, landslides are common. The young age of the region's hills result in labile rock formations, which are susceptible to slippages. Parts of the Western Ghats also suffer from low-intensity landslides. Avalanches occur in Kashmir, Himachal Pradesh, and Sikkim. Floods are the most common natural disaster in India. The heavy southwest monsoon rains cause the Brahmaputra and other rivers to distend their banks, often flooding surrounding areas. Though they provide rice paddy farmers with a largely dependable source of natural irrigation and fertilisation, the floods can kill thousands and displace millions. Excess, erratic, or untimely monsoon rainfall may also wash away or otherwise ruin crops. Almost all of India is flood-prone, and extreme precipitation events, such as flash floods and torrential rains, have become increasingly common in central India over the past several decades, coinciding with rising temperatures. Mean annual precipitation totals have remained steady owing to the declining frequency of weather systems that generate moderate amounts of rain.


          Indian agriculture is heavily dependent on the monsoon as a source of water. In some parts of India, the failure of the monsoons result in water shortages, resulting in below-average crop yields. This is particularly true of major drought-prone regions such as southern and eastern Maharashtra, northern Karnataka, Andhra Pradesh, Orissa, Gujarat, and Rajasthan. In the past, droughts have periodically led to major Indian famines, including the Bengal famine of 1770, in which up to one third of the population in affected areas died; the 18761877 famine, in which over five million people died; the 1899 famine, in which over 4.5 million died; and the Bengal famine of 1943, in which over five million died from starvation and famine-related illnesses.


          According to earthquake hazard zoning of India, tectonic plates beneath the earth's surface are responsible for yearly earthquakes along the Himalayan belt and in northeast India. This region is classified as a Zone V, indicating that it is a very high-risk area. Parts of western India, around the Kutch region in Gujarat and Koyna in Maharashtra, are classified as a Zone IV region (high risk). Other areas have a moderate to low risk chance of an earthquake occurring.


          Tropical cyclones, which are severe storms spun off from the Intertropical Convergence Zone, may affect thousands of Indians living in coastal regions. Cyclones bring with them heavy rains, storm surges, and winds that often cut affected areas off from relief and supplies. In the North Indian Ocean Basin, the cyclone season runs from April to December, with peak activity between May and November. Each year, an average of eight storms with sustained wind speeds greater than 63 kilometres per hour (39 mph) form; of these, two strengthen into true tropical cyclones, which have sustained gusts greater than 117km/h (73mph). On average, a major ( Category 3 or higher) cyclone develops every other year. In terms of damage and loss of life, Cyclone 05B, a supercyclone that struck Orissa on 29 October 1999, was the worst in more than a quarter century.


          A tsunami caused by the 2004 Indian Ocean earthquake struck the Andaman and Nicobar Islands and India's east coast resulting in the deaths of an estimated 10,000. Until then India was thought to have negligible activity related to tsunamis, though there is historical anecdotal evidence of its occurrence in the past.


          India has one active volcano: the Barren Island volcano which last erupted in May 2005. There is also a dormant volcano called the Narcondum and a mud volcano at Baratang. All these volcanoes lie in the Andaman Islands.


          


          International agreements


          India is a party to several International agreements related to environment and climate, the most prominent among them are:


          
            
              	Treaties and Agreements
            


            
              	Specific Regions and Seas

              	The Antarctic Treaty, Law of the Sea, Ship Pollution ( MARPOL 73/78), Whaling
            


            
              	Atmosphere and Climate

              	Climate Change, Kyoto Protocol, Ozone Layer Protection, Nuclear Test Ban
            


            
              	Biodiversity, Environment and Forests

              	Desertification, Endangered Species, Environmental Modification, Tropical Timber 83 and Tropical Timber 94, Wetlands
            


            
              	Wastes

              	Hazardous Wastes
            


            
              	Rivers

              	Indus Waters Treaty
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          The geography of Ireland describes an island in northwest Europe in the north Atlantic Ocean. The main geographical features of Ireland include low central plains surrounded by a ring of coastal mountains. The highest peak is Carrauntoohil ( Irish: Corrn Tuathail), which is 1,041 metres (3,414 ft) above sea level. The western coastline is rugged, with many islands, peninsulas, headlands and bays. The island is bisected by the River Shannon, which at 259 km (161s) with a 113km (70miles) estuary is the longest river in the British Isles and flows south from County Cavan in Ulster to meet the Atlantic just south of Limerick. There are a number of sizeable lakes along Ireland's rivers, with Lough Neagh being the largest.


          Politically, the island consists of the state of the Republic of Ireland and the United Kingdom constituent country Northern Ireland. Located west of the island of Great Britain, it is located at approximately . It has a total area of 84,412km (32,591 mile). It is separated from Britain by the Irish Sea and from mainland Europe by the Celtic Sea.


          



          


          Geological development
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          The oldest known Irish rock is about 1.7 billion years old and is found on Inishtrahull Island off the coast of County Donegal. In other parts of Donegal, scientists have discovered rocks that began life as glacial deposits, demonstrating that at this early period, part of what was to become Ireland was in the grip of an ice age. However, because of the effects of later upheavals, it is almost impossible to sequence these early rock layers correctly.


          About 600 million years ago, at the end of the Precambrian era, the Irish landmass was divided in two, with one half on the western side of the Iapetus Ocean and the other at the eastern side, both at about the latitude that of around 80 South, close to what is now northwest Africa. From the evidence of fossils found at Bray Head in County Wicklow, Ireland was below sea level at this time.


          Over the next 50 million years, these two parts drifted towards each other, eventually uniting about 440 million years ago. Fossils discovered near Clogher Head, County Louth, show the coming together of shoreline fauna from both sides of the original dividing ocean. The mountains of northwest Ireland were formed during the collision, as was the granite that is found in locations in Donegal and Wicklow. The Irish landmass was now above sea level and lying near the equator, and fossil traces of land-based life forms survive from this period. These include fossilised trees from Kiltorcan, County Kilkenny, widespread bony fish and freshwater mussel fossils and the footprints of a four-footed amphibian preserved in slate on Valentia Island, County Kerry. Old Red Sandstone also formed at this time.


          Between 400 million and 300 million years ago, northwest Europe  including Ireland  sank beneath a warm, calcium-rich sea. Great coral reefs formed in these waters, eventually creating the limestone that still makes up about 65 per cent of the rock mantle of the island. As the waters receded, tropical forests and swamps flourished. The resulting vegetable debris eventually formed coal, most of which was later eroded. This period, known as the Carboniferous era, ended with further tectonic movement which saw Ireland drift further northward. The resulting pressure created those Irish mountain and hill ranges that run in a northeast to southwest direction.
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          By 250 million years ago, Ireland was at the latitude of present-day Egypt and had a desert climate. It was at this time that most of the coal and sandstone were eroded. The thinner layers of limestone in the south of the country were also partially affected by this erosion. The limestone that was exposed by the disappearance of its sandstone mantle was affected by carbon dioxide and other factors resulting in a karstic landscape that can still be seen in the Burren in County Clare. Shortly after this period, organic debris in the seas around Ireland began to form the natural gas and petroleum deposits that now play an important role in the economy of Ireland. Then, about 150 million years ago, Ireland was again submerged, this time in a chalky sea that resulted in the formation of chalk over large parts of the surface. Traces of this survive under the basalt lava that is found in parts of the north.


          About 65 million years ago, the volcanic activity that formed this lava began. The Mourne Mountains and other mountains in the northern part of the island formed as a result of this activity. Climatic conditions at this time were warm and vegetation thrived. Vegetable debris in the Antrim depression formed deposits of brown coal or lignite which remain untouched down to the present time. The warm conditions produced high rainfall that accelerated processes of erosion and the formation of karstic landscape forms.


          By 25 million years ago, Ireland was close to assuming its present position. The long period of erosion had resulted in considerable soil formation and most of the rock mantle was covered. In areas with good drainage, the covering consisted of brown or grey soil, while in poorly drained areas the black clay tended to dominate. As the climate cooled, soil formation slowed down, and a flora and fauna that would, millions of years later, be familiar to the first human inhabitants began to emerge. By about three million years ago, the present landscape of Ireland had more or less formed.


          Since about 1.7 million years ago, the earth has been in the grip of a cycle of warm and cold stages and these have, inevitably, affected Ireland. The earliest evidence we have for this effect comes from the period known as the Ballylinian Warm Stage, some half a million years ago. At this time, most of what are now considered to be native Irish trees were already established on the island. The action of the ice during the cold stages was the major factor in bringing the Irish landscape to its current form.


          Obvious impacts of the ice on the landscape include the formation of glacial valleys such as Glendalough in Wicklow and of corries, or glacial lakes. The depositing of mounds of debris under the melting ice created drumlins, a common feature of the landscape across the north midlands. Streams also formed under the ice and the material deposited by these formed eskers ( Irish eiscir). The greatest of these, the Esker Riada, divides the northern and southern halves of the island and its ridge once served as the main highway connecting the east and west coasts. About one half of the coastline consists of a low lying dune pasture land known as Machair.


          


          Rocks and soil types
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          The large central lowland is of limestone covered with glacial deposits of clay and sand, with widespread bogs and lakes. The Bog of Allen is one of the largest bogs. The coastal mountains vary greatly in geological structure. In the south, the mountains are composed of old red sandstone with limestone river valleys. In Galway, Mayo, Donegal, Down and Wicklow, the mountains are mainly granite, while much of the northeast of the country is a basalt plateau. An area of particular note is the Giant's Causeway, in Antrim, a mainly basalt formation caused by volcanic activity between 5060 million years ago. The basalts were originally part of the great Thulean Plateau formed during the Paleogene period.


          The soils of the north and west tend to be poorly drained peats and gleys, including peaty podzols. In contrast, in the south and east the soils are free-draining brown earths and brown and grey-brown podzols. This is reflected in the rainfall distribution on the island, with the poorly-drained regions being those with the highest rainfalls.


          An unusual environment is present in north County Clare, in an area known as the Burren. This karst-like landscape consists of limestone bedrock, with little or no soil in the inner-most areas. There are numerous sinkholes, where surface water disappears through the porous rock surface, and extensive cave systems have been formed in some areas. The Pol an Ionain cave, near Doolin, is the site of one of the world's longest known free-hanging stalactites.


          


          Mountain ranges
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          Ireland consists of a mostly flat low-lying area in the midlands, ringed by mountain ranges such as (beginning in County Kerry and working counter-clockwise) the Macgillycuddy's Reeks, Comeragh Mountains, Blackstairs Mountains, Wicklow Mountains, the Mournes, Glens of Antrim, Sperrin Mountains, Bluestack Mountains, Derryveagh Mountains, Ox Mountains, Nephinbeg Mountains and the Twelve Bens/ Maumturks group. Some mountain ranges are further inland in the south of Ireland, such as the Galtee Mountains, the highest inland range, Silvermines and Slieve Bloom Mountains. The highest peak is Carrauntoohil, 1,041m (3,414ft) high, is in the Macgillycuddy's Reeks, a range of glacier-carved sandstone mountains in County Kerry, in the southwest of the island. The mountains are not high  only three peaks are over 1,000m (3,281ft) and another 457 exceed 500m (1,640ft).


          


          Rivers and lakes
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          The main river in Ireland is the River Shannon, 386km (240miles), the longest river in either Ireland or Great Britain, which separates the boggy midlands of Ireland from the West of Ireland. The river develops into three lakes along its course, Lough Allen, Lough Ree, and Lough Derg. Of these, Lough Derg is the biggest. The River Shannon enters the Atlantic Ocean after Limerick city at the Shannon Estuary. Other major rivers include the River Liffey, River Lee, River Blackwater, River Nore, River Suir, River Barrow, River Erne, and River Boyne. (See the list of rivers in Ireland.)


          Lough Neagh, in Ulster, is the biggest lake in the British Isles. Legend has it that a giant, Fionn mac Cumhail, was fighting with another in Scotland, and enraged, scooped out a lump of earth, which he threw. It fell into the Irish Sea, creating the Isle of Man, while the hole filled up with water to become Lough Neagh. Other large lakes include Lough Erne and Lough Corrib.


          


          Inlets
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          Beginning with County Donegal, Lough Swilly separates one side of the Inishowen peninsula. Lough Foyle on the other side, is one of Ireland's larger inlets, situated between County Donegal and County Londonderry. Further round the coast is Belfast Lough, between County Antrim and County Down. Also in County Down is Strangford Lough, actually an inlet partially separating the Ards peninsula from the mainland. Further down the coast, Carlingford Lough is situated between Down and County Louth.


          Dublin Bay is the next sizable inlet, while the eastern coast of Ireland is mostly uniform until Wexford Harbour at the mouth of the River Slaney. On the southern coast, Waterford Harbour is situated at the mouth of the River Suir (into which the other two of the Three Sisters ( River Nore and River Barrow) flow). The next major inlet is Cork Harbour, at the mouth of the River Lee, in which Great Island is situated.


          Dunmanus Bay, Bantry Bay, Kenmare estuary and Dingle Bay are all inlets between the peninsulas of County Kerry. North of these is the Shannon estuary. Between north County Clare and County Galway is Galway Bay. Clew Bay is located on the coast of County Mayo, south of Achill Island, while Blacksod Bay is north of the island. Killala Bay is on the north coast of Mayo. Donegal Bay is a major inlet between County Donegal and County Sligo.


          


          Headlands


          Malin Head is the most northerly point in Ireland, while Mizen Head is one of the most southern points, hence the term "Malin head to Mizen head" (or the reverse) is used for anything applying to the island of Ireland as a whole. Carnsore Point is another extreme point of Ireland, being the southeasternmost point of Ireland. Further along the coast is Hook Head while the Old Head of Kinsale in is one of many headlands along the south coast of Ireland.


          Loop Head is the headland at which County Clare comes to a point on the west coast of Ireland, with the Atlantic on the north, and further inland on the south, the Shannon estuary. Hags Head is another headland further up Clare's north/western coastline, with the Cliffs of Moher along the coastline north of the point.


          Erris Head is the northwesternmost point of Connacht.


          


          Islands and peninsulas
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              Dingle Peninsula as viewed from Banna Strand
            

          


          Achill Island, in the northwest, is the largest island off Ireland's coast. The island is inhabited, and is connected to the mainland by a bridge. Some of the next largest islands are the Aran Islands, off the coast of southern Connacht, host to an Irish-speaking community, or Gaeltacht. Valentia Island off the Iveragh peninsula is also one of Ireland's larger islands, and is relatively settled, as well as being connected by a bridge at its southeastern end. Omey Island, off the coast of Connemara is a tidal island.


          Some of the best-known peninsulas in Ireland are in County Kerry; the Dingle peninsula, the aforementioned Iveragh peninsula and the Beara peninsula. The Ards peninsula is one of the larger peninsulas outside Kerry. The Inishowen Peninsula includes Ireland's most northerly point, Malin Head and several important towns including Buncrana on Lough Swilly, Carndonagh and Moville on Lough Foyle. Ireland's most northerly land feature is Inishtrahull island, off Malin Head. Rockall Island may deserve this honour but its status is disputed, being claimed by the United Kingdom, Republic of Ireland, Denmark (for the Faroe Islands) and Iceland. The most southerly point is the Fastnet Rock.



          


          Climate


          Ireland's climate is temperate, though significantly warmer than almost all other locations at similar latitude, such as Poland (on the continent) or Newfoundland (on the opposite edge of the Atlantic), due to the warming influence of the North Atlantic drift. The prevailing wind blows from the southwest, breaking on the high mountains of the west coast. Rainfall is therefore a particularly prominent part of western Irish life, with Valentia Island, off the west coast of County Kerry, getting almost twice as much annual rainfall as Dublin on the east (1400mm vs. 762mm). Across the country, about 60% of the annual rainfall occurs between August and January.


          January and February are the coldest months of the year, and mean daily air temperatures fall between 4 and 7 C during these months. July and August are the warmest, with a range of 14 to 16 C. The sunniest months are May and June, with an average of five to seven hours sunshine per day. Though extreme weather events in Ireland are comparatively rare when compared with other countries in the European Continent, they do occur. Explosive Atlantic depressions, occurring mainly in the months of December, January and February, can occasionally bring winds of up to 160 km/ph (100 mph) to Western coastal counties; while the summer months, and particularly around late July/early August, sudden and violent thunderstorms can develop, more especially, but not exclusively, across midland and western areas of the country.


          The table shows mean climate figures for the Dublin Airport weather station over a thirty-year period. Climate statistics based on the counties of Northern Ireland vary slightly but are not significantly different.


          
            
              	Dublin Airport weather station statistics from 1961 to 1990
            


            
              	Factor

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec;

              	Year
            


            
              	Mean daily max temp (C)

              	7.6

              	7.5

              	9.5

              	11.4

              	14.2

              	17.2

              	18.9

              	18.6

              	16.6

              	13.7

              	9.8

              	8.4

              	12.8
            


            
              	Mean daily min temp (C)

              	2.5

              	2.5

              	3.1

              	4.4

              	6.8

              	9.6

              	11.4

              	11.1

              	9.6

              	7.6

              	4.2

              	3.4

              	6.0
            


            
              	Mean daily sunshine (h)

              	1.8

              	2.5

              	3.6

              	5.2

              	6.1

              	6.0

              	5.4

              	5.1

              	4.3

              	3.1

              	2.4

              	1.7

              	3.9
            


            
              	Mean monthly rain (mm)

              	69.4

              	50.4

              	53.8

              	50.7

              	55.1

              	56.0

              	49.9

              	70.5

              	66.7

              	69.7

              	64.7

              	75.6

              	732.7
            

          


          



          


          Political and human geography


          Ireland is divided into four provinces, Connacht, Leinster, Munster and Ulster, and 32 counties. Six of the nine Ulster counties form Northern Ireland and the other 26 form the Republic of Ireland. The map shows the county boundaries for all 32 counties.


          
            
              	[image: Map of Ireland with numbered counties]

              	
                Republic of Ireland

                
                  	Dublin


                  	Wicklow


                  	Wexford


                  	Carlow


                  	Kildare


                  	Meath


                  	Louth


                  	Monaghan


                  	Cavan


                  	Longford


                  	Westmeath


                  	Offaly


                  	Laois


                  	Kilkenny


                  	Waterford


                  	Cork

                

              

              	
                
                  	Kerry


                  	Limerick


                  	Tipperary


                  	Clare


                  	Galway


                  	Mayo


                  	Roscommon


                  	Sligo


                  	Leitrim


                  	Donegal

                


                Northern Ireland


                
                  	Fermanagh


                  	Tyrone


                  	Londonderry


                  	Antrim


                  	Down


                  	Armagh

                

              
            

          


          From an administrative viewpoint, 20 of the counties in the Republic are units of local government. The other six have more than one local authority area, producing a total of 34 county-level authorities. Tipperary has two parts, North Tipperary and South Tipperary. The cities of Dublin, Cork, Limerick, Galway and Waterford have city councils and are administered separately from the counties bearing those names. The remaining part of County Dublin is split into Dun Laoghaire-Rathdown, Fingal, and South Dublin.


          Electoral areas in the Republic of Ireland, called constituencies in accordance with Irish law, mostly follow county boundaries. Maintaining links to the county system is a mandatory consideration in the re-organisation of constituency boundaries..


          In Northern Ireland, a major re-organisation of local government in 1973 replaced the six traditional counties and two county boroughs (Belfast and Derry) by 26 single-tier districts, which, apart from Fermanagh cross the traditional county boundaries. The six counties and two county-boroughs remain in use for purposes such as Lieutenancy. In November 2005, proposals were announced which would see the number of local authorities reduced to seven. The island's total population of approximately 6million people is concentrated on the east coast, particularly in Dublin and Belfast and their surrounding areas.
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        Geography of Texas


        
          

          The geography of Texas covers a wide and far reaching scope. Occupying about 7% of the total water and land area of the U.S., it is the second largest state after Alaska, and is the southernmost part of the Great Plains, which end in the south against the folded Sierra Madre Oriental of Mexico. Texas is in the south-central part of the United States of America, and is considered to form part of the U.S. South and also part of the U.S. Southwest.


          
            [image: ]
          


          The Rio Grande, Red River and Sabine River all provide natural state lines where Texas borders Oklahoma on the north, Louisiana and Arkansas on the east, and New Mexico and the Mexican states of Chihuahua, Coahuila, Nuevo Len, and Tamaulipas to the south. Austin, the state capital, is farther south than all other US state capitals except Honolulu.


          By residents, the state is generally divided into North Texas, East Texas, Central Texas, South Texas, West Texas, and sometimes The Panhandle, but according to the Texas Almanac, Texas has four major physical regions: Gulf Coastal Plains, Interior Lowlands, Great Plains, and Basin and Range Province. This has been cited as the difference between human geography and physical geography, although the fact that Texas was granted (and retains to this day) the prerogative to divide into as many as five U.S. states may be a historical motive for Texans defining their state as containing exactly five regions.


          Some regions of Texas are more associated with the South than the Southwest (primarily East Texas, Central Texas, and North Texas), while other regions share more similarities with the Southwest (primarily far West Texas and South Texas). The upper Panhandle is considered by many to have more in common with parts of the plains Midwest than either the South or Southwest. The size of Texas prohibits easy categorization of the entire state wholly in any recognized region of the United States; geographic, economic, and even cultural diversity between regions of the state preclude treating Texas as a region in its own right.


          


          Climate
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              Texas rivers map showing Captain Marcy's route though Texas in 1854.
            

          


          Continental, Mountain, and Modified Marine are the three major climatic types of Texas, with no distinguishable boundaries. Modified Marine, or subtropical, dominates the majority of the state. Texas has an annual precipitation range from 60.57 inches (1,538.5 mm) in Jasper County, East Texas, to 9.43 inches (239.5 mm) in El Paso. The record high of 120  F (49  C) was reached at Seymour on Aug. 12, 1936, and Monahans on June 28, 1994. The low also ties at -23  F (-31  C) in Tulia on Feb. 12, 1899, and Seminole on Feb. 8, 1933.


          


          Physical geography


          With 10 climatic regions, 14 soil regions, and 11 distinct ecological regions, classifing regions becomes problematic with differences in soils, topography, geology, rainfall, and plant and animal communities. The geographic centre of Texas is about 15 miles (24 km) northeast of Brady in northern McCulloch County. Guadalupe Peak, at 8,749 feet (2,667 m) above sea level is the highest point in Texas. The lowest being sea level where Texas meets the Gulf of Mexico. Texas has five state forests and 120 state parks for a total over 605,000 acre (2,450 km). There are 3,700 named streams and 15 major river systems flowing through 191,000 miles (307,385 km) of Texas. Eventually emptying into seven major estuaries, these rivers support over 212 reservoirs.


          Texas is so large in its east-west expanse that El Paso, in the western corner of the state, is closer to San Diego, California than to Beaumont, near the Louisiana state line; Beaumont, in turn, is closer to Jacksonville, Florida than it is to El Paso. Also, Texarkana, in the northeastern corner of the state, is about the same distance from Chicago, Illinois as it is to El Paso. The north-south expanse is similarly impressive; Dalhart, in the northwestern corner of the state, is closer to the state capitals of Kansas, Colorado, New Mexico, Oklahoma and Wyoming than it is to Austin, its own state capital.


          


          Gulf Coastal Plains
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              Caddo Lake
            

          


          The Gulf Coastal Plains from the Gulf of Mexico inland to the Balcones Fault and the Eastern Cross Timbers. This large area stretches from the cities of Paris to San Antonio to Del Rio but shows a large variety in vegetation. The thick pineywoods of east Texas and the brush country south of San Antonio are found here. With about 20 to over 58 inches (508-1,480 mm) annual rainfall, this is a nearly level, drained plain dissected by streams and rivers flowing into estuaries and marshes. Windblown sands and dunes, grasslands, oak mottes and salt marshes make up the seaward areas. National Parks include Big Thicket National Preserve, Padre Island National Seashore and the Palo Alto Battlefield National Historic Site.


          


          Interior Lowlands
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              Looking north at the Caprock Escarpment.
            

          


          The Interior Lowlands are bounded by the Caprock Escarpment to the west, the Edwards Plateau to the south, and the Eastern Cross Timbers to the east. This area includes the North Central Plains around the cities of Abilene and Wichita Falls, the Western Cross Timbers to the west of Fort Worth, the Grand Prairie, and the Eastern Cross Timbers to the east of Dallas. With about 35 to 50 inches (889-1,270 mm) annual rainfall, gently rolling to hilly forested land is part of a larger pine-hardwood forest of oaks, hickories, elm and gum trees. Soils vary from coarse sands to tight clays or red-bed clays and shales. The only National Park in this region is Lake Meredith National Recreation Area.


          


          Great Plains


          
            [image: Hill Country]

            
              Hill Country
            

          


          The Great Plains include the Llano Estacado, the Panhandle, Edwards Plateau, Toyah Basin, and the Llano Uplift. It is bordered on the east by the Caprock Escarpment in the panhandle and by the Balcones Fault to the southeast. Cities in this region include Austin, San Angelo, Midland and Odessa, Lubbock, and Amarillo. The Hill Country is a popular name for the area of hills along the Balcones Escarpment and is a transitional area between the Great Plains and the Gulf Coastal Plains. With about 15 to 31 inches (381-787 millimeter|mm) annual rainfall, the southern end of the Great Plains are gently rolling plains of shrub and grassland, and home to the dramatic Caprock Canyons and Palo Duro Canyon state parks. The largest concentration of playa lakes in the world (nearly 22,000) is on the Southern High Plains of Texas and Eastern New Mexico.


          Texas's Blackland Prairie were some of the first areas farmed in Texas. Highly expansive clays with characteristic dark coloration, called the Houston Black series, occur on about 1.5 million acres (6,000 km) extending from north of Dallas south to San Antonio. The Professional Soil Scientists Association of Texas has recommended to the State Legislature that the Houston Black series be designated the State soil. The series was established in 1902. National Parks in this area are the Lyndon B. Johnson National Historical Park and the San Antonio Missions National Historical Park.


          


          Basin and Range Province
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              El Capitan
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              Rio Grande Valley
            

          


          Trans-Pecos Natural Region with less than 12 inches (305 millimeter|mm) annual rainfall. The most complex Natural Region, it includes Sand Hills, the Stockton Plateau, desert valleys, wooded mountain slopes and desert grasslands. The Basin and Range Province in extreme western Texas, west of the Pecos River beginning with the Davis Mountains on the east and the Rio Grande to its west and south. The Trans-Pecos region is the only part of Texas regarded as mountainous and includes seven named peaks in elevation greater than 8,000 feet (2,400 m). With less than 12 inches (305 millimeter|mm) annual rainfall, this region includes sand hills, desert valleys, wooded mountain slopes and desert grasslands. The vegetation diversity includes at least 268 grass species and 447 species of woody plants. National Parks include the Amistad National Recreation Area, Big Bend National Park, Chamizal National Memorial, Fort Davis National Historic Site, Guadalupe Mountains National Park, and the Rio Grande Wild and Scenic River.


          


          Geology


          


          Texas is mostly sedimentary rocks, with east Texas underlain by a Cretaceous and younger sequence of sediments, the trace of ancient shorelines east and south until the active continental margin of the Gulf of Mexico is met. This sequence is built atop the subsided crest of the Appalachian Mountains Ouachita MountainsMarathon Mountains zone of Pennsylvanian continental collision, which collapsed when rifting in Jurassic time opened the Gulf of Mexico. West from this orogenic crest, which is buried beneath the Dallas Waco Austin San Antonio trend, the sediments are Permian and Triassic in age. Oil is found in the Cretaceous sediments in the east, the Permian sediments in the west, and along the Gulf coast and out on the Texas continental shelf. A few exposures of Precambrian igneous and metamorphic rocks are found in the central and western parts of the state, and Oligocene volcanic rocks are found in far west Texas, in the Big Bend area. A blanket of Miocene sediments known as the Ogallala formation in the western high plains region is an important aquifer. Texas has no active or dormant volcanoes and few earthquakes, being situated far from an active plate tectonic boundary. (The Big Bend area is the most seismically active; however, the area is sparsely populated and suffers minimal damages and injuries, and no known fatalities have been attributed to a Texas earthquake.)
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        Geologic time scale
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              Diagram of geological time scale.
            

          


          

          The geologic time scale is a chronologic schema (or idealized Model) relating stratigraphy to time that is used by geologists and other earth scientists to describe the timing and relationships between events that have occurred during the history of Earth. The table of geologic periods presented here agrees with the dates and nomenclature proposed by the International Commission on Stratigraphy, and uses the standard colour codes of the United States Geological Survey.


          


          Evidence from radiometric dating indicates that the Earth is about 4.570 billion years old. The geological or deep time of Earth's past has been organized into various units according to events which took place in each period. Different spans of time on the time scale are usually delimited by major geological or paleontological events, such as mass extinctions. For example, the boundary between the Cretaceous period and the Paleogene period is defined by the extinction event, known as the CretaceousTertiary extinction event, that marked the demise of the dinosaurs and of many marine species. Older periods which predate the reliable fossil record are defined by absolute age.


          


          Graphical timelines


          The second and third timelines are each subsections of their preceding timeline as indicated by asterisks.
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            Millions of Years
          


          



          The Holocene (the latest epoch) is too small to be shown clearly on this timeline.


          


          Terminology


          The largest defined unit of time is the supereon composed of Eons. Eons are divided into Eras, which are in turn divided into Periods, Epochs and Stages. At the same time paleontologists define a system of faunal stages, of varying lengths, based on changes in the observed fossil assemblages. In many cases, such faunal stages have been adopted in building the geological nomenclature, though in general there are far more recognized faunal stages than defined geological time units.


          Geologists tend to talk in terms of Upper/Late, Lower/Early and Middle parts of periods and other units , such as "Upper Jurassic", and "Middle Cambrian". Upper, Middle, and Lower are terms applied to the rocks themselves, as in "Upper Jurassic sandstone," while Late, Middle, and Early are applied to time, as in "Early Jurassic deposition" or "fossils of Early Jurassic age." The adjectives are capitalized when the subdivision is formally recognized, and lower case when not; thus "early Miocene" but "Early Jurassic." Because geologic units occurring at the same time but from different parts of the world can often look different and contain different fossils, there are many examples where the same period was historically given different names in different locales. For example, in North America the Lower Cambrian is referred to as the Waucoban series that is then subdivided into zones based on trilobites. The same timespan is split into Tommotian, Atdabanian and Botomian stages in East Asia and Siberia. A key aspect of the work of the International Commission on Stratigraphy is to reconcile this conflicting terminology and define universal horizons that can be used around the world.


          


          History of the time scale
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              Earth history mapped to 24 hours
            

          


          One of the principles underlying geologic time scales was the principle of superposition of strata, first proposed in the 11th century by the Persian geologist, Avicenna (Ibn Sina). While discussing the origins of mountains in The Book of Healing in 1027, he outlined the principle as follows:


          
            
              "It is also possible that the sea may have happened to flow little by little over the land consisting of both plain and mountain, and then have ebbed away from it. ... It is possible that each time the land was exposed by the ebbing of the sea a layer was left, since we see that some mountains appear to have been piled up layer by layer, and it is therefore likely that the clay from which they were formed was itself at one time arranged in layers. One layer was formed first, then at a different period, a further was formed and piled, upon the first, and so on. Over each layer there spread a substance of differenti material, which formed a partition between it and the next layer; but when petrification took place something occurred to the partition whcih caused it to break up and disintegrate from between the layers (possibly referring to unconformity). ... As to the beginning of the sea, its clay is either sedimentary or primeval, the latter not being sedimentary. It is probable that the sedimantary clay was formed by the disintegration of the strata of mountains. Such is the formation of mountains."

            

          


          Later in the 11th century, the Chinese naturalist, Shen Kuo (1031-1095), also recognized the concept of ' deep time'.


          The principles underlying geologic (geological) time scales were later laid down by Nicholas Steno in the late 17th century. Steno argued that rock layers (or strata) are laid down in succession, and that each represents a "slice" of time. He also formulated the law of superposition, which states that any given stratum is probably older than those above it and younger than those below it. While Steno's principles were simple, applying them to real rocks proved complex. Over the course of the 18th century geologists realized that:


          
            	Sequences of strata were often eroded, distorted, tilted, or even inverted after deposition;


            	Strata laid down at the same time in different areas could have entirely different appearances;


            	The strata of any given area represented only part of the Earth's long history.
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              A comparative geological timescale
            

          


          The first serious attempts to formulate a geological time scale that could be applied anywhere on Earth took place in the late 18th century. The most influential of those early attempts (championed by Abraham Werner, among others) divided the rocks of the Earth's crust into four types: Primary, Secondary, Tertiary, and Quaternary. Each type of rock, according to the theory, formed during a specific period in Earth history. It was thus possible to speak of a "Tertiary Period" as well as of "Tertiary Rocks." Indeed, "Tertiary" (now Paleocene-Pliocene) and "Quaternary" (now Pleistocene-Holocene) remained in use as names of geological periods well into the 20th century.


          In opposition to the then-popular Neptunist theories expounded by Werner (that all rocks had precipitated out of a single enormous flood), a major shift in thinking came with the reading by James Hutton of his Theory of the Earth; or, an Investigation of the Laws Observable in the Composition, Dissolution, and Restoration of Land Upon the Globe before the Royal Society of Edinburgh in March and April 1785, events which "as things appear from the perspective of the twentieth century, James Hutton in those reading became the founder of modern geology" What Hutton proposed was that the interior of the Earth was hot, and that this heat was the engine which drove the creation of new rock: land was eroded by air and water and deposited as layers in the sea; heat then consolidated the sediment into stone, and uplifted it into new lands. This theory was dubbed "Plutonist" in contrast to the flood-oriented theory.


          The identification of strata by the fossils they contained, pioneered by William Smith, Georges Cuvier, Jean d'Omalius d'Halloy and Alexandre Brogniart in the early 19th century, enabled geologists to divide Earth history more precisely. It also enabled them to correlate strata across national (or even continental) boundaries. If two strata (however distant in space or different in composition) contained the same fossils, chances were good that they had been laid down at the same time. Detailed studies between 1820 and 1850 of the strata and fossils of Europe produced the sequence of geological periods still used today.


          The process was dominated by British geologists, and the names of the periods reflect that dominance. The "Cambrian," (the Roman name for Wales) and the "Ordovician," and "Silurian", named after ancient Welsh tribes, were periods defined using stratigraphic sequences from Wales. The "Devonian" was named for the English county of Devon, and the name "Carboniferous" was simply an adaptation of "the Coal Measures," the old British geologists' term for the same set of strata. The "Permian" was named after Perm, Russia, because it was defined using strata in that region by a Scottish geologist Roderick Murchison. However, some periods were defined by geologists from other countries. The "Triassic" was named in 1834 by a German geologist Friedrich Von Alberti from the three distinct layers (Latin trias meaning triad)  red beds, capped by chalk, followed by black shales that are found throughout Germany and Northwest Europe, called the 'Trias'. The "Jurassic" was named by a French geologist Alexandre Brogniart for the extensive marine limestone exposures of the Jura Mountains. The "Cretaceous" (from Latin creta meaning ' chalk') as a separate period was first defined by a Belgian geologist Jean d'Omalius d'Halloy in 1822, using strata in the Paris basin and named for the extensive beds of chalk (calcium carbonate deposited by the shells of marine invertebrates).


          British geologists were also responsible for the grouping of periods into Eras and the subdivision of the Tertiary and Quaternary periods into epochs.


          When William Smith and Sir Charles Lyell first recognized that rock strata represented successive time periods, time scales could be estimated only very imprecisely since various kinds of rates of change used in estimation were highly variable. While creationists had been proposing dates of around six or seven thousand years for the age of the Earth based on the Bible, early geologists were suggesting millions of years for geologic periods with some even suggesting a virtually infinite age for the Earth. Geologists and paleontologists constructed the geologic table based on the relative positions of different strata and fossils, and estimated the time scales based on studying rates of various kinds of weathering, erosion, sedimentation, and lithification. Until the discovery of radioactivity in 1896 and the development of its geological applications through radiometric dating during the first half of the 20th century (pioneered by such geologists as Arthur Holmes) which allowed for more precise absolute dating of rocks, the ages of various rock strata and the age of the Earth were the subject of considerable debate.


          In 1977, the Global Commission on Stratigraphy (now the International Commission on Stratigraphy) started an effort to define global references ( Global Boundary Stratotype Sections and Points) for geologic periods and faunal stages. The commission's most recent work is described in the 2004 geologic time scale of Gradstein et al.. A UML model for how the timescale is structured, relating it to the GSSP, is also available.


          


          Table of geologic time


          The following table summarizes the major events and characteristics of the periods of time making up the geologic time scale. As above, this time scale is based on the International Commission on Stratigraphy. (See lunar geologic timescale for a discussion of the geologic subdivisions of Earth's moon.) The height of each table entry does not correspond to the duration of each subdivision of time.


          
            
              
Geologic time scale
            


            
              
                
                  	Supereon

                  	Eon

                  	Era

                  	Period

                  	Series / Epoch

                  	Faunal stage / Geologic age / Stage (geology)

                  	Major events

                  	Start, million years ago
                


                
                  	

                  	Phanerozoic

                  	Cenozoic

                  	Neogene

                  	Holocene

                  	Quaternary

                  	The last glacial period ends and rise of human civilization. Quaternary Ice Age recedes, and the current interglacial begins. Younger Dryas cold spell occurs, Sahara Desert forms from savannah, and agriculture begins, allowing humans to build cities. Paleolithic/ Neolithic (Stone Age) cultures begin around 10,000 BC, giving way to Copper Age (3500 BC) and Bronze Age (2500 BC). Cultures continue to grow in complexity and technical advancement through the Iron Age (1200 BC), giving rise to many pre-historic cultures throughout the world, eventually leading into Classical Antiquity, such as Ancient Rome and even to the Middle Ages and present day. Also refer to the List of archaeological periods for clarification on early cultures and ages. Mount Tambora erupts in 1815, causing the Year Without a Summer (1816) in Europe and North America from a volcanic winter. atmospheric CO2 levels start creeping from 100 ppmv at the end of the last glaciation to the current level of 385 parts per million volume (ppmv), causing, according to some sources, global warming and climate change, possibly from anthropogenic sources, such as the Industrial Revolution

                  	0.011430 0.00013
                


                
                  	Pleistocene

                  	Late/ Tyrrhenian Stage

                  	Flourishing and then extinction of many large mammals ( Pleistocene megafauna). Evolution of anatomically modern humans. Quaternary Ice Age continues with glaciations and interstadials (and the accompanying fluctuations from 100 to 300 ppmv in atmospheric Carbon Dioxide levels), further intensification of Icehouse Earth conditions, roughly 1.6 MYA. Last glacial maximum (30,000 years ago), last glacial period (18,000-15,000 years ago). Dawn of human stone-age cultures, with increasing technical complexity than previous ice age cultures, such as engravings and clay statues ( Venus of Lespugue), particularly in the Mediterranean and Europe. Lake Toba supervolcano erupts 75,000 years before present, causing a volcanic winter and pushes humanity to the brink of extinction.

                  	0.126 0.005*
                


                
                  	Middle

                  	0.500?
                


                
                  	Early

                  	1.806 0.005*
                


                
                  	Gelasian

                  	2.588 0.005*
                


                
                  	Pliocene

                  	Piacenzian/ Blancan

                  	Intensification of present Icehouse conditions, Present (Quaternary) ice age begins roughly 2.58 MYA; cool and dry climate. Australopithecines, many of the existing genera of mammals, and recent mollusks appear. Homo habilis appears.

                  	3.600 0.005*
                


                
                  	Zanclean

                  	5.332 0.005*
                


                
                  	Miocene

                  	Messinian

                  	Moderate Icehouse climate, puncuated by ice ages; Orogeny in northern hemisphere. Modern mammal and bird families became recognizable. Horses and mastodons diverse. Grasses become ubiquitous. First apes appear (for reference see the article: " Sahelanthropus tchadensis"). Kaikoura Orogeny forms Southern Alps in New Zealand, continues today. Orogeny of the Alps in Europe slows, but continues to this day. Carpathean orogeny forms Carpathian Mountains in Central and Eastern Europe. Hellenic orogeny in Greece and Aegean Sea slows, but continues to this day. Middle Miocene Disruption occurs. Widespread forests slowly draw in massive amounts of atmospheric Carbon Dioxide, gradually lowering the level atmospheric CO2 from 650 ppmv down to around 100 ppmv.

                  	7.246 0.05*
                


                
                  	Tortonian

                  	11.608 0.05*
                


                
                  	Burdigalian

                  	13.65 0.05*
                


                
                  	Serravallian

                  	15.97 0.05*
                


                
                  	Langhian

                  	20.43 0.05*
                


                
                  	Aquitanian

                  	23.03 0.05*
                


                
                  	Paleogene

                  	Oligocene

                  	Chattian

                  	Warm but cooling climate, moving towards Icehouse; Rapid evolution and diversification of fauna, especially mammals. Major evolution and dispersal of modern types of flowering plants

                  	28.4 0.1*
                


                
                  	Rupelian

                  	33.9 0.1*
                


                
                  	Eocene

                  	Priabonian

                  	Moderate, cooling climate. Archaic mammals (e.g. Creodonts, Condylarths, Uintatheres, etc) flourish and continue to develop during the epoch. Appearance of several "modern" mammal families. Primitive whales diversify. First grasses. Reglaciation of Antarctica and formation of its ice cap; Azolla event triggers ice age, and the Icehouse Earth climate that would follow it to this day, from the settlement and decay of seafloor algae drawing in massive amounts of atmospheric Carbon Dioxide, lowering it from 3800 ppmv down to 650 ppmv. End of Laramide and Sevier Orogenies of the Rocky Mountains in North America. Orogeny of the Alps in Europe begins. Hellenic Orogeny begins in Greece and Aegean Sea.

                  	37.2 0.1*
                


                
                  	Bartonian

                  	40.4 0.2*
                


                
                  	Lutetian

                  	48.6 0.2*
                


                
                  	Ypresian

                  	55.8 0.2*
                


                
                  	Paleocene

                  	Thanetian

                  	Climate tropical. Modern plants appear; Mammals diversify into a number of primitive lineages following the extinction of the dinosaurs. First large mammals (up to bear or small hippo size). Alpine orogeny in Europe and Asia begins. Indian Subcontinent collides with Asia 55 MYA, Himalayan Orogeny starts between 52 and 48 MYA.

                  	58.7 0.2*
                


                
                  	Selandian

                  	61.7 0.3*
                


                
                  	Danian

                  	65.5 0.3*
                


                
                  	Mesozoic

                  	Cretaceous

                  	Upper/Late

                  	Maastrichtian

                  	Flowering plants proliferate, along with new types of insects. More modern teleost fish begin to appear. Ammonites, belemnites, rudist bivalves, echinoids and sponges all common. Many new types of dinosaurs (e.g. Tyrannosaurs, Titanosaurs, duck bills, and horned dinosaurs) evolve on land, as do Eusuchia ( modern crocodilians); and mosasaurs and modern sharks appear in the sea. Primitive birds gradually replace pterosaurs. Monotremes, marsupials and placental mammals appear. Break up of Gondwana. Beginning of Laramide and Sevier Orogenies of the Rocky Mountains. Atmospheric Carbon Dioxide close to present-day levels.

                  	70.6 0.6*
                


                
                  	Campanian

                  	83.5 0.7*
                


                
                  	Santonian

                  	85.8 0.7*
                


                
                  	Coniacian

                  	89.3 1.0*
                


                
                  	Turonian

                  	93.5 0.8*
                


                
                  	Cenomanian

                  	99.6 0.9*
                


                
                  	Lower/Early

                  	Albian

                  	112.0 1.0*
                


                
                  	Aptian

                  	125.0 1.0*
                


                
                  	Barremian

                  	130.0 1.5*
                


                
                  	Hauterivian

                  	136.4 2.0*
                


                
                  	Valanginian

                  	140.2 3.0*
                


                
                  	Berriasian

                  	145.5 4.0*
                


                
                  	Jurassic

                  	Upper/Late

                  	Tithonian

                  	Gymnosperms (especially conifers, Bennettitales and cycads) and ferns common. Many types of dinosaurs, such as sauropods, carnosaurs, and stegosaurs. Mammals common but small. First birds and lizards. Ichthyosaurs and plesiosaurs diverse. Bivalves, Ammonites and belemnites abundant. Sea urchins very common, along with crinoids, starfish, sponges, and terebratulid and rhynchonellid brachiopods. Breakup of Pangaea into Gondwana and Laurasia. Nevadan orogeny in North America. Rantigata and Cimmerian Orogenies taper off. Atmospheric Carbon Dioxide levels 4-5 times the present day levels (1200-1500 ppmv, compared to today's 385 ppmv).

                  	150.8 4.0*
                


                
                  	Kimmeridgian

                  	155.7 4.0*
                


                
                  	Oxfordian

                  	161.2 4.0*
                


                
                  	Middle

                  	Callovian

                  	164.7 4.0
                


                
                  	Bathonian

                  	167.7 3.5*
                


                
                  	Bajocian

                  	171.6 3.0*
                


                
                  	Aalenian

                  	175.6 2.0*
                


                
                  	Lower/Early

                  	Toarcian

                  	183.0 1.5*
                


                
                  	Pliensbachian

                  	189.6 1.5*
                


                
                  	Sinemurian

                  	196.5 1.0*
                


                
                  	Hettangian

                  	199.6 0.6*
                


                
                  	Triassic

                  	Upper/Late

                  	Rhaetian

                  	Archosaurs dominant on land as dinosaurs, in the oceans as Ichthyosaurs and nothosaurs, and in the air as pterosaurs. cynodonts become smaller and more mammal-like, while first mammals and crocodilia appear. Dicrodium flora common on land. Many large aquatic temnospondyl amphibians. Ceratitic ammonoids extremely common. Modern corals and teleost fish appear, as do many modern insect clades. Andean Orogeny in South America. Cimmerian Orogeny in Asia. Rangitata Orogeny begins in New Zealand. Hunter-Bowen Orogeny in Northern Australia, Queensland and New South Wales ends, (c. 260-225 MYA)

                  	203.6 1.5*
                


                
                  	Norian

                  	216.5 2.0*
                


                
                  	Carnian

                  	228.0 2.0*
                


                
                  	Middle

                  	Ladinian

                  	237.0 2.0*
                


                
                  	Anisian

                  	245.0 1.5*
                


                
                  	Lower/Early ("Scythian")

                  	Olenekian

                  	249.7 1.5*
                


                
                  	Induan

                  	251.0 0.7*
                


                
                  	Paleozoic

                  	Permian

                  	Lopingian

                  	Changhsingian

                  	Landmasses unite into supercontinent Pangaea, creating the Appalachians. End of Permo-Carboniferous glaciation. Synapsid reptiles (pelycosaurs and therapsids) become plentiful, while parareptiles and temnospondyl amphibians remain common. In the mid-Permian, coal-age flora are replaced by cone-bearing gymnosperms (the first true seed plants) and by the first true mosses. Beetles and flies evolve. Marine life flourishes in warm shallow reefs; productid and spiriferid brachiopods, bivalves, forams, and ammonoids all abundant. Permian-Triassic extinction event occurs 251 mya: 95% of life on Earth becomes extinct, including all trilobites, graptolites, and blastoids. Ouachita and Innuitian Orogenies in North America. Uralian Orogeny in Europe/Asia tapers off. Altaid orogeny in Asia. Hunter-Bowen Orogeny on Australian Continent begins, (c. 260-225 MYA). Forms the MacDonnell Ranges.

                  	253.8 0.7*
                


                
                  	Wuchiapingian

                  	260.4 0.7*
                


                
                  	Guadalupian

                  	Capitanian

                  	265.8 0.7*
                


                
                  	Wordian/Kazanian

                  	268.4 0.7*
                


                
                  	Roadian/Ufimian

                  	270.6 0.7*
                


                
                  	Cisuralian

                  	Kungurian

                  	275.6 0.7*
                


                
                  	Artinskian

                  	284.4 0.7*
                


                
                  	Sakmarian

                  	294.6 0.8*
                


                
                  	Asselian

                  	299.0 0.8*
                


                
                  	Carbon-

                  iferous/

                  Pennsyl-

                  vanian

                  	Upper/Late

                  	Gzhelian

                  	Winged insects radiate suddenly; some (esp. Protodonata and Palaeodictyoptera) are quite large. Amphibians common and diverse. First reptiles and coal forests ( scale trees, ferns, club trees, giant horsetails, Cordaites, etc.). Highest-ever atmospheric oxygen levels. Goniatites, brachiopods, bryozoa, bivalves, and corals plentiful in the seas and oceans. Testate forams proliferate. Uralian Orogeny in Europe and Asia. Variscan orogeny occurs towards middle and late Mississippian Periods.

                  	303.9 0.9*
                


                
                  	Kasimovian

                  	306.5 1.0*
                


                
                  	Middle

                  	Moscovian

                  	311.7 1.1*
                


                
                  	Lower/Early

                  	Bashkirian

                  	318.1 1.3*
                


                
                  	Carbon-

                  iferous/

                  Missis-

                  sippian

                  	Upper/Late

                  	Serpukhovian

                  	Large primitive trees, first land vertebrates, and amphibious sea-scorpions live amid coal-forming coastal swamps. Lobe-finned rhizodonts are dominant big fresh-water predators. In the oceans, early sharks are common and quite diverse; echinoderms (especially crinoids and blastoids) abundant. Corals, bryozoa, goniatites and brachiopods ( Productida, Spiriferida, etc.) very common. But trilobites and nautiloids decline. Glaciation in East Gondwana. Tuhua Orogeny in New Zealand tapers off.

                  	326.4 1.6*
                


                
                  	Middle

                  	Visan

                  	345.3 2.1*
                


                
                  	Lower/Early

                  	Tournaisian

                  	359.2 2.5*
                


                
                  	Devonian

                  	Upper/Late

                  	Famennian

                  	First clubmosses, horsetails and ferns appear, as do the first seed-bearing plants ( progymnosperms), first trees (the progymnosperm Archaeopteris), and first (wingless) insects. Strophomenid and atrypid brachiopods, rugose and tabulate corals, and crinoids are all abundant in the oceans. Goniatite ammonoids are plentiful, while squid-like coleoids arise. Trilobites and armoured agnaths decline, while jawed fishes ( placoderms, lobe-finned and ray-finned fish, and early sharks) rule the seas. First amphibians still aquatic. "Old Red Continent" of Euramerica. Beginning of Acadian Orogeny for Anti-Atlas Mountains of North Africa, and Appalachian Mountains of North America, also the Antler, Variscan, and Tuhua Orogeny in New Zealand.

                  	374.5 2.6*
                


                
                  	Frasnian

                  	385.3 2.6*
                


                
                  	Middle

                  	Givetian

                  	391.8 2.7*
                


                
                  	Eifelian

                  	397.5 2.7*
                


                
                  	Lower/Early

                  	Emsian

                  	407.0 2.8*
                


                
                  	Pragian

                  	407.0 2.8*
                


                
                  	Lochkovian

                  	416.0 2.8*
                


                
                  	Silurian

                  	Pridoli

                  	no faunal stages defined

                  	First Vascular plants (the rhyniophytes and their relatives), first millipedes and arthropleurids on land. First jawed fishes, as well as many armoured jawless fish, populate the seas. Sea-scorpions reach large size. Tabulate and rugose corals, brachiopods (Pentamerida, Rhynchonellida, etc.), and crinoids all abundant. Trilobites and mollusks diverse; graptolites not as varied. Beginning of Caledonian Orogeny for hills in England, Ireland, Wales, Scotland, and the Scandinavian Mountains. Also continued into Devonian period as the Acadian Orogeny, above. Taconic Orogeny tapers off. Lachlan Orogeny on Australian Continent tapers off.

                  	418.7 2.7*
                


                
                  	Ludlow/ Cayugan

                  	Ludfordian

                  	421.3 2.6*
                


                
                  	Gorstian

                  	422.9 2.5*
                


                
                  	Wenlock

                  	Homerian/ Lockportian

                  	426.2 2.4*
                


                
                  	Sheinwoodian/ Tonawandan

                  	428.2 2.3*
                


                
                  	Llandovery/

                  Alexandrian

                  	Telychian/ Ontarian

                  	436.0 1.9*
                


                
                  	Aeronian

                  	439.0 1.8*
                


                
                  	Rhuddanian

                  	443.7 1.5*
                


                
                  	Ordovician

                  	Upper/Late

                  	Hirnantian

                  	Invertebrates diversify into many new types (e.g., long straight-shelled cephalopods). Early corals, articulate brachiopods (Orthida, Strophomenida, etc.), bivalves, nautiloids, trilobites, ostracods, bryozoa, many types of echinoderms ( crinoids, cystoids, starfish, etc.), branched graptolites, and other taxa all common. Conodonts (early planktonic vertebrates) appear. First green plants and fungi on land. Ice age at end of period.

                  	445.6 1.5*
                


                
                  	other faunal stages

                  	460.9 1.6*
                


                
                  	Middle

                  	Darriwilian

                  	468.1 1.6*
                


                
                  	other faunal stages

                  	471.8 1.6*
                


                
                  	Lower/Early

                  	Arenig

                  	471.8 1.7*
                


                
                  	Tremadocian

                  	488.3 1.7*
                


                
                  	Cambrian

                  	Furongian

                  	other faunal stages

                  	Major diversification of life in the Cambrian Explosion. Many fossils; most modern animal phyla appear. First chordates appear, along with a number of extinct, problematic phyla. Reef-building Archaeocyatha abundant; then vanish. Trilobites, priapulid worms, sponges, inarticulate brachiopods (unhinged lampshells), and many other animals numerous. Anomalocarids are giant predators, while many Ediacaran fauna die out. Prokaryotes, protists (e.g., forams), fungi and algae continue to present day. Gondwana emerges. Petermann Orogeny on the Australian Continent tapers off (550-535 MYA). Ross Orogeny in Antarctica. Adelaide Geosyncline (Delamerian Orogeny), majority of orogenic activity from 514-500 MYA. Lachlan Orogeny on Australian Continent, c. 540-440 MYA. Atmospheric Carbon Dioxide content roughly 20-35 times present-day ( Holocene) levels (6000 ppmv compared to today's 385 ppmv)</ref>

                  	496.0 2.0*
                


                
                  	Paibian/ Ibexian/

                  Ayusokkanian/ Sakian/

                  Aksayan

                  	501.0 2.0*
                


                
                  	Middle

                  	other faunal stages/ Albertan

                  	513.0 2.0
                


                
                  	Lower/Early

                  	other faunal stages/

                  Waucoban/ Tommotian/

                  Atdabanian/ Botomian

                  	542.0 1.0*
                


                
                  	Precam-

                  brian

                  	Proter-

                  ozoic

                  	Neo-

                  proterozoic

                  	Ediacaran

                  	Good fossils of the first multi-celled animals. Ediacaran biota flourish worldwide in seas. Simple trace fossils of possible worm-like Trichophycus, etc. First sponges and trilobitomorphs. Enigmatic forms include many soft-jellied creatures shaped like bags, disks, or quilts (like Dickinsonia). Taconic Orogeny in North America. Aravalli Range orogeny in Indian Subcontinent. Beginning of Petermann Orogeny on Australian Continent. Beardmore Orogeny in Antarctica, 633-620 MYA.

                  	630 +5/-30*
                


                
                  	Cryogenian

                  	Possible "Snowball Earth" period. Fossils still rare. Rodinia landmass begins to break up. Late Ruker / Nimrod Orogeny in Antarctica tapers off.

                  	850
                


                
                  	Tonian

                  	Rodinia supercontinent persists. Trace fossils of simple multi-celled eukaryotes. First radiation of dinoflagellate-like acritarchs. Grenville Orogeny tapers off in North America. Pan-African Orogeny in Africa. Lake Ruker / Nimrod Orogeny in Antarctica, 1000  150 MYA. Edmundian Orogeny (c. 920 - 850 MYA), Gascoyne Complex, Western Australia. Adelaide Geosyncline laid down on Australian Continent, beginning of Adelaide Geosyncline (Delamerian Orogeny) in that continent.

                  	1000
                


                
                  	Meso-

                  proterozoic

                  	Stenian

                  	Narrow highly metamorphic belts due to orogeny as Rodinia formed. Late Ruker / Nimrod Orogeny in Antarctica possibly begins. Musgrave Orogeny (c. 1080 MYA), Musgrave Block, Central Australia.

                  	1200
                


                
                  	Ectasian

                  	Platform covers continue to expand. Green algae colonies in the seas. Grenville Orogeny in North America.

                  	1400
                


                
                  	Calymmian

                  	Platform covers expand. Barramundi Orogeny, MacArthur Basin, Northern Australia, and Isan Orogeny, c. 1600 MYA, Mount Isa Block, Queensland

                  	1600
                


                
                  	Paleo-

                  proterozoic

                  	Statherian

                  	First complex single-celled life: protists with nuclei. Columbia is the primordial supercontinent. Kimban Orogeny in Australian Continent ends. Yapungku Orogeny on North Yilgarn craton, in Western Australia. Mangaroon Orogeny, 1680-1620 MYA, on the Gascoyne Complex in Western Australia. Kararan Orogeny (1650- MYA), Gawler Craton, South Australia.

                  	1800
                


                
                  	Orosirian

                  	The atmosphere became oxygenic. Vredefort and Sudbury Basin asteroid impacts. Much orogeny. Penokean and Trans-Hudsonian Orogenies in North America. Early Ruker Orogeny in Antarctica, 2000 - 1700 MYA. Glenburgh Orogeny, Glenburgh Terrane, Australian Continent c. 2005 - 1920 MYA. Kimban Orogeny, Gawler craton in Australian Continent begins.

                  	2050
                


                
                  	Rhyacian

                  	Bushveld Formation formed. Huronian glaciation.

                  	2300
                


                
                  	Siderian

                  	Oxygen Catastrophe: banded iron formations formed. Sleaford Orogeny on Australian Continent, Gawler Craton 2440-2420 MYA.

                  	2500
                


                
                  	Archean

                  	Neoarchean

                  	Stabilization of most modern cratons; possible mantle overturn event. Insell Orogeny, 2650  150 MYA. Abitibi greenstone belt in present-day Ontario and Quebec begins to form, stablizes by 2600 MYA.

                  	2800
                


                
                  	Mesoarchean

                  	First stromatolites (probably colonial cyanobacteria). Oldest macrofossils. Humboldt Orogeny in Antarctica. Blake River Megacaldera Complex begins to form in present-day Ontario and Quebec, ends by roughly 2696 MYA.

                  	3200
                


                
                  	Paleoarchean

                  	First known oxygen-producing bacteria. Oldest definitive microfossils. Oldest cratons on earth (such as the Canadian Shield and the Pilbara Craton) may have formed during this period. Rayner Orogeny in Antarctica.

                  	3600
                


                
                  	Eoarchean

                  	Simple single-celled life (probably bacteria and perhaps archaea). Oldest probable microfossils.

                  	3800
                


                
                  	Hadean


                  	Lower Imbrian

                  	This era overlaps the end of the Late Heavy Bombardment of the inner solar system.

                  	c.3850
                


                
                  	Nectarian

                  	This era gets its name from the lunar geologic timescale when the Nectaris Basin and other major lunar basins were formed by large impact events.

                  	c.3920
                


                
                  	Basin Groups

                  	Oldest known rock (4030 Ma). The first Lifeforms and self-replicating RNA molecules may have evolved on earth around 4000 Ma during this era. Naiper Orogeny in Antarctica, 4000  200 MYA.

                  	c.4150
                


                
                  	Cryptic

                  	Oldest known mineral ( Zircon, 44068 Ma). Formation of Earth (4567.17 to 4570 Ma)

                  	c.4570
                

              

            


            
              
                	^ Munim M. Al-Rawi and Salim Al-Hassani (November 2002). " The Contribution of Ibn Sina (Avicenna) to the development of Earth sciences". FSTC. Retrieved on 2008- 07-01.


                	^ Stephen Toulmin and June Goodfield (1965), The Ancestry of Science: The Discovery of Time, p. 64, University of Chicago Press ( cf. The Contribution of Ibn Sina to the development of Earth sciences)


                	^ Sivin, Nathan (1995). Science in Ancient China: Researches and Reflections. Brookfield, Vermont: Ashgate Publishing Variorum series, III, 2324.


                	^ John McPhee, Basin and Range, New York:Farrar, Straus and Giroux, 1981, pp.95-100.


                	^ John McPhee, Basin and Range, pp.113-114.


                	^ (1974) Great Soviet Encyclopedia, 3rd ed. (in Russian), Moscow: Sovetskaya Enciklopediya, vol. 16, p. 50.


                	^ Felix M. Gradstein, James G. Ogg, Alan G. Smith (Editors); A Geologic Time Scale 2004, Cambridge University Press, 2005, ( ISBN 0-521-78673-8)


                	^ Cox & Richard, A formal model for the geologic time scale and global stratotype section and point, compatible with geospatial information transfer standards, Geosphere, volume 1, pp 119-137, Geological Society of America, 2005


                	^ Paleontologists often refer to faunal stages rather than geologic (geological) periods. The stage nomenclature is quite complex. See " The Paleobiology Database". Retrieved on 2006- 03-19. for an excellent time ordered list of faunal stages.


                	^ a b Dates are slightly uncertain with differences of a few percent between various sources being common. This is largely due to uncertainties in radiometric dating and the problem that deposits suitable for radiometric dating seldom occur exactly at the places in the geologic column where they would be most useful. The dates and errors quoted above are according to the International Commission on Stratigraphy 2004 time scale. Dates labeled with a * indicate boundaries where a Global Boundary Stratotype Section and Point has been internationally agreed upon: see List of Global Boundary Stratotype Sections and Points for a complete list.


                	^ a b c d Historically, the Cenozoic has been divided up into the Quaternary and Tertiary sub-eras, as well as the Neogene and Paleogene periods. However, the International Commission on Stratigraphy has recently decided to stop endorsing the terms Quaternary and Tertiary as part of the formal nomenclature.


                	^ a b c d e f For more information on this, see the following articles: Earth's atmosphere, Carbon Dioxide, Carbon dioxide in the Earth's atmosphere, Image:Phanerozoic_Carbon_Dioxide.jpg, Image:65 Myr Climate Change.jpg, Image:Five Myr Climate Change.jpg, and Template:DF temperature


                	^ The start time for the Holocene epoch is here given as 11,430 years ago 130 years (that is, between 9610 BC- 9560 BC and 9350 BC- 9300 BC). For further discussion of the dating of this epoch, see Holocene.


                	^ a b MYA = Million Years Ago


                	^ a b In North America, the Carboniferous is subdivided into Mississippian and Pennsylvanian Periods.


                	^ The Precambrian is also known as Cryptozoic.


                	^ a b c d e f g h i j k l m n The Proterozoic, Archean and Hadean are often collectively referred to as the Precambrian Time or sometimes, also the Cryptozoic.


                	^ a b c d e f g h i j k l Defined by absolute age ( Global Standard Stratigraphic Age).


                	^ The age of the oldest measurable craton, or continental crust, is dated to 3600-3800 Ma


                	^ Though commonly used, the Hadean is not a formal eon and no lower bound for the Archean and Eoarchean have been agreed upon. The Hadean has also sometimes been called the Priscoan or the Azoic. Sometimes, the Hadean can be found to be subdivided according to the lunar geologic time scale. These eras include the Cryptic and Basin Groups (which are subdivisions of the pre-Nectarian era), Nectarian, and Lower Imbrian eras.


                	^ a b c d These era names were taken from the Lunar geologic timescale. Their use for Earth geology is unofficial.


                	^ Oldest rock on earth is the Acasta Gneiss, and it dates to 4.03 Ga, located in the Northwest Territories of Canada.


                	^ http://www.geology.wisc.edu/%7Evalley/zircons/Wilde2001Nature.pdf
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          Geology (from Greek: , g, "earth"; and ό, logos, "speech" lit. to talk about the earth) is the science and study of the solid matter that constitutes the Earth. Encompassing such things as rocks, soil, and gemstones, geology studies the composition, structure, physical properties, history, and the processes that shape Earth's components. It is one of the Earth sciences. Geologists have established the age of the Earth at about 4.6 billion (4.6x109) years, and have determined that the Earth's lithosphere, which includes the crust, is fragmented into tectonic plates that move over a rheic upper mantle ( asthenosphere) via processes that are collectively referred to as plate tectonics. Geologists help locate and manage the Earth's natural resources, such as petroleum and coal, as well as metals such as iron, copper, and uranium. Additional economic interests include gemstones and many minerals such as asbestos, perlite, mica, phosphates, zeolites, clay, pumice, quartz, and silica, as well as elements such as sulfur, chlorine, and helium. Geology is also of great importance in the applied fields of civil engineering, soil mechanics, hydrology, environmental engineering and geohazards.


          Planetary geology (sometimes known as Astrogeology) refers to the application of geologic principles to other bodies of the solar system. Specialised terms such as selenology (studies of the moon), areology (of Mars), etc., are also in use. Colloquially, geology is most often used with another noun when indicating extra-Earth bodies (e.g. "the geology of Mars").


          The word "geology" was first used by Jean-Andr Deluc in the year 1778 and introduced as a fixed term by Horace-Bndict de Saussure in the year 1779. The science was not included in Encyclopdia Britannica's third edition completed in 1797, but had a lengthy entry in the fourth edition completed by 1809. An older meaning of the word was first used by Richard de Bury to distinguish between earthly and theological jurisprudence.
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          The work Peri Lithon (On Stones) by Theophrastus (372-287 BC), a student of Aristotle, remained authoritative for millennia. Its interpretation of fossils was not overturned until after the Scientific Revolution. Peri Lithon was translated into Latin and some other foreign languages. Much later in the Roman period, Pliny the Elder produced a very extensive discussion of many more minerals and metals then widely used for practical ends. He is among the first to correctly identify the origin of amber as a fossilized resin from pine trees by the observation of insects trapped within some pieces. He also laid the basis of crystallography by recognising the octahedral habit of diamond.


          Some modern scholars, such as Fielding H. Garrison, are of the opinion that modern geology began in the Muslim world. Abu al-Rayhan al-Biruni (973-1048 AD) was one of the earliest Muslim geologists, whose works included the earliest writings on the geology of India. Ibn Sina (Avicenna, 981 - 1037 C.E.), in particular, made significant contribution to natural sciences (which he called Attabieyat) along with other natural philosophers such as Ikhwan AI-Safa and many others. He wrote an encyclopaedic work entitled Kitab AI-Shifa (the Book of Cure, Healing or Remedy from ignorance), in which Part 2, Section 5, contains his essay on Mineralogy and Meteorology, in six chapters: Formation of mountains, The advantages of mountains in the formation of clouds; Sources of water; Origin of earthquakes; Formation of minerals; The diversity of earths terrain. These principles were later known in the Renaissance of Europe as the law of superposition of strata, the concept of catastrophisim, and the doctrine of uniformitarianism. These concepts were also embodied in the Theory of the Earth by James Hutton in the Eighteenth century C.E. Academics such as Toulmin and Goodfield (1965), commented on Avicenna's contribution: "Around A.D. 1000, Avicenna was already suggesting a hypothesis about the origin of mountain ranges, which in the Christian world, would still have been considered quite radical eight hundred years later".


          In China, the polymath Shen Kua (1031-1095) formulated a hypothesis for the process of land formation: based on his observation of fossil shells in a geological stratum in a mountain hundreds of miles from the ocean, he inferred that the land was formed by erosion of the mountains and by deposition of silt.


          Georg Agricola (1494-1555), a physician, wrote the first systematic treatise about mining and smelting works, De re metallica libri XII, with an appendix Buch von den Lebewesen unter Tage (Book of the Creatures Beneath the Earth). He covered subjects like wind energy, hydrodynamic power, melting cookers, transport of ores, extraction of soda, sulfur and alum, and administrative issues. The book was published in 1556. Nicolas Steno (1638-1686) is credited with the law of superposition, the principle of original horizontality, and the principle of lateral continuity: three defining principles of stratigraphy. Previous attempts at such statements meet accusations of heresy from the Church.


          By the 1700s Jean-tienne Guettard and Nicolas Desmarest hiked central France and recorded their observations on geological maps; Guettard recorded the first observation of the volcanic origins of this part of France.


          William Smith (1769-1839) drew some of the first geological maps and began the process of ordering rock strata (layers) by examining the fossils contained in them.


          James Hutton is often viewed as the first modern geologist. In 1785 he presented a paper entitled Theory of the Earth to the Royal Society of Edinburgh. In his paper, he explained his theory that the Earth must be much older than had previously been supposed in order to allow enough time for mountains to be eroded and for sediments to form new rocks at the bottom of the sea, which in turn were raised up to become dry land. Hutton published a two-volume version of his ideas in 1795 ( Vol. 1, Vol. 2).
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          Followers of Hutton were known as Plutonists because they believed that some rocks were formed by vulcanism which is the deposition of lava from volcanoes, as opposed to the Neptunists, who believed that all rocks had settled out of a large ocean whose level gradually dropped over time.


          In 1811 Georges Cuvier and Alexandre Brongniart published their explanation of the antiquity of the Earth, inspired by Cuvier's discovery of fossil elephant bones in Paris. To prove this, they formulated the principle of stratigraphic succession of the layers of the earth. They were independently anticipated by William Smith's stratigraphic studies on England and Scotland.


          By 1827 Charles Lyell's Principles of Geology reiterated Hutton's uniformitarianism, which influenced the thought of Charles Darwin.


          Sir Charles Lyell first published his famous book, Principles of Geology, in 1830 and continued to publish new revisions until he died in 1875. He successfully promoted the doctrine of uniformitarianism. This theory states that slow geological processes have occurred throughout the Earth's history and are still occurring today. In contrast, catastrophism is the theory that Earth's features formed in single, catastrophic events and remained unchanged thereafter. Though Hutton believed in uniformitarianism, the idea was not widely accepted at the time.
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          19th century geology revolved around the question of the Earth's exact age. Estimates varied from a few 100,000 to billions of years. The most significant advance in 20th century geology has been the development of the theory of plate tectonics in the 1960s. Plate tectonic theory arose out of two separate geological observations: seafloor spreading and continental drift. The theory revolutionized the Earth sciences.


          The theory of continental drift was proposed by Frank Bursley Taylor in 1908, expanded by Alfred Wegener in 1912 and by Arthur Holmes, but wasn't broadly accepted until the late 1960s when the theory of plate tectonics was developed.


          


          Important principles of geology


          There are a number of important principles in geology. Many of these involve the ability to provide the relative ages of strata or the manner in which they were formed.


          The principle of intrusive relationships concerns crosscutting intrusions. In geology, when an igneous intrusion cuts across a formation of sedimentary rock, it can be determined that the igneous intrusion is younger than the sedimentary rock. There are a number of different types of intrusions, including stocks, laccoliths, batholiths, sills and dikes.


          The principle of cross-cutting relationships pertains to the formation of faults and the age of the sequences through which they cut. Faults are younger than the rocks they cut; accordingly, if a fault is found that penetrates some formations but not those on top of it, then the formations that were cut are older than the fault, and the ones that are not cut must be younger than the fault. Finding the key bed in these situations may help determine whether the fault is a normal fault or a thrust fault.


          The principle of inclusions and components states that, with sedimentary rocks, if inclusions (or clasts) are found in a formation, then the inclusions must be older than the formation that contains them. For example, in sedimentary rocks, it is common for gravel from an older formation to be ripped up and included in a newer layer. A similar situation with igneous rocks occurs when xenoliths are found. These foreign bodies are picked up as magma or lava flows, and are incorporated, later to cool in the matrix. As a result, xenoliths are older than the rock which contains them.


          The principle of uniformitarianism states that the geologic processes observed in operation that modify the Earth's crust at present have worked in much the same way over geologic time. A fundamental principle of geology advanced by the 18th century Scottish physician and geologist James Hutton, is that "the present is the key to the past." In Hutton's words: "the past history of our globe must be explained by what can be seen to be happening now."


          The principle of original horizontality states that the deposition of sediments occurs as essentially horizontal beds. Observation of modern marine and non-marine sediments in a wide variety of environments supports this generalization (although cross-bedding is inclined, the overall orientation of cross-bedded units is horizontal).


          The principle of superposition states that a sedimentary rock layer in a tectonically undisturbed sequence is younger than the one beneath it and older than the one above it. Logically a younger layer cannot slip beneath a layer previously deposited. This principle allows sedimentary layers to be viewed as a form of vertical time line, a partial or complete record of the time elapsed from deposition of the lowest layer to deposition of the highest bed.


          The principle of faunal succession is based on the appearance of fossils in sedimentary rocks. As organisms exist at the same time period throughout the world, their presence or (sometimes) absence may be used to provide a relative age of the formations in which they are found. Based on principles laid out by William Smith almost a hundred years before the publication of Charles Darwin's theory of evolution, the principles of succession were developed independently of evolutionary thought. The principle becomes quite complex, however, given the uncertainties of fossilization, the localization of fossil types due to lateral changes in habitat ( facies change in sedimentary strata), and that not all fossils may be found globally at the same time.


          


          Fields or related disciplines
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          The geology of the Grand Canyon area exposes one of the most complete sequences of rock anywhere, representing a period of nearly 2 billion years of the Earth's history in that part of North America. The major sedimentary rock layers exposed in the Grand Canyon and in the Grand Canyon National Park area range in age from 200 million to nearly 2 billion years old. Most were deposited in warm, shallow seas and near ancient, long-gone sea shores. Both marine and terrestrial sediments are represented, including fossilized sand dunes from an extinct desert.


          Uplift of the region started about 75 million years ago in the Laramide orogeny, a mountain-building event that is largely responsible for creating the Rocky Mountains to the east. Accelerated uplift started 17 million years ago when the Colorado Plateaus (on which the area is located) were being formed. In total these layers were uplifted an estimated 10,000 feet (3000 m) which enabled the ancestral Colorado River to cut its channel into the four plateaus that constitute this area.


          The canyon, created by the Colorado River is 277 miles (446 km) long, ranges in width from 4 to 18 miles (6.4 to 29 km) and attains a depth of more than a mile (1.6 km). Nearly two billion years of the Earth's history have been exposed as the Colorado River and its tributaries cut their channels through layer after layer of rock while the Colorado Plateau was uplifted.


          Wetter climates brought upon by ice ages starting 2 million years ago greatly increased excavation of the Grand Canyon, which was nearly as deep as it is now by 1.2 million years ago. Also about 2 million years ago volcanic activity started to deposit ash and lava over the area. At least 13 large lava flows dammed the Colorado River, forming huge lakes that were up to 2000 feet (600 m) deep and 100 miles (160 km) long. The nearly 40 identified rock layers and 14 major unconformities (gaps in the geologic record) of the Grand Canyon form one of the most studied sequences of rock in the world.
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          Deposition of sediments


          Some important terms: A geologic formation is a rock unit that has one or more sediment beds, and a member is a minor unit in a formation. Groups are sets of formations that are related in significant ways, and a supergroup is a sequence of vertically related groups and lone formations. The various kinds of unconformities are gaps in the geologic record. Such gaps can be due to an absence of deposition or due to subsequent erosion removing the rock units.


          


          Vishnu Group


          The Vishnu Group had its beginnings about 2 billion years ago in Precambrian time when thousands of feet of ash, mud, sand, and silt were laid down in a shallow backarc basin similar to the modern Sea of Japan. During this time period the basin was between Laurentia (proto-North America/Europe) and an orogenic belt of mountains and volcanoes in an island arc not unlike today's Japan. From 1.84 to 1.65 billion years ago the Yavapai and Mojave provinces (island arcs) and then the Mazatzal province collided and accreted with the Wyoming craton of the proto-North American continent. This process of plate tectonics compressed and accreted marine sediments onto Laurentia. Essentially the island arcs slammed into the growing continent and the marine sediments in-between were squeezed together and uplifted out of the sea.


          This is the metamorphic rock now exposed at the bottom of the canyon in the Inner Gorge. Geologists call this dark-colored, garnet-studded layer the Vishnu Schist. Combined with the other schists of this period, the Brahma and the Rama, this makes up the Vishnu Group (see 1a in figure 1). No identifiable fossils have been found in these strata, but lenses of marble now seen in these units were likely derived from colonies of primitive algae.


          The Vishnu Group was intruded by blobs of magma rising from a subduction zone offshore as recently as 1.66 billion years ago. These plutons slowly cooled to form the Zoroaster Granite (seen as light-colored bands in the darker Vishnu Schist; see 1b in Figure 1). Some of this rock eventually was metamorphosed into gneiss. The intrusion of the granite occurred in three phases: two during the initial Vishnu metamorphism period, and a third around 1.5 billion years ago. This third phase was accompanied by large-scale geologic faulting, particularly along north-south faults that caused some rifting, and a possible partial breakup of the continent..


          Studies of the sequence of rocks show that the Vishnu Group underwent at least two periods of orogeny (mountain-building). These orogenies created the 5 to 6 mile (8 to 10 km) high Mazatzal Mountains ( Yavapai-Mazatzal orogeny). This was a very high mountain range, possibly as high as or higher than the modern Himalaya. Then, for over 500 million years, erosion stripped much of the exposed sediments and the mountains away. This reduced this very high range to small hills a few tens to hundreds of feet (tens of meters) high, leaving a major angular unconformity. The once deeply buried mountain roots were all that remained of the Mazatzal Mountains as the sea reinvaded.


          During the late Cretaceous or early Tertiary time the Farallon tectonic plate subducted under the west coast of the North American plate causing a compressional force across the region that resulted in an uplift and the formation of the Colorado Plateau.


          


          Grand Canyon Supergroup


          In late Precambrian time, extension from a large tectonic plate or smaller plates moving away from Laurentia thinned its continental crust, forming large rift basins (this rifting ultimately failed to split the continent). Eventually, a region of Laurentia from at least present-day Lake Superior to Glacier National Park in Montana to the Grand Canyon and the Uinta Mountains was invaded by a shallow seaway. The resulting Grand Canyon Supergroup of sedimentary units is composed of nine varied formations that were laid down from 1250 million to 825 million years ago in this sea. The total thickness of the sediment and lava deposited was well over 2 miles (3 km). Rock outcroppings of the Grand Canyon Supergroup appear in parts of the Inner Gorge and in some of the deeper tributary canyons.


          The oldest section of the supergroup is the Unkar Group (a group is a set of two or more formations that are related in notable ways). It was laid down in an offshore environment.


          
            	Bass Limestone (averages 1250 million years old)  Wave action eroded the land, creating a gravel that later lithified into a basal conglomerate. This formation is known as the Hotauta Member of the Bass Limestone. The Bass Limestone formation was deposited in a shallow sea near the coast as a mix of limestone, sandstone, and shale. It is 120 to 340 feet (40 to 100 m) thick and grayish in colour. This is the oldest layer exposed in the Grand Canyon that contains fossils stromatolites.


            	Hakatai Shale (averages 1200 million years old)  The Hakatai Shale is made of thin beds of non-marine-derived mudstones, sandstones, and shale. This formation indicates a short-lived regression (retreat) of the seashore in the area that left mud flats. Today it is very bright orange-red and gives the Red Canyon its name.


            	Shinumo Quartzite  This formation was a resistant marine sandstone that later formed islands in Cambrian time. Those islands withstood wave action long enough to become re-buried by other sediments in the Cambrian Period. It was later metamorphosed into quartzite.


            	Dox Sandstone (averages 1190 million years old)  A shallow formation made of ocean-derived sandstone with some interbedded shale beds and mudstone. Ripple marks and other features indicate it was close to the shore. Outcrops of this red to orange formation can be seen in the eastern parts of the canyon. Fossils of stromatolites and algae are found in this layer.


            	Cardenas Lava (1250 to 1100 million years old)  This is the youngest formation of the Unkar Group and is made of layers of dark brown basaltic rocks that flowed as lava up to 1000 feet (300 m) thick.

          


          The Nankoweap Formation averages 1050 million years old and is not part of a group. This rock unit is made of coarse-grained sandstone, and was deposited in a shallow sea on top of the eroded surface of the Cardenas Lava. The Nankoweap is only exposed in the eastern part of the canyon. A gap in the geologic record, an unconformity, follows the Nankoweap.


          All formations in the Chuar Group (about 1000 to 825 million years old) were deposited in coastal and shallow sea environments.


          
            	Galeros Formation  A mainly greenish formation composed of interbedded sandstone, limestone, and shale with some shale ranging in colour from red to purple. Fossilized stromatolites are found in the Galeros.


            	Kwagunt Formation  The Kwagunt consists of black shale and red to purple mudstone with some limestone. Isolated pockets of reddish sandstone are also found around Carbon Butte. Stromatolites are found in this layer.


            	Sixtymile Formation  Sixtymile is made of tan-colored sandstone with some small sections of shale.

          


          About 800 million years ago the supergroup was tilted 15 and block faulted in the Grand Canyon Orogeny. Some of the block units moved down and others moved up while fault movement created north-south-trending fault-block mountain ranges. Some 100 million years of erosion took place that washed most of the Chuar Group away along with part of the Unkar Group (exposing the Shinumo Quartzite as previously explained). The mountain ranges were reduced to hills, and in some places, the whole 12,000 feet (3700 m) of the supergroup were removed entirely, exposing the Vishnu Group below. This created what geologist John Wesley Powell called the Great Unconformity, itself one of the best examples of an exposed nonconformity (an unconformity with bedded rock units above igneous or metamorphic rocks) in the world. In all some 250 million years of the area's geologic history was lost in the Great Unconformity. Good outcrops of the Grand Canyon Supergroup and the Great Unconformity can be seen in the upstream portion of the Inner Gorge.


          


          Tonto Group


          When the ocean started to return to the area 550 million years ago in the Cambrian, it began to concurrently deposit the three formations of the Tonto Group as the shoreline moved eastward:


          
            	Tapeats Sandstone (averages 545 million years old)  This formation is made of cliff-derived medium- to coarse-grained sand and conglomerate that was deposited on an ancient shore (see 3a in figure 1). Ripple marks are common in the upper members of this dark brown thin-bedded layer. Fossils and imprint trails of trilobites and brachiopods have also been found in the Tapeats. Today it is a cliff-former, 250 to 300 feet (75 to 90 m) thick.


            	Bright Angel Shale (averages 530 million years old)  Bright Angel is made of mudstone shale interbeded with small sections of sandstone and shaly limestone with a few thin beds of dolomite. It was mostly deposited as mud just offshore, and contains brachiopod, trilobite, and worm fossils (see 3b in figure 1). The colour of this formation is mostly various shades of green with some brownish-tan to gray parts. It is a slope-former, 325 to 400 feet (100 to 120 m) thick.


            	Muav Limestone (averages 515 million years old)  The Muav is made of gray thin-bedded limestone that was deposited further offshore as calcium carbonate precipitates (see 3c in figure 1). It is fossil poor yet trilobites and brachiopods have been found in it. The western part of the canyon has a much thicker sequence of Muav than the eastern part. The Muav is a cliff-former, 250 to 375 feet (80 to 120 m) thick.

          


          These three formations were laid down over a period of 30 million years from early to middle Cambrian time. Fossils of trilobites and burrowing worms are common in these formations. We know that the shoreline was transgressing (advancing onto land) because finer grade material was deposited on top of coarser-grained sediment. Today the Tonto Group makes up the Tonto Platform seen above and following the Colorado River with the Tapeats Sandstone and Muav Limestone forming cliffs, and the Bright Angel Shale forming slopes. Unlike the Paleozoic units below it, the Tonto Group's beds basically lie in their original horizontal position. The Bright Angel Shale in the group forms an aquiclude (barrier to groundwater seeping down), and thus collects and directs water through the overlying Muav Limestone to feed springs in the Inner Gorge.


          


          Temple Butte, Redwall, and Surprise Canyon


          The next two periods of geologic history, the Ordovician and the Silurian, are missing from the Grand Canyon geologic sequence. Geologists do not know if sediments were deposited in these periods and were later removed by erosion or if they were never deposited in the first place. Either way, this break in the geologic history of the area marks an unconformity of about 165 million years.


          Geologists do know that deep channels were carved on the top of the Muav Limestone during this time. Streams were the likely cause but marine scour may be to blame. Either way, these depressions were filled with freshwater limestone about 350 million years ago in the Middle Devonian in a formation that geologists call the Temple Butte Limestone (see 4a in figure 1). Marble Canyon in the eastern part of the park displays these filled purplish-colored channels well. The Temple Butte Limestone is a cliff-former in the western part of the park where it is gray to cream-colored dolomite. Fossils of animals with backbones are found in this formation; bony plates from freshwater fish in the eastern part and numerous marine fish fossils in the western part. An unconformity marks the top of this formation. The Temple Butte is 250 to 375 feet (80 to 120 m) thick.


          The next formation in the Grand Canyon geologic column is the cliff-forming Redwall Limestone, which is 450 to 525 feet (140 to 160 m) thick (see 4b in figure 1). The Redwall is composed of thick-bedded, dark brown to bluish gray limestone and dolomite with white chert nodules mixed in and was laid down in a retreating shallow tropical sea near the equator in early to middle Mississippian time (about 335 million years ago). Many fossilized crinoids, brachiopods, bryozoans, horn corals, nautiloids, and sponges, along with other marine organisms such as large and complex trilobites have been found in the Redwall. Caves and natural arches are also found. After this formation was deposited the Grand Canyon region was slowly uplifted, and part of the upper Redwall was eroded away in late Mississippian. The exposed surface of the Redwall gets its characteristic colour from rainwater dripping from the redbeds of the Supai and Hermit shale that lie above.


          The Surprise Canyon Formation is a sedimentary layer of purplish-red shale that was laid down in discontinuous beds above the Redwall (see 4c in figure 1). It was created by evolving tidal estuaries in very late Mississippian and possibly in very earliest Pennsylvanian time. This formation, which only exists in isolated lenses up to 40 feet (12 m) thick, can only be reached by helicopter. It was unknown to science until the 1980s. An unconformity marks the top of the Surprise Canyon Formation and in most places this unconformity has entirely removed the Surprise Canyon and exposed the underlying Redwall.


          


          Supai Group


          The Supai Group was deposited in Pennsylvanian and early Permian time in swampy and riparian environments from clastic sediment mostly derived from the Ancestral Rocky Mountains (the average age of this group is 285 million years). The Supai in the western park of the canyon contains limestone, indicative of a warm, shallow sea, while the eastern part was likely a muddy river delta. This formation consists of red siltstones and shale capped by tan-colored sandstone beds that together reach a thickness of 600 to 700 feet (180 to 210 m). Shale in the early Permian formations in this group were oxidized to a bright red colour. Fossils include amphibian footprints, reptiles, and plentiful plant material in the eastern part and increasing numbers of marine fossils in the western part. The formations of the Supai Group are (from oldest to youngest; an unconformity is present at the top of each):


          
            	Watahomigi (see 5a in figure 1): Slope-forming gray limestone with some red chert bands, sandstone, and purple siltstone that is 90 to 175 feet (30 to 50 m) thick.


            	Manakacha (see 5b in figure 1): Cliff- and slope-forming pale red sandstone and red shale that is 200 to 275 feet (60 to 85 m) thick.


            	Wescogame (see 5c in figure 1): Ledge- and slope-forming pale red sandstone and siltstone that is 100 to 225 feet (30 to 70 m) thick.


            	Esplanade (see 5d in figure 1): Ledge- and cliff-forming pale red sandstone and siltstone that is 225 to 300 feet (70 to 90 m) thick.

          


          An unconformity marks the top of the Supai Group.


          


          Hermit, Coconino, Toroweap, and Kaibab


          Like the Supai Group below it, the Hermit Shale was deposited in a swampy environment (see 6a in figure 1). The alternating thin-bedded iron oxide, mud and silt were deposited via freshwater streams in a semiarid environment an average of 265 million years ago. Fossils of winged insects, cone-bearing plants, and ferns are found in this formation as well as tracks of amphibians and reptiles. It is a soft, deep red shale and mudstone slope-former in the canyon that is 160 to 175 feet (49 to 53 m) thick. Slope development will periodically undermine the formations above and car- to house-sized blocks of that rock will cascade down onto the Tonto Platform. An unconformity marks the top of this formation.


          The Coconino Sandstone formed as the area dried out and sand dunes made of pure quartz sand invaded a growing desert some 260 million years ago (see 6b in figure 1). Today, it is a 375 to 650 ft (115 to 200 m) thick golden white to cream-colored cliff-former near the canyon's rim. Eolian (wind-created) cross bedding patterns of the frosted, well-sorted and rounded sand can be seen in its fossilized sand dunes. Also fossilized are arthropod and early reptile tracks along with some burrows. An unconformity marks the top of this formation.


          Next in the geologic column is the Toroweap Formation, 200 to 250 feet (60 to 75 m) thick (see 6c in figure 1). It consists of red and yellow sandstone and shaly gray limestone interbedded with gypsum that were deposited in a warm, shallow sea as its shoreline transgressed (invaded) and regressed (retreated) over the land (average age of the rock is about 250 million years). In modern times it is a ledge- and cliff-former that contains fossils of brachiopods, corals, and mollusks along with other animals and various terrestrial plants. The Toroweap is divided into the following three members:


          
            	Seligman: Slope-forming yellowish to reddish sandstone and siltstone.


            	Brady Canyon: Cliff-forming gray limestone with some chert.


            	Wood Ranch: Slope-forming pale red and gray siltstone and dolomitic sandstone.

          


          An unconformity marks the top of this formation.


          One of the highest, and therefore youngest, formations seen in the Grand Canyon area is the massive Kaibab Limestone, 250 to 350 feet (80 to 110 m) thick (see 6d in figure 1). A prominent ledgy cliff-former, the Kaibab Limestone was laid down in middle Permian time an average of about 225 million years ago in the deeper parts of the same advancing warm, shallow sea that deposited the underlying Toroweap Formation. The Kaibab is typically made of sandy limestone sitting on top of a layer of sandstone, but in some places sandstone and shale are near or at the top. This is the cream to grayish-white rock that park visitors stand on while enjoying the spectacular vistas of the canyon from both rims (some call it "Grand Canyon's bathtub ring" due to its appearance). It is also the surface rock covering much of the Kaibab Plateau just north of the canyon and the Coconino Plateau immediately south. Shark teeth have been found in this formation as well abundant fossils of marine invertebrates such as brachiopods, corals, mollusks, sea lilies, and worms. An unconformity marks the top of this formation.


          


          Mesozoic deposition
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          Uplift marked the start of the Mesozoic and streams started to incise the newly dry land. Broad, low valleys deposited sediment eroded from nearby uplands in Triassic time creating the once 1000 foot (300 m) thick Moenkopi Formation. The formation is made from sandstone and shale with gypsum layers in between. This easily eroded formation may have been deposited above the rim of the Grand Canyon. Moenkopi outcrops are found along the Colorado River in Marble Canyon, on Cedar Mountain (a mesa near the southeastern park border), and in Red Butte (located south of Grand Canyon Village). Remnants of the Shinarump Conglomerate, itself a member of the Chinle Formation, are above the Moenkopi Formation near the top of Red Butte but below a much younger lava flow.


          Formations totaling over 5000 feet (1500 m) in thickness were deposited in the region in the Mesozoic and Cenozoic but were almost entirely removed from the Grand Canyon sequence by subsequent erosion (see below). For details on these layers see geology of the Zion and Kolob canyons area, and geology of the Bryce Canyon area. All these rock units together form a super sequence of rock known as the Grand Staircase.


          


          Creation of the Grand Canyon


          


          Uplift and nearby extension
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          The Laramide orogeny affected all of western North America by helping to build the Cordilleran Mountain Range (of which the Rocky Mountains are a major part). This major mountain-building event started near the end of the Mesozoic (around 75 million years ago) and lasted well into the early Cenozoic. A second period of uplift started 17 million years ago, creating the Colorado Plateaus (the Kaibab, Kanab, and Shivwits plateaus bound the northern part of the canyon and the Coconino bounds the southern part). However, for reasons poorly understood, the beds of the Colorado Plateaus remained mostly horizontal through both events even as they were uplifted an estimated 9000 feet (2700 m). One hypothesis suggests that the entire plateau shifted in a clockwise rotation during the uplift and this helped to maintain its stability. Before the uplift the plateau region was about 1000 feet (300 m) above sea level and bounded by high mountains to the south and west.


          In middle Tertiary time (about 20 million years ago) tensional forces (crustal stretching) created and expanded faults in the area and caused some moderate volcanic activity. To the west, these forces created the Basin and Range province by forming long north-south-trending faults along which basins ( grabens) dropped down and mountain ranges ( horsts) were uplifted. The extreme western part of the park is intersected by one of these faults, the Grand Wash.


          


          The Colorado River is born and cuts down


          Continued uplift of the Colorado Plateaus created monoclines and also increased the elevation of its plateaus. This steepened the gradient of streams flowing in the Colorado Plateaus province. The ancestral Colorado River was a landlocked river until 5.3 million years ago (see below). Before that it had a series of temporary base levels (lowest points) in large lakes in the Colorado Plateaus in the early Tertiary and possibly the Basin and Range by the middle Tertiary. An alternate theory of the canyon's formation is that two canyons, one eroding headward from the west and another from the east met about six million years ago on the Kaibab Arch to form one continuous canyon.


          The opening of an arm of the Gulf of California 5.3 million years ago changed the direction of nearby streams toward the sagging and rifting region. The upstream uplift and downstream sagging caused streams flowing into the gulf to run and downcut much faster. Soon (geologically speaking) headwater capture consolidated these streams into one major river and associated tributary channelsthe modern Colorado drainage system. The most important consolidation occurred when a separate preexisting river that was carving a channel into the San Andreas Fault and out into the gulf likely captured the landlocked Colorado. Excavation of the eastern part of the Grand Canyon began previous to this but was greatly accelerated and expanded west afterward.


          Ice ages during the Pleistocene brought a cooler and wetter pluvial climate to the region starting 2 to 3 million years ago. The added precipitation increased runoff and the erosive ability of streams (especially from spring melt water and flash floods in summer). With a greatly increased flow volume, steepened gradient, and lower base level, the Colorado cut faster than ever before and started to quickly excavate the Grand Canyon two million years before present, almost reaching the modern depth by 1.2 million years ago.


          


          Volcanic activity dams the new canyon
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          During the Quaternary period, starting around 725,000 years ago, basaltic lava from the cinder cones in the Uinkaret volcanic field erupted from within and flowed into western Grand Canyon . The river was dammed multiple times from 725,000 to 100,000 years ago. While some believe that these lava dams were stable, lasting up to 20,000 years and forming large reservoirs , others think they failed quickly and catastrophically as massive floods . Lava flows traveled downriver 76 miles (121 km) from river mile 178 to 254.


          


          Recent geology, human impact, and the future
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          The end of the Pleistocene ice ages and the start of the Holocene began to change the area's climate from a cool, wet pluvial one to dryer semi-arid conditions similar to that of today (although much of the rim then, as now, received enough precipitation to support large forests). With less water to cut, the erosive ability of the Colorado was greatly reduced (the rocks of the Inner Gorge are also relatively resistant to erosion). Mass wasting processes thus began to become relatively more important than they were before, creating steeper cliffs and further widening the Grand Canyon and its tributary canyon system.


          In modern times, the building of the Glen Canyon Dam and other dams further upstream have regulated the flow of the Colorado River and have substantially reduced the amount of water and sediment it carries. This has diminished the river's ability to scour rocks, and the demand for water is so great that in most years the Colorado does not reach its delta in the Gulf of California.


          The dam has also changed the character of the river water. Once both muddy and warm, with only bottom feeding fish, the river is now clear and cold and now supports planted trout. This in turn has changed the migration patterns of the bald eagle, which previously would transit the canyon to favorable fishing sites downstream, but now use the river as their seasonal feeding site.


          About 45 earthquakes occurred in or near the Grand Canyon in the 1990s. Of these, five registered between 5.0 and 6.0 on the Richter Scale. Dozens of faults cross the canyon, with at least several active in the last 100 years.


          The stream gradient of the Colorado River is still steep enough to suggest that the river could cut another 1200 to 2000 feet (400 to 600 m) assuming no additional uplift in the geologic future. This does not account for human impact, which would tend to slow the rate of erosion.
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          Geometry ( Greek ί; geo = earth, metria = measure) is a part of mathematics concerned with questions of size, shape, and relative position of figures and with properties of space. Geometry is one of the oldest sciences. Initially a body of practical knowledge concerning lengths, areas, and volumes, in the third century B.C., geometry was put into an axiomatic form by Euclid, whose treatment - Euclidean geometry - set a standard for many centuries to follow. The field of astronomy, especially mapping the positions of the stars and planets on the celestial sphere, served as an important source of geometric problems during the next one and a half millennia.


          Introduction of coordinates by Ren Descartes and the concurrent development of algebra marked a new stage for geometry, since geometric figures, such as plane curves, could now be represented analytically, i.e., with functions and equations. This played a key role in the emergence of calculus in the seventeenth century. Furthermore, the theory of perspective showed that there is more to geometry than just the metric properties of figures. The subject of geometry was further enriched by the study of intrinsic structure of geometric objects that originated with Euler and Gauss and led to the creation of topology and differential geometry.


          Since the nineteenth century discovery of non-Euclidean geometry, the concept of space has undergone a radical transformation. Contemporary geometry considers manifolds, spaces that are considerably more abstract than the familiar Euclidean space, which they only approximately resemble at small scales. These spaces may be endowed with additional structure, allowing one to speak about length. Modern geometry has multiple strong bonds with physics, exemplified by the ties between Riemannian geometry and general relativity. One of the youngest physical theories, string theory, is also very geometric in flavour.


          The visual nature of geometry makes it initially more accessible than other parts of mathematics, such as algebra or number theory. However, the geometric language is also used in contexts that are far removed from its traditional, Euclidean provenance, for example, in fractal geometry, and especially in algebraic geometry.


          


          History of geometry
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          The earliest recorded beginnings of geometry can be traced to ancient Mesopotamia, Egypt, and the Indus Valley from around 3000 BC. Early geometry was a collection of empirically discovered principles concerning lengths, angles, areas, and volumes, which were developed to meet some practical need in surveying, construction, astronomy, and various crafts. The earliest known texts on geometry are the Egyptian Rhind Papyrus and Moscow Papyrus, the Babylonian clay tablets, and the Indian Shulba Sutras, while the Chinese had the work of Mozi, Zhang Heng, and the Nine Chapters on the Mathematical Art, edited by Liu Hui.


          Euclid's The Elements of Geometry (c. 300 BCE) was one of the most important early texts on geometry, in which he presented geometry in an ideal axiomatic form, which came to be known as Euclidean geometry. The treatise is not, as is sometimes thought, a compendium of all that Hellenistic mathematicians knew about geometry at that time; rather, it is an elementary introduction to it; Euclid himself wrote eight more advanced books on geometry. We know from other references that Euclids was not the first elementary geometry textbook, but the others fell into disuse and were lost.


          In the Middle Ages, Muslim mathematicians contributed to the development of geometry, especially algebraic geometry and geometric algebra. Al-Mahani (b. 853) conceived the idea of reducing geometrical problems such as duplicating the cube to problems in algebra. Thābit ibn Qurra (known as Thebit in Latin) (836-901) dealt with arithmetical operations applied to ratios of geometrical quantities, and contributed to the development of analytic geometry. Omar Khayym (1048-1131) found geometric solutions to cubic equations, and his extensive studies of the parallel postulate contributed to the development of Non-Euclidian geometry.


          In the early 17th century, there were two important developments in geometry. The first, and most important, was the creation of analytic geometry, or geometry with coordinates and equations, by Ren Descartes (15961650) and Pierre de Fermat (16011665). This was a necessary precursor to the development of calculus and a precise quantitative science of physics. The second geometric development of this period was the systematic study of projective geometry by Girard Desargues (15911661). Projective geometry is the study of geometry without measurement, just the study of how points align with each other.


          Two developments in geometry in the nineteenth century changed the way it had been studied previously. These were the discovery of non-Euclidean geometries by Lobachevsky, Bolyai and Gauss and of the formulation of symmetry as the central consideration in the Erlangen Programme of Felix Klein (which generalized the Euclidean and non Euclidean geometries). Two of the master geometers of the time were Bernhard Riemann, working primarily with tools from mathematical analysis, and introducing the Riemann surface, and Henri Poincar, the founder of algebraic topology and the geometric theory of dynamical systems.


          As a consequence of these major changes in the conception of geometry, the concept of "space" became something rich and varied, and the natural background for theories as different as complex analysis and classical mechanics. The traditional type of geometry was recognized as that of homogeneous spaces, those spaces which have a sufficient supply of symmetry, so that from point to point they look just the same.


          


          What is geometry?
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          Recorded development of geometry spans more than two millennia. It is hardly surprising that perceptions of what constituted geometry evolved throughout the ages. The geometric paradigms presented below should be viewed as ' Pictures at an exhibition' of a sort: they do not exhaust the subject of geometry but rather reflect some of its defining themes.


          


          Practical geometry


          There is little doubt that geometry originated as a practical science, concerned with surveying, measurements, areas, and volumes. Among the notable accomplishments one finds formulas for lengths, areas and volumes, such as Pythagorean theorem, circumference and area of a circle, area of a triangle, volume of a cylinder, sphere, and a pyramid. Development of astronomy led to emergence of trigonometry and spherical trigonometry, together with the attendant computational techniques.


          


          Axiomatic geometry


          A method of computing certain inaccessible distances or heights based on similarity of geometric figures and attributed to Thales presaged more abstract approach to geometry taken by Euclid in his Elements, one of the most influential books ever written. Euclid introduced certain axioms, or postulates, expressing primary or self-evident properties of points, lines, and planes. He proceeded to rigorously deduce other properties by mathematical reasoning. The characteristic feature of Euclid's approach to geometry was its rigour. In the twentieth century, David Hilbert employed axiomatic reasoning in his attempt to update Euclid and provide modern foundations of geometry.


          


          Geometric constructions


          Ancient scientists paid special attention to constructing geometric objects that had been described in some other way. Classical instruments allowed in geometric constructions are the compass and straightedge. However, some problems turned out to be difficult or impossible to solve by these means alone, and ingenious constructions using parabolas and other curves, as well as mechanical devices, were found. The approach to geometric problems with geometric or mechanical means is known as synthetic geometry.


          


          Numbers in geometry


          Already Pythagoreans considered the role of numbers in geometry. However, the discovery of incommensurable lengths, which contradicted their philosophical views, made them abandon (abstract) numbers in favour of (concrete) geometric quantities, such as length and area of figures. Numbers were reintroduced into geometry in the form of coordinates by Descartes, who realized that the study of geometric shapes can be facilitated by their algebraic representation. Analytic geometry applies methods of algebra to geometric questions, typically by relating geometric curves and algebraic equations. These ideas played a key role in the development of calculus in the seventeenth century and led to discovery of many new properties of plane curves. Modern algebraic geometry considers similar questions on a vastly more abstract level.


          


          Geometry of position


          Even in ancient times, geometers considered questions of relative position or spatial relationship of geometric figures and shapes. Some examples are given by inscribed and circumscribed circles of polygons, lines intersecting and tangent to conic sections, the Pappus and Menelaus configurations of points and lines. In the Middle Ages new and more complicated questions of this type were considered: What is the maximum number of spheres simultaneously touching a given sphere of the same radius ( kissing number problem)? What is the densest packing of spheres of equal size in space ( Kepler conjecture)? Most of these questions involved 'rigid' geometrical shapes, such as lines or spheres. Projective, convex and discrete geometry are three subdisciplines within present day geometry that deal with these and related questions.


          A new chapter in Geometria situs was opened by Leonhard Euler, who boldly cast out metric properties of geometric figures and considered their most fundamental geometrical structure based solely on shape. Topology, which grew out of geometry, but turned into a large independent discipline, does not differentiate between objects that can be continuously deformed into each other. The objects may nevertheless retain some geometry, as in the case of hyperbolic knots.


          


          Geometry beyond Euclid


          For nearly two thousand years since Euclid, while the range of geometrical questions asked and answered inevitably expanded, basic understanding of space remained essentially the same. Immanuel Kant argued that there is only one, absolute, geometry, which is known to be true a priori by an inner faculty of mind: Euclidean geometry was synthetic a priori. This dominant view was overturned by the revolutionary discovery of non-Euclidean geometry in the works of Gauss (who never published his theory), Bolyai, and Lobachevsky, who demonstrated that ordinary Euclidean space is only one possibility for development of geometry. A broad vision of the subject of geometry was then expressed by Riemann in his inaugurational lecture ber die Hypothesen, welche der Geometrie zu Grunde liegen (On the hypotheses on which geometry is based), published only after his death. Riemann's new idea of space proved crucial in Einstein's general relativity theory and Riemannian geometry, which considers very general spaces in which the notion of length is defined, is a mainstay of modern geometry.


          


          Symmetry
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          The theme of symmetry in geometry is nearly as old as the science of geometry itself. The circle, regular polygons and platonic solids held deep significance for many ancient philosophers and were investigated in detail by the time of Euclid. Symmetric patterns occur in nature and were artistically rendered in a multitude of forms, including the bewildering graphics of M. C. Escher. Nonetheless, it was not until the second half of nineteenth century that the unifying role of symmetry in foundations of geometry had been recognized. Felix Klein's Erlangen program proclaimed that, in a very precise sense, symmetry, expressed via the notion of a transformation group, determines what geometry is. Symmetry in classical Euclidean geometry is represented by congruences and rigid motions, whereas in projective geometry an analogous role is played by collineations, geometric transformations that take straight lines into straight lines. However it was in the new geometries of Bolyai and Lobachevsky, Riemann, Clifford and Klein, and Sophus Lie that Klein's idea to 'define a geometry via its symmetry group' proved most influential. Both discrete and continuous symmetries play prominent role in geometry, the former in topology and geometric group theory, the latter in Lie theory and Riemannian geometry.


          


          Modern geometry


          Modern geometry is the title of a popular textbook by Dubrovin, Novikov, and Fomenko first published in 1979 (in Russian). At close to 1000 pages, the book has one major thread: geometric structures of various types on manifolds and their applications in contemporary theoretical physics. A quarter century after its publication, differential geometry, algebraic geometry, symplectic geometry, and Lie theory presented in the book remain among the most visible areas of modern geometry, with multiple connections with other parts of mathematics and physics.


          


          Contemporary geometers


          Some of the representative leading figures in modern geometry are Michael Atiyah, Mikhail Gromov, and William Thurston. The common feature in their work is the use of smooth manifolds as the basic idea of space; they otherwise have rather different directions and interests. Geometry now is, in large part, the study of structures on manifolds that have a geometric meaning, in the sense of the principle of covariance that lies at the root of general relativity theory in theoretical physics. (See Category:Structures on manifolds for a survey.)


          Much of this theory relates to the theory of continuous symmetry, or in other words Lie groups. From the foundational point of view, on manifolds and their geometrical structures, important is the concept of pseudogroup, defined formally by Shiing-shen Chern in pursuing ideas introduced by lie Cartan. A pseudogroup can play the role of a Lie group of infinite dimension.


          


          Dimension


          Where the traditional geometry allowed dimensions 1 (a line), 2 (a plane) and 3 (our ambient world conceived of as three-dimensional space), mathematicians have used higher dimensions for nearly two centuries. Dimension has gone through stages of being any natural number n, possibly infinite with the introduction of Hilbert space, and any positive real number in fractal geometry. Dimension theory is a technical area, initially within general topology, that discusses definitions; in common with most mathematical ideas, dimension is now defined rather than an intuition. Connected topological manifolds have a well-defined dimension; this is a theorem ( invariance of domain) rather than anything a priori.


          The issue of dimension still matters to geometry, in the absence of complete answers to classic questions. Dimensions 3 of space and 4 of space-time are special cases in geometric topology. Dimension 10 or 11 is a key number in string theory. Exactly why is something to which research may bring a satisfactory geometric answer.


          


          Contemporary Euclidean geometry


          The study of traditional Euclidean geometry is by no means dead. It is now typically presented as the geometry of Euclidean spaces of any dimension, and of the Euclidean group of rigid motions. The fundamental formulae of geometry, such as the Pythagorean theorem, can be presented in this way for a general inner product space.


          Euclidean geometry has become closely connected with computational geometry, computer graphics, convex geometry, discrete geometry, and some areas of combinatorics. Momentum was given to further work on Euclidean geometry and the Euclidean groups by crystallography and the work of H. S. M. Coxeter, and can be seen in theories of Coxeter groups and polytopes. Geometric group theory is an expanding area of the theory of more general discrete groups, drawing on geometric models and algebraic techniques.


          


          Algebraic geometry


          The field of algebraic geometry is the modern incarnation of the Cartesian geometry of co-ordinates. After a turbulent period of axiomatization, its foundations are in the twenty-first century on a stable basis. Either one studies the 'classical' case where the spaces are complex manifolds that can be described by algebraic equations; or the scheme theory provides a technically sophisticated theory based on general commutative rings.


          The geometric style which was traditionally called the Italian school is now known as birational geometry. It has made progress in the fields of threefolds, singularity theory and moduli spaces, as well as recovering and correcting the bulk of the older results. Objects from algebraic geometry are now commonly applied in string theory, as well as diophantine geometry.


          Methods of algebraic geometry rely heavily on sheaf theory and other parts of homological algebra. The Hodge conjecture is an open problem that has gradually taken its place as one of the major questions for mathematicians. For practical applications, Grbner basis theory and real algebraic geometry are major subfields.


          


          Differential geometry


          Differential geometry, which in simple terms is the geometry of curvature, has been of increasing importance to mathematical physics since the suggestion that space is not flat space. Contemporary differential geometry is intrinsic, meaning that space is a manifold and structure is given by a Riemannian metric, or analogue, locally determining a geometry that is variable from point to point.


          This approach contrasts with the extrinsic point of view, where curvature means the way a space bends within a larger space. The idea of 'larger' spaces is discarded, and instead manifolds carry vector bundles. Fundamental to this approach is the connection between curvature and characteristic classes, as exemplified by the generalized Gauss-Bonnet theorem.


          


          Topology and geometry
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          The field of topology, which saw massive development in the 20th century, is in a technical sense a type of transformation geometry, in which transformations are homeomorphisms. This has often been expressed in the form of the dictum 'topology is rubber-sheet geometry'. Contemporary geometric topology and differential topology, and particular subfields such as Morse theory, would be counted by most mathematicians as part of geometry. Algebraic topology and general topology have gone their own ways.


          


          Axiomatic and open development


          The model of Euclid's Elements, a connected development of geometry as an axiomatic system, is in a tension with Ren Descartes's reduction of geometry to algebra by means of a coordinate system. There were many champions of synthetic geometry, Euclid-style development of projective geometry, in the nineteenth century, Jakob Steiner being a particularly brilliant figure. In contrast to such approaches to geometry as a closed system, culminating in Hilbert's axioms and regarded as of important pedagogic value, most contemporary geometry is a matter of style. Computational synthetic geometry is now a branch of computer algebra.


          The Cartesian approach currently predominates, with geometric questions being tackled by tools from other parts of mathematics, and geometric theories being quite open and integrated. This is to be seen in the context of the axiomatization of the whole of pure mathematics, which went on in the period c.1900c.1950: in principle all methods are on a common axiomatic footing. This reductive approach has had several effects. There is a taxonomic trend, which following Klein and his Erlangen program (a taxonomy based on the subgroup concept) arranges theories according to generalization and specialization. For example affine geometry is more general than Euclidean geometry, and more special than projective geometry. The whole theory of classical groups thereby becomes an aspect of geometry. Their invariant theory, at one point in the nineteenth century taken to be the prospective master geometric theory, is just one aspect of the general representation theory of Lie groups. Using finite fields, the classical groups give rise to finite groups, intensively studied in relation to the finite simple groups; and associated finite geometry, which has both combinatorial (synthetic) and algebro-geometric (Cartesian) sides.


          An example from recent decades is the twistor theory of Roger Penrose, initially an intuitive and synthetic theory, then subsequently shown to be an aspect of sheaf theory on complex manifolds. In contrast, the non-commutative geometry of Alain Connes is a conscious use of geometric language to express phenomena of the theory of von Neumann algebras, and to extend geometry into the domain of ring theory where the commutative law of multiplication is not assumed.


          Another consequence of the contemporary approach, attributable in large measure to the Procrustean bed represented by Bourbakiste axiomatization trying to complete the work of David Hilbert, is to create winners and losers. The Ausdehnungslehre (calculus of extension) of Hermann Grassmann was for many years a mathematical backwater, competing in three dimensions against other popular theories in the area of mathematical physics such as those derived from quaternions. In the shape of general exterior algebra, it became a beneficiary of the Bourbaki presentation of multilinear algebra, and from 1950 onwards has been ubiquitous. In much the same way, Clifford algebra became popular, helped by a 1957 book Geometric Algebra by Emil Artin. The history of 'lost' geometric methods, for example infinitely near points, which were dropped since they did not well fit into the pure mathematical world post- Principia Mathematica, is yet unwritten. The situation is analogous to the expulsion of infinitesimals from differential calculus. As in that case, the concepts may be recovered by fresh approaches and definitions. Those may not be unique: synthetic differential geometry is an approach to infinitesimals from the side of categorical logic, as non-standard analysis is by means of model theory.
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          Georg Ferdinand Ludwig Philipp Cantor ( March 3, 1845  January 6, 1918) was a German mathematician. He is best known as the creator of set theory, which has become a fundamental theory in mathematics. Cantor established the importance of one-to-one correspondence between sets, defined infinite and well-ordered sets, and proved that the real numbers are "more numerous" than the natural numbers. In fact, Cantor's theorem implies the existence of an "infinity of infinities". He defined the cardinal and ordinal numbers, and their arithmetic. Cantor's work is of great philosophical interest, a fact of which he was well aware.


          Cantor's theory of transfinite numbers was originally regarded as so counter-intuitiveeven shockingthat it encountered resistance from mathematical contemporaries such as Leopold Kronecker and Henri Poincar and later from Hermann Weyl and L. E. J. Brouwer, while Ludwig Wittgenstein raised philosophical objections. Some Christian theologians (particularly neo-Scholastics) saw Cantor's work as a challenge to the uniqueness of the absolute infinity in the nature of God, on one occasion equating the theory of transfinite numbers with pantheism. The objections to his work were occasionally fierce: Poincar referred to Cantor's ideas as a "grave disease" infecting the discipline of mathematics, and Kronecker's public opposition and personal attacks included describing Cantor as a "scientific charlatan", a "renegade" and a "corrupter of youth." Writing decades after Cantor's death, Wittgenstein lamented that mathematics is "ridden through and through with the pernicious idioms of set theory," which he dismissed as "utter nonsense" that is "laughable" and "wrong". Cantor's recurring bouts of depression from 1884 to the end of his life were once blamed on the hostile attitude of many of his contemporaries, but these episodes can now be seen as probable manifestations of a bipolar disorder.


          The harsh criticism has been matched by international accolades. In 1904, the Royal Society awarded Cantor its Sylvester Medal, the highest honour it can confer. Cantor believed his theory of transfinite numbers had been communicated to him by God. David Hilbert defended it from its critics by famously declaring: "No one shall expel us from the Paradise that Cantor has created."


          


          Life


          


          Youth and studies


          Cantor was born in 1845 in the Western merchant colony in Saint Petersburg, Russia, and brought up in the city until he was eleven. Georg, the eldest of six children, was an outstanding violinist, having inherited his parents' considerable musical and artistic talents. Cantor's father had been a member of the Saint Petersburg stock exchange; when he became ill, the family moved to Germany in 1856, first to Wiesbaden then to Frankfurt, seeking winters milder than those of Saint Petersburg. In 1860, Cantor graduated with distinction from the Realschule in Darmstadt; his exceptional skills in mathematics, trigonometry in particular, were noted. In 1862, Cantor entered the Federal Polytechnic Institute in Zrich, today the ETH Zurich. After receiving a substantial inheritance upon his father's death in 1863, Cantor shifted his studies to the University of Berlin, attending lectures by Kronecker, Karl Weierstrass and Ernst Kummer. He spent the summer of 1866 at the University of Gttingen, then and later a very important centre for mathematical research. In 1867, Berlin granted him the PhD for a thesis on number theory, De aequationibus secundi gradus indeterminatis.


          


          Teacher and researcher


          After teaching briefly in a Berlin girls' school, Cantor took up a position at the University of Halle, where he spent his entire career. He was awarded the requisite habilitation for his thesis on number theory.


          In 1874, Cantor married Vally Guttmann. They had six children, the last born in 1886. Cantor was able to support a family despite modest academic pay, thanks to his inheritance from his father. During his honeymoon in the Harz mountains, Cantor spent much time in mathematical discussions with Richard Dedekind, whom he befriended two years earlier while on Swiss holiday.


          Cantor was promoted to Extraordinary Professor in 1872, and made full Professor in 1879. To attain the latter rank at the age of 34 was a notable accomplishment, but Cantor desired a chair at a more prestigious university, in particular at Berlin, then the leading German university. However, his work encountered too much opposition for that to be possible. Kronecker, who headed mathematics at Berlin until his death in 1891, became increasingly uncomfortable with the prospect of having Cantor as a colleague, perceiving him as a "corrupter of youth" for teaching his ideas to a younger generation of mathematicians. Worse yet, Kronecker, a well-established figure within the mathematical community and Cantor's former professor, fundamentally disagreed with the thrust of Cantor's work. Kronecker, now seen as one of the founders of the constructive viewpoint in mathematics, disliked much of Cantor's set theory because it asserted the existence of sets satisfying certain properties, without giving specific examples of sets whose members did indeed satisfy those properties. Cantor came to believe that Kronecker's stance would make it impossible for Cantor to ever leave Halle.


          In 1881, Cantor's Halle colleague Eduard Heine died, creating a vacant chair. Halle accepted Cantor's suggestion that it be offered to Dedekind, Heinrich Weber and Franz Mertens, in that order, but each declined the chair after being offered it. Friedrich Wangerin was eventually appointed, but he was never close to Cantor.


          In 1882 the mathematical correspondence between Cantor and Dedekind came to an end, apparently as a result of Dedekind's refusal to accept the chair at Halle. Cantor also began another important correspondence, with Gsta Mittag-Leffler in Sweden, and soon began to publish in Mittag-Leffler's journal Acta Mathematica. But in 1885, Mittag-Leffler was concerned about the philosophical nature and new terminology in a paper Cantor had submitted to Acta. He asked Cantor to withdraw the paper from Acta while it was in proof, writing that it was " about one hundred years too soon." Cantor complied, but wrote to a third party:


          
            
              	

              	"Had Mittag-Leffler had his way, I should have to wait until the year 1984, which to me seemed too great a demand!  But of course I never want to know anything again about Acta Mathematica."

              	
            

          


          Cantor then sharply curtailed his relationship and correspondence with Mittag-Leffler, displaying a tendency to interpret well-intentioned criticism as a deeply personal affront.


          Cantor suffered his first known bout of depression in 1884. Criticism of his work weighed on his mind: every one of the fifty-two letters he wrote to Mittag-Leffler in 1884 attacked Kronecker. A passage from one of these letters is revealing of the damage to Cantor's self-confidence:


          
            
              	

              	"I don't know when I shall return to the continuation of my scientific work. At the moment I can do absolutely nothing with it, and limit myself to the most necessary duty of my lectures; how much happier I would be to be scientifically active, if only I had the necessary mental freshness."

              	
            

          


          This emotional crisis led him to apply to lecture on philosophy rather than mathematics. He also began an intense study of Elizabethan literature in an attempt to prove that Francis Bacon wrote the plays attributed to Shakespeare (see Shakespearean authorship question); this ultimately resulted in two pamphlets, published in 1896 and 1897.


          Cantor recovered soon thereafter, and subsequently made further important contributions, including his famous diagonal argument and theorem. However, he never again attained the high level of his remarkable papers of 18741884. He eventually sought a reconciliation with Kronecker, which Kronecker graciously accepted. Nevertheless, the philosophical disagreements and difficulties dividing them persisted. It was once thought that Cantor's recurring bouts of depression were triggered by the opposition his work met at the hands of Kronecker. While Cantor's mathematical worries and his difficulties dealing with certain people were greatly magnified by his depression, it is doubtful that they were its cause. Rather, his posthumous diagnosis of bipolarity has been accepted as the root cause of his erratic mood.


          In 1890, Cantor was instrumental in founding the Deutsche Mathematiker-Vereinigung and chaired its first meeting in Halle in 1891; his reputation was strong enough, despite Kronecker's opposition to his work, to ensure he was elected as the first president of this society. Setting aside the animosity he felt towards Kronecker, Cantor invited him to address the meeting, but Kronecker was unable to do so because his spouse was dying at the time.


          


          Late years


          After Cantor's 1884 hospitalization, there is no record that he was in any sanatorium again until 1899. Soon after that second hospitalization, Cantor's youngest son died suddenly (while Cantor was delivering a lecture on his views on Baconian theory and William Shakespeare), and this tragedy drained Cantor of much of his passion for mathematics. Cantor was again hospitalized in 1903. One year later, he was outraged and agitated by a paper presented by Julius Knig at the Third International Congress of Mathematicians. The paper attempted to prove that the basic tenets of transfinite set theory were false. Since it had been read in front of his daughters and colleagues, Cantor perceived himself as having been publicly humiliated. Although Ernst Zermelo demonstrated less than a day later that Knig's proof had failed, Cantor remained shaken, even momentarily questioning God. Cantor suffered from chronic depression for the rest of his life, for which he was excused from teaching on several occasions and repeatedly confined in various sanatoria. The events of 1904 preceded a series of hospitalizations at intervals of two or three years. He did not abandon mathematics completely, however, lecturing on the paradoxes of set theory ( Burali-Forti paradox, Cantor's paradox, and Russell's paradox) to a meeting of the Deutsche MathematikerVereinigung in 1903, and attending the International Congress of Mathematicians at Heidelberg in 1904.


          In 1911, Cantor was one of the distinguished foreign scholars invited to attend the 500th anniversary of the founding of the University of St. Andrews in Scotland. Cantor attended, hoping to meet Bertrand Russell, whose newly published Principia Mathematica repeatedly cited Cantor's work, but this did not come about. The following year, St. Andrews awarded Cantor an honorary doctorate, but illness precluded his receiving the degree in person.


          Cantor retired in 1913, and suffered from poverty, even malnourishment, during World War I. The public celebration of his 70th birthday was canceled because of the war. He died on January 6, 1918 in the sanatorium where he had spent the final year of his life.


          


          Mathematical work


          Cantor's work between 1874 and 1884 is the origin of set theory. Prior to this work, the concept of a set was a rather elementary one that had been used implicitly since the beginnings of mathematics, dating back to the ideas of Aristotle. No one had realized that set theory had any nontrivial content: Before Cantor, there were only finite sets (which are easy to understand) and "the infinite" (which was considered a topic for philosophical, rather than mathematical, discussion). By proving that there are (infinitely) many possible sizes for infinite sets, Cantor established that set theory was not trivial, and it needed to be studied. Set theory has come to play the role of a foundational theory in modern mathematics, in the sense that it interprets propositions about mathematical objects (for example, numbers and functions) from all the traditional areas of mathematics (such as algebra, analysis and topology) in a single theory, and provides a standard set of axioms to prove or disprove them. The basic concepts of set theory are now used throughout mathematics.


          In one of his earliest papers, Cantor proved that the set of real numbers is "more numerous" than the set of natural numbers; this showed, for the first time, that there exist infinite sets of different sizes. He was also the first to appreciate the importance of one-to-one correspondences (hereinafter denoted "1-to-1") in set theory. He used this concept to define finite and infinite sets, subdividing the latter into denumerable (or countably infinite) sets and uncountable sets (nondenumerable infinite sets).


          Cantor introduced fundamental constructions in set theory, such as the power set of a set A, which is the set of all possible subsets of A. He later proved that the size of the power set of A is strictly larger than the size of A, even when A is an infinite set; this result soon became known as Cantor's theorem. Cantor developed an entire theory and arithmetic of infinite sets, called cardinals and ordinals, which extended the arithmetic of the natural numbers. His notation for the cardinal numbers was the Hebrew letter [image: \aleph] ( aleph) with a natural number subscript; for the ordinals he employed the Greek letter  ( omega). This notation is still in use today.


          The Continuum hypothesis, introduced by Cantor, was presented by David Hilbert as the first of his twenty-three open problems in his famous address at the 1900 International Congress of Mathematicians in Paris. Cantor's work also attracted favorable notice beyond Hilbert's celebrated encomium. The US philosopher Charles Peirce praised Cantor's set theory, and, following public lectures delivered by Cantor at the first International Congress of Mathematicians, held in Zurich in 1897, Hurwitz and Hadamard also both expressed their admiration. At that Congress, Cantor renewed his friendship and correspondence with Dedekind. From 1905, Cantor corresponded with his British admirer and translator Philip Jourdain on the history of set theory and on Cantor's religious ideas. This was later published, as were several of his expository works.


          


          Number theory and function theory


          Cantor's first ten papers were on number theory, his thesis topic. At the suggestion of Eduard Heine, the Professor at Halle, Cantor turned to analysis. Heine proposed that Cantor solve an open problem that had eluded Dirichlet, Lipschitz, Bernhard Riemann, and Heine himself: the uniqueness of the representation of a function by trigonometric series. Cantor solved this difficult problem in 1869. Between 1870 and 1872, Cantor published more papers on trigonometric series, including one defining irrational numbers as convergent sequences of rational numbers. Dedekind, whom Cantor befriended in 1872, cited this paper later that year, in the paper where he first set out his celebrated definition of real numbers by Dedekind cuts.


          


          Set theory
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          The beginning of set theory as a branch of mathematics is often marked by the publication of Cantor's 1874 paper, "ber eine Eigenschaft des Inbegriffes aller reellen algebraischen Zahlen" ("On a Characteristic Property of All Real Algebraic Numbers"). The paper, published in Crelle's Journal thanks to Dedekind's support (and despite Kronecker's opposition), was the first to formulate a mathematically rigorous proof that there was more than one kind of infinity. This demonstration is a centerpiece of his legacy as a mathematician, helping lay the groundwork for both calculus and the analysis of the continuum of real numbers. Previously, all infinite collections had been implicitly assumed to be equinumerous (that is, of "the same size" or having the same number of elements). He then proved that the real numbers were not countable, albeit employing a proof more complex than the remarkably elegant and justly celebrated diagonal argument he set out in 1891. Prior to this, he had already proven that the set of rational numbers is countable.


          Joseph Liouville had established the existence of transcendental numbers in 1851, and Cantor's paper established that the set of transcendental numbers is uncountable. The logic is as follows: Cantor had shown that the union of two countable sets must be countable. The set of all real numbers is equal to the union of the set of algebraic numbers with the set of transcendental numbers (that is, every real number must be either algebraic or transcendental). The 1874 paper showed that the algebraic numbers (that is, the roots of polynomial equations with integer coefficients), were countable. In contrast, Cantor had also just shown that the real numbers were not countable. If transcendental numbers were countable, then the result of their union with algebraic numbers would also be countable. Since their union (which equals the set of all real numbers) is uncountable, it logically follows that the transcendentals must be uncountable. The transcendentals have the same "power" (see below) as the reals, and "almost all" real numbers must be transcendental. Cantor remarked that he had effectively reproved a theorem, due to Liouville, to the effect that there are infinitely many transcendental numbers in each interval.


          Between 1879 and 1884, Cantor published a series of six articles in Mathematische Annalen that together formed an introduction to his set theory. At the same time, there was growing opposition to Cantor's ideas, led by Kronecker, who admitted mathematical concepts only if they could be constructed in a finite number of steps from the natural numbers, which he took as intuitively given. For Kronecker, Cantor's hierarchy of infinities was inadmissible, since accepting the concept of actual infinity would open the door to paradoxes which would challenge the validity of mathematics as a whole. Cantor also discovered the Cantor set during this period.


          The fifth paper in this series, "Grundlagen einer allgemeinen Mannigfaltigkeitslehre" ("Foundations of a General Theory of Aggregates"), published in 1883, was the most important of the six and was also published as a separate monograph. It contained Cantor's reply to his critics and showed how the transfinite numbers were a systematic extension of the natural numbers. It begins by defining well-ordered sets. Ordinal numbers are then introduced as the order types of well-ordered sets. Cantor then defines the addition and multiplication of the cardinal and ordinal numbers. In 1885, Cantor extended his theory of order types so that the ordinal numbers simply became a special case of order types.


          In 1891, he published a paper containing his elegant "diagonal argument" for the existence of an uncountable set. He applied the same idea to prove Cantor's theorem: the cardinality of the power set of a set A is strictly larger than the cardinality of A. This established the richness of the hierarchy of infinite sets, and of the cardinal and ordinal arithmetic that Cantor had defined. His argument is fundamental in the solution of the Halting problem and the proof of Gdel's first incompleteness theorem.


          In 1895 and 1897, Cantor published a two-part paper in Mathematische Annalen under Felix Klein's editorship; these were his last significant papers on set theory. The first paper begins by defining set, subset, etc., in ways that would be largely acceptable now. The cardinal and ordinal arithmetic are reviewed. Cantor wanted the second paper to include a proof of the continuum hypothesis, but had to settle for expositing his theory of well-ordered sets and ordinal numbers. Cantor attempts to prove that if A and B are sets with A equivalent to a subset of B and B equivalent to a subset of A, then A and B are equivalent. Ernst Schrder had stated this theorem a bit earlier, but his proof, as well as Cantor's, was flawed. Felix Bernstein supplied a correct proof in his 1898 PhD thesis; hence the name CantorBernsteinSchroeder theorem.


          


          One-to-one correspondence
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          Cantor's 1874 Crelle paper was the first to invoke the notion of a 1-to-1 correspondence, though he did not use that phrase. He then began looking for a 1-to-1 correspondence between the points of the unit square and the points of a unit line segment. In an 1877 letter to Dedekind, Cantor proved a far stronger result: for any positive integer n, there exists a 1-to-1 correspondence between the points on the unit line segment and all of the points in an n-dimensional space. About this discovery Cantor famously wrote to Dedekind: "Je le vois, mais je ne le crois pas!" ("I see it, but I don't believe it!") The result that he found so astonishing has implications for geometry and the notion of dimension.


          In 1878, Cantor submitted another paper to Crelle's Journal, in which he defined precisely the concept of a 1-to-1 correspondence, and introduced the notion of " power" (a term he took from Jakob Steiner) or "equivalence" of sets: two sets are equivalent (have the same power) if there exists a 1-to-1 correspondence between them. Cantor defined countable sets (or denumerable sets) as sets which can be put into a 1-to-1 correspondence with the natural numbers, and proved that the rational numbers are denumerable. He also proved that n-dimensional Euclidean space Rn has the same power as the real numbers R, as does a countably infinite product of copies of R. While he made free use of countability as a concept, he did not write the word "countable" until 1883. Cantor also discussed his thinking about dimension, stressing that his mapping between the unit interval and the unit square was not a continuous one.


          This paper, like the 1874 paper, displeased Kronecker, and Cantor wanted to withdraw it; however, Dedekind persuaded him not to do so and Weierstrass also supported its publication. Nevertheless, Cantor never again submitted anything to Crelle.


          


          Continuum hypothesis


          Cantor was the first to formulate what later came to be known as the continuum hypothesis or CH: there exists no set whose power is greater than that of the naturals and less than that of the reals (or equivalently, the cardinality of the reals is exactly aleph-one, rather than just at least aleph-one). Cantor believed the continuum hypothesis to be true and tried for many years to prove it, in vain. His inability to prove the continuum hypothesis caused him considerable anxiety.


          The difficulty Cantor had in proving the continuum hypothesis has been underscored by later developments in the field of mathematics: a 1940 result by Gdel and a 1963 one by Paul Cohen together imply that the continuum hypothesis can neither be proved nor disproved using standard ZermeloFraenkel set theory plus the axiom of choice (the combination referred to as "ZFC").


          


          Paradoxes of set theory


          Discussions of set-theoretic paradoxes began to appear around the end of the nineteenth century. Some of these implied fundamental problems with Cantor's set theory program. In an 1897 paper on an unrelated topic, Cesare Burali-Forti set out the first such paradox, the Burali-Forti paradox: the ordinal number of the set of all ordinals must be an ordinal and this leads to a contradiction. Cantor discovered this paradox in 1895, and described it in an 1896 letter to Hilbert. Criticism mounted to the point where Cantor launched counter-arguments in 1903, intended to defend the basic tenets of his set theory.


          In 1899, Cantor discovered his eponymous paradox: what is the cardinal number of the set of all sets? Clearly it must be the greatest possible cardinal. Yet for any set A, the cardinal number of the power set of A is strictly larger than the cardinal number of A (this fact is now known as Cantor's theorem). This paradox, together with Burali-Forti's, led Cantor to formulate a concept called limitation of size, according to which the collection of all ordinals, or of all sets, was an "inconsistent multiplicity" that was "too large" to be a set. Such collections later became known as proper classes.


          One common view among mathematicians is that these paradoxes, together with Russell's paradox, demonstrate that it is not possible to take a "naive", or non-axiomatic, approach to set theory without risking contradiction, and it is certain that they were among the motivations for Zermelo and others to produce axiomatizations of set theory. Others note, however, that the paradoxes do not obtain in an informal view motivated by the iterative hierarchy, which can be seen as explaining the idea of limitation of size. Some also question whether the Fregean formulation of naive set theory (which was the system directly refuted by the Russell paradox) is really a faithful interpretation of the Cantorian conception.


          


          Philosophy, religion and Cantor's mathematics


          The concept of the existence of an actual infinity was an important shared concern within the realms of mathematics, philosophy and religion. Preserving the orthodoxy of the relationship between God and mathematics, although not in the same form as held by his critics, was long a concern of Cantor's. He directly addressed this intersection between these disciplines in the introduction to his Grundlagen einer allgemeinen Mannigfaltigkeitslehre, where he stressed the connection between his view of the infinite and the philosophical one. To Cantor, his mathematical views were intrinsically linked to their philosophical and theological implicationshe identified the Absolute Infinite with God, and he considered his work on transfinite numbers to have been directly communicated to him by God, who had chosen Cantor to reveal them to the world.


          Debate among mathematicians grew out of opposing views in the philosophy of mathematics regarding the nature of actual infinity. Some held to the view that infinity was an abstraction which was not mathematically legitimate, and denied its existence. Mathematicians from three major schools of thought ( constructivism and its two offshoots, intuitionism and finitism) opposed Cantor's theories in this matter. For constructivists such as Kronecker, this rejection of actual infinity stems from fundamental disagreement with the idea that nonconstructive proofs such as Cantor's diagonal argument are sufficient proof that something exists, holding instead that constructive proofs are required. Intuitionism also rejects the idea that actual infinity is an expression of any sort of reality, but arrive at the decision via a different route than constructivism. Firstly, Cantor's argument rests on logic to prove the existence of transfinite numbers as an actual mathematical entity, whereas intuitionists hold that mathematical entities cannot be reduced to logical propositions, originating instead in the intuitions of the mind. Secondly, the notion of infinity as an expression of reality is itself disallowed in intuitionism, since the human mind cannot intuitively construct an infinite set. Mathematicians such as Brouwer and especially Poincar adopted an intuitionist stance against Cantor's work. Citing the paradoxes of set theory as an example of its fundamentally flawed nature, Poincar held that "most of the ideas of Cantorian set theory should be banished from mathematics once and for all." Finally, Wittgenstein's attacks were finitist: he believed that Cantor's diagonal argument conflated the intension of a set of cardinal or real numbers with its extension, thus conflating the concept of rules for generating a set with an actual set.


          Christian theologians saw Cantor's work as a challenge to the uniqueness of the absolute infinity in the nature of God. In particular, Neo-Thomist thinkers saw the existence of an actual infinity that consisted of something other than God as jeopardizing "God's exclusive claim to supreme infinity". Cantor strongly believed that this view was a misinterpretation of infinity, and was convinced that set theory could help correct this mistake:


          
            
              	

              	"the transfinite species are just as much at the disposal of the intentions of the Creator and His absolute boundless will as are the finite numbers."

              	
            

          


          Cantor also believed that his theory of transfinite numbers ran counter to both materialism and determinismand was shocked when he realized that he was the only faculty member at Halle who did not hold to deterministic philosophical beliefs.


          In 1888, Cantor published his correspondence with several philosophers on the philosophical implications of his set theory. In an extensive attempt to persuade Christian thinkers and authorities to adopt his views, Cantor had corresponded with Christian philosophers such as Tilman Pesch and Joseph Hontheim, as well as theologians such as Cardinal Johannes Franzelin, who once replied by equating the theory of transfinite numbers with pantheism. Cantor even sent one letter directly to Pope Leo XIII himself, and addressed several pamphlets to him.


          Cantor's philosophy on the nature of numbers led him to affirm a belief in the freedom of mathematics to posit and prove concepts apart from the realm of physical phenomena, as expressions within an internal reality. The only restrictions on this metaphysical system are that all mathematical concepts must be devoid of internal contradiction, and that they follow from existing definitions, axioms, and theorems. This belief is summarized in his famous assertion that "the essence of mathematics is its freedom." These ideas parallel those of Edmund Husserl.


          Cantor's 1883 paper reveals that he was well aware of the opposition his ideas were encountering:


          
            
              	

              	"I realize that in this undertaking I place myself in a certain opposition to views widely held concerning the mathematical infinite and to opinions frequently defended on the nature of numbers."

              	
            

          


          Hence he devotes much space to justifying his earlier work, asserting that mathematical concepts may be freely introduced as long as they are free of contradiction and defined in terms of previously accepted concepts. He also cites Aristotle, Descartes, Berkeley, Leibniz, and Bolzano on infinity.


          


          Cantor's ancestry


          Cantor's paternal grandparents were from Copenhagen, and fled to Russia from the disruption of the Napoleonic Wars. In his letters, Cantor referred to them "Israelites". However, there is no direct evidence on whether his grandparents practiced Judaism; there is very little direct information on them of any kind. Jakob Cantor, Cantor's grandfather, gave his children Christian saints' names. Further, several of his grandmother's relatives were in the Czarist civil service, which would not welcome Jews, unless they, or their ancestors, converted to Orthodox Christianity. Cantor's father, Georg Woldemar Cantor, was educated in the Lutheran mission in Saint Petersburg, and his correspondence with his son shows both of them as devout Lutherans. His mother, Maria Anna Bhm, was an Austrian born in Saint Petersburg and baptized Roman Catholic; she converted to Protestantism upon marriage. However, there is a letter from Cantor's brother Louis to their mother, saying


          
            
              	

              	"Even if we were descended from Jews ten times over, and even though I may be, in principle, completely in favour of equal rights for Hebrews, in social life I prefer Christians..."

              	
            

          


          which could imply that she was of Jewish ancestry.


          Thus Cantor was not himself Jewish by faith, but has nevertheless been called variously German, Jewish, Russian, and Danish.


          


          Historiography


          Until the 1970s, the chief academic publications on Cantor were two short monographs by Schnflies (1927)largely the correspondence with Mittag-Lefflerand Fraenkel (1930). Both were at second and third hand; neither had much on his personal life. The gap was largely filled by Eric Temple Bell's Men of Mathematics (1937), which one of Cantor's modern biographers describes as "perhaps the most widely read modern book on the history of mathematics"; and as "one of the worst". Bell presents Cantor's relationship with his father as Oedipal, Cantor's differences with Kronecker as a quarrel between two Jews, and Cantor's madness as Romantic despair over his failure to win acceptance for his mathematics, and fills the picture with stereotypes. Grattan-Guinness (1971) found that none of these claims were true, but they may be found in many books of the intervening period, owing to the absence of any other narrative. There are other legends, independent of Bellincluding one that labels Cantor's father a foundling, shipped to St Petersburg by unknown parents.
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          George Timothy Clooney (born May 6, 1961) is an American actor, director, producer and screenwriter who gained fame as one of the lead doctors in the long-running television drama, ER (199499), as Anthony Edwards's best friend and partner, Dr. Douglas "Doug" Ross, but is best known for his subsequent rise as an " A-List" movie star in contemporary American cinema. Winner of an Academy Award and two Golden Globes, Clooney has balanced his glamorous performances in big-budget blockbusters with work as a producer and director behind commercially riskier projects, as well as social and political activism.


          


          Early life


          


          Family


          Clooney, an Irish American, was born in Lexington, Kentucky. His mother, Nina Bruce ( ne Warren), was a former pageant queen, while his father, Nick, is a journalist, anchorman, game show and American Movie Classics host, and - in later years - an aspiring politician from the state of Kentucky.


          Clooney also has an older sister, Adelia (aka Ada), one niece; Alison & one nephew; Nick. His cousins include actors Miguel and Rafael Ferrer, who are the sons of his aunt, singer Rosemary Clooney, and actor Jos Ferrer. He is also related to another singer, Debby Boone, who married Jos's son, Gabriel Ferrer. From an early age, Clooney would hang around his father's sets, often participating in shows, where he proved to be a crowd favorite.


          


          Education


          Clooney began his education at the Blessed Sacrament School in Ft. Mitchell, Kentucky. Spending part of his childhood in Ohio, he attended St. Michael's School in Columbus, the Western Row and St. Susanna schools, it was there he developed an interest in Theatre, both in Mason. Eventually, his parents moved to Augusta in Kentucky, where he went to Augusta High School and began his lead in several plays. He graduated in 1979. He was an average student but was an enthusiastic baseball and basketball player. He tried out with the Cincinnati Reds in 1977 to play professional baseball, but was not offered a contract.


          Clooney attended Northern Kentucky University from 1979 to 1981 and, very briefly, the University of Cincinnati, but did not graduate from either.


          


          Career


          


          Early roles


          His first major role came in 1984 in the television medical comedy/drama, E/R. Though it too takes place in a hospital, it should not be confused with ER, which Clooney more famously starred in several years later. Additionally, he played a handyman on the series The Facts of Life. He played "Bobby" the detective on one episode of The Golden Girls. His first significant break was a semi-regular supporting role in the sitcom Roseanne, playing Roseanne Barr's overbearing boss Booker Brooks, followed by the role of a construction worker on Baby Talk and then as a sexy detective on Sisters. Clooney achieved stardom when he was selected to play Dr. Doug Ross on the hit NBC drama ER from 1994 to 1999. Clooney was also partnered with Deborah Leoni in their production company Mirador Entertainment.


          Prior to his success on ER, he met Grant Heslov, a later close friend with whom he co-wrote Good Night, and Good Luck. Heslov was also the president of Section Eight Productions, Clooney and director Steven Soderbergh's production company. In August 2006, Clooney and Heslov started a new company: Smoke House. Clooney said in an interview that he was driving an RV through the country with Heslov, who, at the time, was getting over a broken engagement, when he got a phone call from his agent telling him that NBC just picked up ER for a full season. Clooney said, "I think I just got my career."


          It has been rumored that Clooney was the one to have circulated the videotape of Jesus vs. Santa (the video greeting card that gave birth to South Park) around the Los Angeles area in 1995. The show's creators, Matt Stone and Trey Parker, invited him to play a role in the show as the voice of Stan Marsh's gay dog Sparky in the episode Big Gay Al's Big Gay Boat Ride, a role with no dialogue except normal dog noises. He later appeared in the film South Park: Bigger, Longer & Uncut. Despite their history, the show's creators, Parker and Stone, lampooned Clooney for his outspoken political views in their feature film Team America: World Police. However, Clooney later said that he would have been offended if he hadn't been made fun of in the film. He was also mentioned in the episode " Smug Alert!," which mocks his acceptance speech at the 78th Academy Awards.


          


          Initial success


          Clooney continued to star in movies while appearing in ER, his first major Hollywood role being From Dusk Till Dawn, directed by Robert Rodriguez. He followed its success with One Fine Day with Michelle Pfeiffer and The Peacemaker with Nicole Kidman, the latter being the initial feature length release from Dreamworks SKG studio. Clooney was then cast as the new Batman in Batman & Robin. In 1998, he starred in Out of Sight, opposite Jennifer Lopez. This was the first of many collaborations with director Steven Soderbergh. He also starred in Three Kings during the last weeks of his contract with ER.


          In 1999, Clooney left the cast of ER to pursue his film career full-time. He mentioned a few times that he would like to do a few cameos; to date, he has only done one.


          


          Movie star


          After leaving ER, Clooney starred in major Hollywood successes, such as Three Kings, The Perfect Storm, and O Brother, Where Art Thou?. In 2001, he teamed up with Soderbergh again for Ocean's Eleven, a remake of the 1960s Rat Pack film Ocean's Eleven. Alongside Clooney the film also starred Brad Pitt, Matt Damon, Andy Garcia, Don Cheadle, Bernie Mac, and Julia Roberts. To this day, it remains Clooney's most commercially successful movie, earning approximately $444,200,000 worldwide. The film spawned two sequels, Ocean's Twelve in 2004 and Ocean's Thirteen in 2007. In 2001, Clooney founded the production studio Section Eight Productions with Steven Soderbergh.


          He made his directorial debut in the 2002 film Confessions of a Dangerous Mind, an adaptation of the autobiography of TV producer Chuck Barris. Though the movie didn't do well at the box office, Clooney's direction was praised among critics and audiences alike.


          In 2005, Clooney starred in Syriana, which was based loosely on former Central Intelligence Agency agent Robert Baer and his memoirs of being an agent in the Middle East. The same year he directed, produced, and starred in Good Night, and Good Luck, a film about 1950s television journalist Edward R. Murrow's famous war of words with Senator Joseph McCarthy. Both films received critical acclaim and decent box-office returns despite being in limited release. At the 2006 Academy Awards, Clooney was nominated for Best Director and Best Original Screenplay for Good Night, and Good Luck, as well as Best Supporting Actor for Syriana. He became the first person in Oscar history to be nominated for directing one movie and acting in another in the same year. He would go on to win for his role in Syriana.


          More recently, he appeared in The Good German, a film-noir directed by Soderbergh. The film is set in post-World War II Germany.


          Clooney is one of only three people to have been given the title of " Sexiest Man Alive" twice by People Magazine, first in 1997 and again in 2006. The others are Brad Pitt and Richard Gere. Clooney also received the American Cinematheque Award in October 2006, an award that honours an artist in the entertainment industry who has made "a significant contribution to the art of motion pictures".


          


          Other ventures


          On July 8, 2005, news reports said that Clooney would be working with Cindy Crawford's husband Rande Gerber to design and build a new casino hotel in Las Vegas. On August 29, the same year, Clooney officially announced his involvement with the Las Ramblas Resort project. However, the project never came to fruition, and the property on which the resort was to be built was sold in June 2006.


          After serving as pitchman outside the U.S. for products like Fiat and Martini vermouth, Clooney lent his voice to a series of Budweiser ads beginning in 2005 (which were still running as of September 2007).


          He secretly financed and executive produced a political thriller short film called The Endgame Study in 2006.


          After the success of Good Night, and Good Luck, Clooney said he plans to devote more of his energy to directing. He has said that the directing industry is "a great industry to grow old in".


          


          Personal life
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          Clooney's father, Nick Clooney, a politician, is noted for saying the following about himself,


          
            
              
                	

                	I spent the first part of my life being referred to as Rosemary Clooneys brother, and now I am spending the last part of my life being referred to as George Clooneys dad.

                	
              

            

          


          (See Abraham Mendelssohn Bartholdy for a previous instance of a similar quote.)


          Clooney had a 300-pound Vietnamese black bristled, potbellied pig, named Max, that had lived with him for 18 years. Max died on December 1, 2006. He also had two bulldogs named Bud and Lou, after the famous comedy team, Abbott and Costello, who both died (one from a rattlesnake attack).


          Clooney has only been married once, to actress Talia Balsam from 1989 to 1993. He says he will never get married again, nor have any children, but Michelle Pfeiffer and Nicole Kidman each bet him $10,000 that he would be a father before he turned 40. They were both wrong, and each sent him a check. He returned the money, betting double or nothing that he won't have kids by age 50.


          


          Illness and injury


          Clooney suffered from Bell's palsy for a time while he was in high school.


          Clooney injured himself on Syriana's set, during a torture scene, in 2004. He had some excruciating headaches and suffered short term memory loss. It took a few weeks for his doctors to find the reasons of his health problems. During The Good German's promotion (two years afterwards), he revealed that he still had to wear a back brace due to this injury.


          Never a heavy smoker, Clooney quit the habit at a very early stage. He says that at least eight or nine of his great-uncles and great-aunts died because of it.


          [bookmark: 2007_motorcycle_accident]


          2007 motorcycle accident


          On September 21, 2007, Clooney and his girlfriend Sarah Larson were injured in a motorcycle accident in New Jersey. Clooney's motorcycle was hit by a passenger car. The driver of the car reported that Clooney attempted to pass on the right, while Clooney stated that the driver signaled left and then decided to make an abrupt right turn and clipped the motorcycle. Clooney suffered a broken rib and road rash; Larson broke two toes. Both were treated and released from the Palisades Medical Centre in North Bergen, New Jersey.


          On October 9, 2007, more than two dozen hospital staff members were suspended without pay for looking at Clooney's medical records in violation of federal law. Clooney himself quickly issued a statement on the hospital records matter, saying no one should be punished. He said "This is the first I've heard of it. And while I very much believe in a patient's right to privacy, I would hope that this could be settled without suspending medical workers."


          


          Politics


          Clooney is a self-described political liberal. Speaking about the Iraq war: "You can't beat your enemy anymore through wars; instead you create an entire generation of people seeking revenge. These days it only matters who's in charge. Right now that's us  for a while at least. Our opponents are going to resort to car bombs and suicide attacks because they have no other way to win.... I believe ( Rumsfeld) thinks this is a war that can be won, but there is no such thing anymore. We can't beat anyone anymore."


          Clooney is noted for his public criticisms of lobbyist Jack Abramoff. On January 16, 2006, during his acceptance speech for the Golden Globe Award for Best Performance by an Actor in a Supporting Role for Syriana, Clooney paused to sarcastically thank Abramoff before adding, "Who would name their kid Jack with the word off at the end of your last name? No wonder that guy is screwed up!"


          There has been movement to try to convince Clooney to run for political office in his home state of Kentucky, including talk of a Clooney candidacy for US Senate against Minority Leader Mitch McConnell in 2008. In response, Clooney has said: "Run for office? No. I've slept with too many women, I've done too many drugs, and I've been to too many parties."


          Clooney supports Barack Obama for a 2008 presidential run.


          


          Save Darfur


          Clooney is active in advocating a resolution of the Darfur conflict. His efforts include an episode of Oprah and speaking at the Save Darfur rally in Washington, D.C. on April 30, 2006.


          In 2006, he was involved in several events to highlight the issue. In April, he spent 10 days in Chad and Sudan with his father to make a film in order to show the dramatic situation of Darfur's refugees. In September, he spoke in front of the Security Council of the UN with Nobel Prize-winner Elie Wiesel to ask the UN to find a solution to the conflict and to help the people of Darfur. In December, he made a trip to China and Egypt with Don Cheadle and two Olympic winners to ask both governments to pressure Sudan's government.


          Clooney is involved with Not On Our Watch, an organization that focuses global attention and resources to stop and prevent mass atrocities, along with Brad Pitt, Matt Damon, Don Cheadle, and Jerry Weintraub. He narrated and was co-executor producer of the documentary "Sand and Sorrow.


          On March 25, 2007, he sent an open letter to German chancellor Angela Merkel, calling on the European Union to take "decisive action" in the region in the face of al-Bashir's failure to respond to the U.N. resolutions.


          Clooney also appears in the documentary film Darfur Now, a call to action film for people all over the world to help stop the ongoing crisis in Darfur. The film was released on November 2, 2007.


          


          Environmentalism


          Clooney is an environmentalist, owning the first Tango car to be sold. Clooney made a deposit on a Tesla Roadster from Tesla Motors. It is a battery electric sportscar with a 250-mile (402km) range. He will be among the first 100 owners.


          


          Charlton Heston controversy


          Clooney stirred up controversy for his remarks about Charlton Heston, while speaking at a National Board of Review event. Charlton Heston "announced again today that he is suffering from Alzheimer's."


          "It was just a joke," Clooney responded. "That was someone else trying to make a bigger story."


          Heston himself commented, "It just goes to show that sometimes class does skip a generation," referring to Clooney's late aunt, Rosemary Clooney.


          


          Filmography


          
            
              	Year

              	Film

              	Role

              	Other notes
            


            
              	1985

              	Streethawk

              	Kevin Stark

              	
            


            
              	1985 - 1986

              	The Facts of Life

              	George Burnett

              	
            


            
              	1987

              	Return to Horror High

              	Oliver

              	
            


            
              	Grizzly II: The Predator

              	

              	Uncredited
            


            
              	Combat Academy

              	Maj. Biff Woods

              	
            


            
              	Murder, She Wrote

              	Kip Howard

              	Episode: No Laughing Murder
            


            
              	The Golden Girls

              	Detective Bobby Hopkins

              	Episode: To Catch a Neighbour
            


            
              	1988

              	Return of the Killer Tomatoes

              	Matt Stevens

              	
            


            
              	1988 - 1991

              	Roseanne

              	Booker Brooks

              	11 Episodes
            


            
              	1990

              	Red Surf

              	Remar

              	
            


            
              	1992

              	Unbecoming Age

              	Mac

              	
            


            
              	1993

              	The Harvest

              	Lip Synching Transvestite

              	
            


            
              	1993 - 1994

              	Sisters

              	Detective James Falconer

              	
            


            
              	1994 - 1999

              	ER

              	Dr Doug Ross

              	106 Episodes

              Emmy nomination: Outstanding Lead Drama Actor

              Golden Globe nomination: Best TV Actor - Drama
            


            
              	1995

              	Friends

              	Dr. Michael Mitchell

              	Episode: The One with Two Parts, Part Two
            


            
              	1996

              	From Dusk Till Dawn

              	Seth Gecko

              	
            


            
              	One Fine Day

              	Jack Taylor

              	
            


            
              	Curdled

              	Seth Gecko

              	Uncredited; only photo shown
            


            
              	1997

              	Full-Tilt Boogie

              	Himself

              	Documentary
            


            
              	The Peacemaker

              	Thomas Devoe

              	
            


            
              	Batman & Robin

              	Batman/ Bruce Wayne

              	
            


            
              	South Park

              	Sparky the Dog (voice)

              	Episode: Big Gay Al's Big Gay Boat Ride
            


            
              	1998

              	The Thin Red Line

              	Captain Bosche

              	
            


            
              	Out of Sight

              	Jack Foley

              	
            


            
              	Waiting for Woody

              	Himself

              	Comedic Short
            


            
              	1999

              	Three Kings

              	Major Archie Gates

              	
            


            
              	The Book That Wrote Itself

              	Himself

              	
            


            
              	South Park: Bigger, Longer & Uncut

              	Voice of Doctor Gouache

              	
            


            
              	The Limey

              	TV Interviewee

              	
            


            
              	2000

              	The Perfect Storm

              	Billy 'Skip' Tyne

              	
            


            
              	Fail Safe

              	Col. Jack Grady

              	
            


            
              	O Brother, Where Art Thou?

              	Ulysses Everett McGill

              	Golden Globe: Best Musical/Comedy Actor
            


            
              	2001

              	Ocean's Eleven

              	Danny Ocean

              	
            


            
              	Spy Kids

              	Devlin

              	
            


            
              	2002

              	Confessions of a Dangerous Mind

              	CIA Officer Jim Byrd

              	also Director
            


            
              	Solaris

              	Chris Kelvin

              	
            


            
              	Welcome to Collinwood

              	Jerzy

              	Producer
            


            
              	Starbuck Holger Meins

              	

              	Documentary
            


            
              	2003

              	Intolerable Cruelty

              	Miles Massey

              	
            


            
              	Spy Kids 3-D: Game Over

              	Devlin

              	
            


            
              	2004

              	Ocean's Twelve

              	Danny Ocean

              	also Executive Producer
            


            
              	2005

              	Good Night, and Good Luck.

              	Fred Friendly

              	Academy Award nomination: Best Director, Best Original Screenplay

              BAFTA Award nomination: Best Direction, Best Original Screenplay, Best Supporting Actor

              Golden Globe nomination: Best Director, Best Screenplay
            


            
              	Syriana

              	Bob Barnes

              	also Producer; Academy Award for Best Supporting Actor

              Golden Globe: Best Supporting Actor

              BAFTA Award nomination: Best Supporting Actor
            


            
              	2006

              	The Good German

              	Jake Geismar

              	
            


            
              	2007

              	Michael Clayton

              	Michael Clayton

              	also Producer; Best Actor of 2007, National Board of Review;

              Nominated - Golden Globe (Best Actor in a Motion Picture - Drama)
            


            
              	Darfur Now

              	Himself

              	
            


            
              	The Endgame Study

              	

              	Executive Producer (credited as Anonymous)
            


            
              	Ocean's Thirteen

              	Danny Ocean

              	
            


            
              	2008

              	Leatherheads

              	Jimmy 'Dodge' Connelly

              	also Director, Producer, and co-writer
            


            
              	Burn After Reading

              	Harry Pfarrer

              	post-production
            


            
              	White Jazz

              	Dave "The Enforcer" Klein

              	pre-production
            


            
              	2009

              	Fantastic Mr. Fox

              	Mr. Fox (voice)

              	pre-production
            

          


          Director credits


          
            
              	Year

              	Title
            


            
              	2002

              	Confessions of a Dangerous Mind
            


            
              	2005

              	Good Night, and Good Luck
            


            
              	Unscripted
            


            
              	2007

              	Leatherheads
            


            
              	2009

              	Suburbicon
            

          


          Producer credits


          
            
              	Credit

              	Movie
            


            
              	Executive Producer

              	Ocean's Thirteen
            

          


          



          
            
              	Precededby

              Val Kilmer

              	Actors to portray Batman

              1997-2001

              	Succeededby

              Bruce Thomas
            


            
              	Precededby

              Denzel Washington

              	People's Sexiest Man Alive

              1997


              	Succeededby

              Harrison Ford
            


            
              	Precededby

              Matthew McConaughey

              	People's Sexiest Man Alive

              2006


              	Succeededby

              Matt Damon
            


            
              	Awards
            


            
              	Precededby

              Morgan Freeman

              for Million Dollar Baby

              	Academy Award for Best Supporting Actor

              2005

              for Syriana

              	Succeededby

              Alan Arkin

              for Little Miss Sunshine
            

          


          
            
              	
                
                  
                    	
                      
Films directed by George Clooney
                    
                  


                  
                    	
                  


                  
                    	
                      
                        Confessions of a Dangerous Mind (2002)  Good Night, and Good Luck. (2005)  Leatherheads (2007)

                      

                    
                  

                

              
            

          


          



          
            
              	
                
                  
                    	
                      
Batman in popular media
                    
                  


                  
                    	
                  


                  
                    	Actors

                    	
                      
                        Lewis Wilson Robert Lowery Adam West Olan Soule Michael Keaton Kevin Conroy Val Kilmer George Clooney Will Friedle Bruce Thomas Rino Romano Christian Bale Jeremy Sisto Diedrich Bader Casts
                      

                    
                  


                  
                    	
                  


                  
                    	Live-action television

                    	
                      
                        Batman (19661968) Legends of the Superheroes OnStar commercials Birds of Prey Return to the Batcave
                      

                    
                  


                  
                    	
                  


                  
                    	Batman film series

                    	
                      
                        Batman (1943) Batman and Robin (1949) Batman (1966) Batman (1989) Batman Returns (1992) Batman Forever (1995) Batman & Robin (1997) Batman Begins (2005) The Dark Knight (2008)
                      

                    
                  


                  
                    	
                  


                  
                    	Animation

                    	
                      
                        Batman/Superman Hour New Adventures of Batman Batman: The Animated Series/ New Batman Adventures Mask of the Phantasm SubZero Batman Beyond Return of the Joker Mystery of the Batwoman The Batman  The Batman vs. Dracula (2005) Gotham Knight (2008)  Batman: The Brave and the Bold (2009)
                      

                    
                  


                  
                    	
                  


                  
                    	Related animated TV series

                    	
                      
                        Justice League (TV series) Justice League Unlimited Super Friends
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              	Mary Ann Evans
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              George Eliot at 30

              by Franois D'Albert Durade
            


            
              	Born

              	Mary Ann (Marian) Evans

              22 November 1819(1819-11-22)

              South Farm, Arbury, Warwickshire, England
            


            
              	Died

              	22 December 1880 (aged61)

              4 Cheyne Walk, Chelsea, London, England
            


            
              	Pen name

              	George Eliot
            


            
              	Occupation

              	Novelist
            


            
              	
            


            
              	
                
                  
                    Influences
                  


                  
                    
                      	
                        
                          	
                            
                              	Charlotte Bront, Jane Austen

                            

                          

                        

                      

                    

                  

                

              
            


            
              	
            


            
              	
                
                  
                    Influenced
                  


                  
                    
                      	
                        
                          	
                            
                              	Virginia Woolf

                            

                          

                        

                      

                    

                  

                

              
            

          


          Mary Ann (Marian) Evans ( 22 November 1819  22 December 1880), better known by her pen name George Eliot, was an English novelist. She was one of the leading writers of the Victorian era. Her novels, largely set in provincial England, are well known for their realism and psychological perspicacity.


          She used a male pen name, she said, to ensure that her works were taken seriously. Female authors published freely under their own names, but Eliot wanted to ensure that she was not seen as merely a writer of romances. An additional factor may have been a desire to shield her private life from public scrutiny and to prevent scandals attending her relationship with the married George Henry Lewes.


          


          Biography
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              George Eliot's birthplace at South Farm, Arbury
            

          


          Mary Anne Evans was the third child of Robert Evans (1773-1849) and Christiana Evans (ne Pearson), the daughter of a local farmer, (1788-1836). When born, Mary Anne, sometimes shortened to Marian, had two teenage siblings, a half-brother, Robert (1802-1864), and sister, Fanny (1805-1882), from her father's previous marriage to Harriet Poynton (?1780-1809). Robert Evans was the manager of the Arbury Hall Estate for the Newdigate family in Warwickshire, and Mary Anne was born on the estate at South Farm. In early 1820 the family moved to a house named Griff, part way between Nuneaton and Coventry. Her full siblings were Christiana, known as Chrissey (1814-1859), Isaac (1816-1890), and twin brothers who survived a few days in March 1821.


          The young Evans was obviously intelligent, and due to her father's important role on the estate, she was allowed access to the library of Arbury Hall, which greatly aided her education and breadth of learning. Her classical education left its mark; Christopher Stray has observed that "George Eliot's novels draw heavily on Greek literature (only one of her books can be printed without the use of a Greek typeface), and her themes are often influenced by Greek tragedy". Her frequent visits also allowed her to contrast the wealth in which the local landowner lived with the lives of the often much poorer people on the estate, and different lives lived in parallel would reappear in many of her works. The other important early influence in her life was religion. She was brought up within a narrow low church Anglican family, but at that time the Midlands was an area with many religious dissenters, and those beliefs formed part of her education. She boarded at schools in Attleborough, Nuneaton and Coventry. At the second she was taught by the evangelical Maria Lewisto whom her earliest surviving letters are addressedand at the Coventry school she received instruction from Baptist sisters.


          In 1836 her mother died and Evans returned home to act as housekeeper, but she continued her education with a private tutor and advice from Maria Lewis. When she was 21, her brother Isaac married and took over the family home, so Evans and her father moved to Foleshill near Coventry. The closeness to Coventry society brought new influences, most notably those of Charles and Cara Bray. Charles Bray had become rich as a ribbon manufacturer and had used his wealth in building schools and other philanthropic causes. He was a freethinker in religious matters, a progressive in politics, and his home, Rosehill, was a haven for people who held and debated radical views. The people whom the young woman met at the Brays' house included Robert Owen, Herbert Spencer, Harriet Martineau and Ralph Waldo Emerson. Through this society, Evans was introduced to more liberal theologies, many of which cast doubt on the supernatural elements of Biblical stories, and she stopped going to church. This caused a rift between herself and her family, with her father threatening to throw her out, although that did not happen. Instead, she respectably attended church and continued to keep house for him until his death in 1849. Her first major literary work was the translation of David Strauss' Life of Jesus (1846), which she completed after it had been begun by another member of the Rosehill circle.


          Only five days after her father's funeral, she travelled to Switzerland with the Brays. She decided to stay in Geneva alone and on her return in 1850, moved to London with the intent of becoming a writer and calling herself Marian Evans. She stayed at the house of John Chapman, the radical publisher whom she had met at Rosehill and who had printed her translation. Chapman had recently bought the campaigning, left-wing journal The Westminster Review, and Evans became its assistant editor in 1858. Although Chapman was the named editor, it was Evans who did much of the work in running the journal for the next three years, contributing many essays and reviews.
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              Now in this vast ugliness resides a most powerful beauty which, in a very few minutes, steals forth and charms the mind, so that you end, as I ended, in falling in love with her....

               Henry James, in a letter to his father
            

          


          Women writers were not uncommon at the time, but Evans's role at the head of a literary enterprise was. The mere sight of an unmarried young woman mixing with the predominantly male society of London at that time was unusual, even scandalous to some. Although clearly strong-minded, she was frequently sensitive, depressed, and crippled by self-doubt. She was well aware of her ill-favoured appearance, and she formed a number of embarrassing, unreciprocated emotional attachments, including that to her employer, the married Chapman, and Herbert Spencer. However, another highly inappropriate attraction would prove to be much more successful and beneficial for Evans.


          The philosopher and critic George Henry Lewes met Evans in 1851, and by 1854 they had decided to live together. Lewes was married to Agnes Jervis, but they had decided to have an open marriage, and in addition to having three children together, Agnes had also had several children with other men. As he was named on the birth certificate as the father of one of these children despite knowing this to be false, and since he was therefore complicit in adultery, he was not able to divorce Agnes. In July 1854 Lewes and Evans travelled to Weimar and Berlin together for the purpose of research. Before going to Germany, Evans continued her interest in theological work with a translation of Ludwig Feuerbach's Essence of Christianity and while abroad she wrote essays and worked on her translation of Baruch Spinoza's Ethics, which she completed in 1856, but which was not published in her life-time.


          The trip to Germany also doubled as a honeymoon as they were now effectively married, with Evans calling herself Marian Evans Lewes, and referring to George Lewes as her husband. It was not unusual for men in Victorian society to have mistresses, including both Charles Bray and John Chapman. What was scandalous was the Leweses' open admission of the relationship. On their return to England, they lived apart from the literary society of London, both shunning and being shunned in equal measure. While continuing to contribute pieces to the Westminster Review, Evans had resolved to become a novelist, and she set out a manifesto for herself in one of her last essays for the Review: Silly Novels by Lady Novelists. The essay criticised the trivial and ridiculous plots of contemporary fiction by women. In other essays she praised the realism of novels written in Europe at the time, and subsequently an emphasis placed on realistic story-telling would become clear throughout her subsequent fiction. She also adopted a new nom-de-plume, the one for which she would become best known: George Eliot. This masculine name was chosen partly in order to distance herself from the lady writers of silly novels, but it also quietly hid the tricky subject of her marital status.
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              George Eliot died at 4 Cheyne Walk, Chelsea.
            

          


          In 1858 Amos Barton, the first of the Scenes of Clerical Life, was published in Blackwood's Magazine and, along with the other Scenes, was well received. Her first complete novel, published in 1859, was Adam Bede and was an instant success, but it prompted an intense interest in who this new author might be. Scenes of Clerical Life was widely believed to have been written by a country parson or perhaps the wife of a parson. With the release of the incredibly popular Adam Bede, speculation increased markedly, and there was even a pretender to the authorship, one Joseph Liggins. In the end, the real George Eliot stepped forward: Marian Evans Lewes admitted she was the author. The revelations about Eliot's private life surprised and shocked many of her admiring readers, but this apparently did not affect her popularity as a novelist. Eliot's relationship with Lewes afforded her the encouragement and stability she so badly needed to write fiction, and to ease her self-doubt, but it would be some time before they were accepted into polite society. Acceptance was finally confirmed in 1867, when they were introduced to Princess Louise, the daughter of Queen Victoria, who was an avid reader of George Eliot's novels.


          After the popularity of Adam Bede, she continued to write popular novels for the next fifteen years. Within a year of completing Adam Bede, she finished The Mill on the Floss, inscribing the manuscript: "To my beloved husband, George Henry Lewes, I give this MS. of my third book, written in the sixth year of our life together, at Holly Lodge, South Field, Wandsworth, and finished 21st March 1860."


          Her last novel was Daniel Deronda, published in 1876, whereafter she and Lewes moved to Witley, Surrey; but by this time Lewes's health was failing and he died two years later on 30 November 1878. Eliot spent the next two years editing Lewes's final work Life and Mind for publication, and she found solace with John Walter Cross, an American banker whose mother had recently passed away.
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          On 16 May 1880 George Eliot courted controversy once more by marrying a man twenty years younger than herself, and again changing her name, this time to Mary Anne Cross. The legal marriage at least pleased her brother Isaac, who sent his congratulations after breaking off relations with his sister when she had begun to live with Lewes. John Cross was a rather unstable character, and apparently jumped or fell from their hotel balcony into the Grand Canal in Venice during their honeymoon. Cross survived and they returned to England. The couple moved to a new house in Chelsea but Eliot fell ill with a throat infection. This, coupled with the kidney disease she had been afflicted with for the past few years, led to her death on the 22 December 1880 at the age of 61.


          The possibility of burial in Westminster Abbey being rejected due to her denial of Christian faith and "irregular" though monogamous life with Lewes, she was buried in Highgate Cemetery (East), Highgate, London in the area reserved for religious dissenters, next to George Henry Lewes. In 1980, on the centenary of her death, a memorial stone was established for her in the Poets Corner. Several key buildings in her birthplace of Nuneaton are named after her or titles of her novels. For example George Eliot Hospital, George Eliot Community School and Middlemarch Junior School.


          


          Literary assessment


          Eliot's most famous work, Middlemarch, is a turning point in the history of the novel. Making masterful use of a counterpointed plot, Eliot presents the stories of a number of denizens of a small English town on the eve of the Reform Bill of 1832. The main characters, Dorothea Brooke and Tertius Lydgate, long for exceptional lives but are powerfully constrained both by their own unrealistic expectations and by a conservative society. The novel is notable for its deep psychological insight and sophisticated character portraits.


          Throughout her career, Eliot wrote with a politically astute pen. From Adam Bede to The Mill on the Floss and Silas Marner, Eliot presented the cases of social outsiders and small-town persecution. No author since Jane Austen had been as socially conscious and as sharp in pointing out the hypocrisy of the country squires. Felix Holt, the Radical and The Legend of Jubal were overtly political, and political crisis is at the heart of Middlemarch. Readers in the Victorian era particularly praised her books for their depictions of rural society, for which she drew on her own early experiences, and she shared with Wordsworth the belief that there was much interest and importance in the mundane details of ordinary country lives. Eliot did not, however, confine herself to her bucolic roots. Romola, an historical novel set in late 15th century Florence and touching on the lives of several real persons such as the priest Girolamo Savonarola, displays her wider reading and interests. In The Spanish Gypsy, Eliot made a foray into verse, creating a work whose initial popularity has not endured.


          The religious elements in her fiction also owe much to her upbringing, with the experiences of Maggie Tulliver from The Mill on the Floss sharing many similarities with the young Mary Ann Evans's own development. When Silas Marner is persuaded that his alienation from the church means also his alienation from society, the author's life is again mirrored with her refusal to attend church. She was at her most autobiographical in Looking Backwards, part of her final printed work Impressions of Theophrastus Such. By the time of Daniel Deronda, Eliot's sales were falling off, and she faded from public view to some degree. This was not helped by the biography written by her husband after her death, which portrayed a wonderful, almost saintly, woman totally at odds with scandalous life they knew she had led. In the 20th century she was championed by a new breed of critics; most notably by Virginia Woolf, who called Middlemarch "one of the few English novels written for grown-up people". The various film and television adaptations of Eliot's books have re-introduced her to the wider-reading public.


          Eliot was, and remains, one of the most widely praised writers for her style and her clarity of thought. Eliot's sentence structures are clear, patient, and well balanced, and she mixes plain statement and unsettling irony with rare poise. Her commentaries are never without sympathy for the characters, and she never stoops to being arch or flippant with the emotions in her stories. Villains, heroines and bystanders are all presented with awareness and full motivation.


          


          Works


          


          Novels


          
            	Adam Bede, 1859


            	The Mill on the Floss, 1860


            	Silas Marner, 1861


            	Romola, 1863


            	Felix Holt, the Radical, 1866


            	Middlemarch, 1871-72


            	Daniel Deronda, 1876

          


          


          Poetry


          Poems by George Eliot include:


          
            	The Spanish Gypsy (a dramatic poem) 1868


            	Agatha, 1869


            	Armgart, 1871


            	Stradivarius, 1873


            	The Legend of Jubal, 1874


            	Arion, 1874


            	A Minor Prophet, 1874


            	A College Breakfast Party, 1879


            	The Death of Moses, 1879


            	From a London Drawing Room,


            	Count That Day Lost,?

          


          


          Other works


          
            	Translation of "The Life of Jesus Critically Examined" by David Strauss, 1846


            	Translation of "The Essence of Christianity" by Ludwig Feuerbach, 1854


            	
              Scenes of Clerical Life, 1858

              
                	The Sad Fortunes of the Rev. Amos Barton


                	Mr Gilfil's Love Story


                	Janet's Repentance

              

            


            	The Lifted Veil, 1859


            	Brother Jacob, 1864


            	Impressions of Theophrastus Such, 1879
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              	George Fox
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                  Supposed portrait
                

              
            


            
              	Born

              	July 1624

              Fenny Drayton, Leicestershire, England
            


            
              	Died

              	13 January 1691

              London, England
            


            
              	Occupation

              	Religious leader
            


            
              	Spouse(s)

              	Margaret Fell ne Askew
            


            
              	Children

              	None
            


            
              	Parents

              	Christopher Fox, Mary Lago
            

          


          George Fox (July 1624  13 January 1691) was an English Dissenter and a founder of the Religious Society of Friends, commonly known as the Quakers.


          The son of a weaver from rural England, Fox was apprenticed to a cobbler. Living in a time of great social upheaval and war, he rebelled against the religious and political consensus by proposing an unusual and uncompromising approach to the Christian faith. Abandoning his trade, he toured Britain as a dissenting preacher, for which he was often persecuted by the authorities who disapproved of his beliefs.


          Fox married the widow of one of his wealthier supporters, Margaret Fell, who was also a leading Friend. His ministry expanded and he undertook tours of North America, and the Low Countries, between which he was imprisoned for over a year. He spent the final decade of his life working in London to organize the expanding Quaker movement.


          Though his movement attracted disdain from some, others such as William Penn and Oliver Cromwell viewed Fox with respect. His journal, first published after his death, is known even among non-Quakers for its vivid account of his personal journey.


          


          Early life
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          George Fox was born in the strongly puritan village of Drayton-in-the-Clay, Leicestershire, England (now known as Fenny Drayton), 15miles (24km) west-south-west of Leicester. He was the eldest of four children of Christopher Fox, a successful weaver, called "Righteous Christer" by his neighbours, and his wife, Mary ne Lago. Christopher Fox was a churchwarden and was relatively wealthy; when he died in the late 1650s he was able to leave his son a substantial legacy. From childhood, Fox was of a serious, religious disposition. There is no record of any formal schooling but he learned to read and write. "When I came to eleven years of age," he said, "I knew pureness and righteousness; for, while I was a child, I was taught how to walk to be kept pure. The Lord taught me to be faithful, in all things, and to act faithfully two ways; viz., inwardly to God, and outwardly to man."


          As he grew up, his relatives "thought to have made me a priest" but he was instead apprenticed to a local shoemaker and grazier, George Gee of Mancetter. This suited his contemplative temperament, and he became well-known for his diligence among the wool traders who had dealings with his master. A constant obsession for Fox was the pursuit of "simplicity" in life, meaning humility and the abandonment of luxury, and the short time he spent as a shepherd was important to the formation of this view. Toward the end of his life, he wrote a letter for general circulation pointing out that Abel, Noah, Abraham, Jacob, Moses and David were all keepers of sheep or cattle, and that a learned education should not therefore be seen as a qualification for ministry.


          George Fox knew people who were "professors" (followers of the standard religion), but by the age of nineteen he had begun to look down on their behaviour, in particular their drinking of alcohol. He records that in prayer one night, after leaving two acquaintances at a drinking session, he heard an inner voice saying, "Thou seest how young people go together into vanity, and old people into the earth; thou must forsake all, young and old, keep out of all, and be as a stranger unto all."


          


          First travels


          For this reason, Fox left Drayton-in-the-Clay in September 1643, moving toward London in a state of mental torment and confusion. The English Civil War had begun and troops were stationed in many of the towns through which he passed. While in Barnet, where he was torn by depression (perhaps from the temptations of this resort town near London), Fox would alternately shut himself in his room for days at a time, or go out alone into the countryside. After almost a year, he returned to Drayton, where he engaged Nathaniel Stephens, the clergyman of his hometown, in long discussions on religious matters. Stephens considered Fox a gifted young man, but the two disagreed on so many issues that he later called Fox mad and spoke against him.


          Over the next few years, Fox continued to travel around the country as his particular religious beliefs took shape. At times, he actively sought the company of clergy, but found no comfort from them, as they too seemed unable to help with the matters that were troubling him. One clergyman in Warwickshire advised him to take tobacco (which Fox disliked) and sing psalms; another, in Coventry, lost his temper when Fox accidentally stood on a flower in his garden; a third suggested bloodletting. He became fascinated by the Bible, which he studied assiduously.


          


          Unique beliefs begin to form


          Fox had more than a little experience among " English Dissenters", groups of people who had broken away from practices of the state church because of their divergent beliefs. He had hoped that the dissenters would help his spiritual understanding, as those in the established church could not, but they did not: he fell out with one group, for example, because he maintained that women had souls. From this comes the passage from his journal:


          
            	But as I had forsaken the priests, so I left the separate preachers also, and those esteemed the most experienced people; for I saw there was none among them all that could speak to my condition. And when all my hopes in them and in all men were gone, so that I had nothing outwardly to help me, nor could tell what to do, then, oh, then, I heard a voice which said, "There is one, even Christ Jesus, that can speak to thy condition"; and when I heard it my heart did leap for joy. Then the Lord let me see why there was none upon the earth that could speak to my condition, namely, that I might give Him all the glory; for all are concluded under sin, and shut up in unbelief as I had been, that Jesus Christ might have the pre-eminence who enlightens, and gives grace, and faith, and power. Thus when God doth work, who shall let it? And this I knew experimentally.
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          He thought intensely about Jesus's temptation in the desert, which he compared to his own spiritual condition, but drew strength from his conviction that God would support and preserve him. In prayer and meditation, he came to a greater understanding of the nature of his faith and what it required from him; this process he called "opening". He also came to what he deemed a deep inner understanding of standard Christian beliefs. Among his ideas were:


          
            	Rituals can be safely ignored, as long as one experiences a true spiritual conversion.


            	The qualification for ministry is given by the Holy Spirit, not by ecclesiastical study. This implies that anyone has the right to minister, assuming the Spirit guides them, including women and children.


            	God "dwelleth in the hearts of his obedient people": religious experience is not confined to a church building. Indeed, Fox refused to apply the word "church" to a building, using instead the name "steeple-house", a usage maintained by many Quakers today. Fox would just as soon worship in fields and orchards, believing that God's presence could be felt anywhere.


            	Though Fox used the Bible to support his views, Fox reasoned that because God was within the faithful believers could follow their own inner guide rather than rely on a strict reading of scripture or the word of clerics.


            	As the Bible makes no mention of the Trinity, Fox also made no clear distinction between Father, Son and Holy Spirit.

          


          


          Religious Society of Friends takes shape


          In 1647, Fox began to preach publicly: in market-places, in fields, in appointed meetings of various kinds, or even sometimes in "steeple-houses" after the priests had finished. His preaching was powerful, and he began to attract a minority following. It is not clear at what point the Society of Friends was formed but there was certainly a group of people who often travelled together. At first, they called themselves "Children of the Light" or "Friends of the Truth", and later simply "Friends". Fox seems, however, to have had no desire to found a sect, but only to proclaim what he saw as the pure and genuine principles of Christianity in their original simplicitythough he afterward showed great prowess as a religious legislator, in the organization which he gave to the new society.


          At the time, there were a great many rival Christian denominations holding very diverse opinions; the atmosphere of dispute and confusion gave Fox an opportunity to put forward his own beliefs through his personal sermons. Fox's preaching was grounded in scripture, but was mainly effective because of the intense personal experience he was able to project. He was scathing about contemporary immorality, especially deceit and the exacting of tithes, and urged his listeners to lead lives without sinavoiding the Ranter (or Antinomian) view that all acts of a believer became automatically sinless. By 1651 he had gathered other talented preachers around him, and continued to roam the country seeking out new converts. They continued to do this despite a harsh reception from some listeners, who would whip and beat them to drive them away. The worship of Friends, in the form of silent waiting, seems to have been well-established by this time, though it is not recorded how this came to be.


          An interest in social justice was slowly developing, marked by Fox's complaints to judges about decisions he considered morally wrongfor example, his letter on the case of a woman due to be executed for theft. Oppression by the powerful was a very real concern for the English people, in the turmoil of the English Civil War following the reign of Charles I (executed in 1649) and the beginnings of the Commonwealth of England. He campaigned against the paying of tithes, which funded the established church and often went into the pockets of absentee landlords or religious colleges far away from the paying parishioners. In his view, as God was everywhere and anyone could preach, the established church was unnecessary and a university qualification irrelevant for a preacher. Fox's conflict with civil authority was inevitable.


          


          Imprisonment


          Fox was imprisoned several times, the first at Nottingham in 1649. At Derby in 1650 he was imprisoned for blasphemy; a judge mocked Fox's exhortation to "tremble at the word of the Lord", calling him and his followers "Quakers"now the common name of the Society of Friends. He suffered harsh treatment in prison; following his refusal to fight against the return of the monarchy (or indeed to take up arms for any reason), his sentence was doubled.


          The beginnings of persecution forced Fox to develop his position on oaths and violence. Previously implicit in his teaching, the refusal to swear or take up arms came to be a much more important part of his public statements: he was determined that neither he nor his followers would give in under pressure. In a letter of 1652 (That which is set up by the sword), he urged Friends not to use "carnal weapons" but "spiritual weapons", saying "let the waves [the power of nations] break over your heads".


          In June 1652, Fox felt that God led him to walk up Pendle Hill. There he had a vision of many souls coming to Christ. From there he travelled to Sedbergh in Westmorland, where he heard a group of Seekers were meeting. He preached to a meeting of over a thousand people on the nearby Firbank Fell and convinced many, including Francis Howgill, to accept his teachings on Christ being able to speak to people directly. At the end of the month he stayed at Swarthmoor Hall, near Ulverston, the home of Thomas Fell, vice-chancellor of the Duchy of Lancaster, and his wife, Margaret. Margaret became a Quaker, and although Thomas Fell himself did not convert his familiarity with the Friends proved influential when Fox was arrested for blasphemy in October. Fell was one of three presiding judges and had the charges dismissed on a legal technicality. At around this time the ad hoc meetings of the Friends began to be formalized, and a monthly meeting was set up in County Durham.


          Fox remained at Swarthmoor until summer 1653, when he left for Carlisle, where he was arrested again for blasphemy; it was even proposed to put him to death, but Parliament requested his release rather than have "a young man die for religion". Further imprisonments came at London in 1654, Launceston in 1656, Lancaster in 1660, Leicester in 1662, Lancaster and Scarborough in 166466, and Worcester in 167375. The various charges included causing a disturbance and travelling without a pass. Quakers fell foul of laws forbidding unauthorized worship, though these were very irregularly enforced. Actions motivated by belief in social equalityrefusing to use or acknowledge titles, take hats off in court or bow to those who considered themselves socially superiorwere seen as disrespectful. Refusal to take oaths meant that Quakers could be prosecuted under laws compelling subjects to pledge allegiance, as well as making testifying in court problematic. While imprisoned at Launceston, Fox wrote, "Christ our Lord and master saith. 'Swear not at all, but let your communications be yea, yea, and nay, nay, for whatsoever is more than these cometh of evil.'... the Apostle James saith, 'My brethren, above all things swear not, neither by heaven, nor by earth, nor by any other oath. Lest ye fall into condemnation.'"


          Even in prison, George Fox continued writing and preaching. He felt that a benefit of being imprisoned was that it brought him into contact with people who needed his helpthe jailers as well as his fellow prisoners. He also sought to set an example by his actions there, turning the other cheek when being beaten and refusing to show his captors any dejected feelings.


          


          Encounters with Oliver Cromwell
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          The Commonwealth grew suspicious of monarchist plots, and fearful that the group travelling with Fox aimed to overthrow the governmentby this time, his meetings were regularly attracting crowds of over a thousand. In early 1655, he was arrested at Whetstone, Leicestershire and taken to London under armed guard. In March he was brought before the Lord Protector, Oliver Cromwell. After affirming that he had no intention of taking up arms, Fox was able to speak with Cromwell for most of the morning about the differences between Friends and members of the traditional denominations, and advised him to listen to God's voice and obey it. He records that on leaving, Cromwell "with tears in his eyes said, 'Come again to my house; for if thou and I were but an hour of a day together, we should be nearer one to the other'; adding that he wished [Fox] no more ill than he did to his own soul." Fox was at liberty again.


          This episode was later recalled as an example of "speaking truth to power", a preaching technique by which subsequent Quakers hoped to influence the powerful. Although not used until the 20th century, the phrase is related to the ideas of plain speech and simplicity which Fox practiced, but motivated by the more worldly goal of eradicating war, injustice and oppression.


          Fox petitioned Cromwell over the course of 1656, asking him to alleviate the persecution of Quakers. Later that year, they met for a second time at Whitehall. On a personal level, the meeting went well; despite disagreements between the two men, they had a certain rapport. Fox felt moved to invite Cromwell to "lay down his crown at the feet of Jesus"which, however, Cromwell declined to do. Fox met Cromwell again twice in March 1657. Their last meeting was in 1658 at Hampton Court, though they could not speak for long or meet again because of the Protector's worsening illnessFox even wrote that "he looked like a dead man". Cromwell died in September of that year.


          


          James Nayler


          One early Quaker convert, the Yorkshireman James Nayler, arose as a prominent preacher in London around 1655. A breach began to form between Fox's and Nayler's followers. As Fox was held prisoner at Launceston, Nayler moved south-westwards towards Launceston intending to meet Fox and heal any rift. On the way he was arrested himself and held at Exeter. After Fox was released from Launceston gaol in 1656, he preached throughout the West Country. Arriving at Exeter late in September, Fox was reunited with Nayler. Nayler and his followers refused to remove their hats while Fox prayed, which Fox took as both a personal slight and a bad example. When Nayler refused to kiss Fox's hand, Fox told Nayler to kiss his foot instead. Nayler was offended and the two parted acrimoniously. Fox wrote, "there was now a wicked spirit risen amongst Friends".


          After Nayler's own release later the same year he rode into Bristol triumphantly playing the part of Jesus Christ in a re-enactment of Palm Sunday. He was arrested and taken to London, where Parliament defeated a motion to execute him by 9682. Instead, they ordered that he be pilloried and whipped through both London and Bristol, branded on his forehead with the letter B (for blasphemer), bored through the tongue with a red-hot iron and imprisoned in solitary confinement with hard labour. Nayler was released in 1659, but he was a broken man. On meeting Fox in London, he fell to his knees and begged Fox's forgiveness. Shortly afterward, Nayler was attacked by thieves while travelling home to his family, and died.


          


          Suffering and growth
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          The persecutions of these yearswith about a thousand Friends in prison by 1657hardened George Fox's opinions of traditional religious and social practices. In his preaching, he often emphasized the Quaker rejection of baptism by water; this was a useful way of highlighting how the focus of Friends on inward transformation differed from what he saw as the superstition of outward ritual. It was also deliberately provocative to adherents of those practices, providing opportunities for Fox to argue with them on matters of scripture. This pattern was also found in his court appearances: when a judge challenged him to remove his hat, Fox riposted by asking where in the Bible such an injunction could be found.


          The Society of Friends became increasingly organized towards the end of the decade. Large meetings were held, including a three-day event in Bedfordshire, the precursor of the present Britain Yearly Meeting system. Fox commissioned two Friends to travel around the country collecting the testimonies of imprisoned Quakers, as evidence of their persecution; this led to the establishment in 1675 of Meeting for Sufferings, which has continued to the present day.


          The 1650s, when the Friends were most confrontational, was one of the most creative periods of their history. During the Commonwealth, Fox had hoped that the movement would become the major church in England. Disagreements, persecution and increasing social turmoil, however, led Fox to suffer from a severe depression, which left him deeply troubled at Reading for ten weeks in 1658 or 1659. In 1659, he sent parliament his most politically radical pamphlet, Fifty nine Particulars laid down for the Regulating things, but the year was so chaotic that it never considered them; the document was not reprinted until the 21st century.


          


          The Restoration


          With the restoration of the monarchy, Fox's dreams of establishing the Friends as the dominant religion seemed at an end. He was again accused of conspiracy, this time against Charles II, and fanaticisma charge he resented. He was imprisoned in Lancaster for five months, during which he wrote to the king offering advice on governance: Charles should refrain from war and domestic religious persecution, and discourage oath-taking, plays, and maypole games. These last suggestions reveal Fox's Puritan leanings, which continued to influence Quakers for centuries after his death. Once again, Fox was released after demonstrating that he had no military ambitions.


          At least on one point, Charles listened to Fox. The seven hundred Quakers who had been imprisoned under Richard Cromwell were released, though the government remained uncertain about the group's links with other, more violent, movements. A revolt by the Fifth Monarchists in January 1661 led to the suppression of that sect and the repression of other nonconformists, including Quakers. In the aftermath of this attempted coup, Fox and eleven other Quakers issued a broadside proclaiming what became known among Friends in the 20th century as the "peace testimony": they committed themselves to oppose all outward wars and strife as contrary to the will of God. Not all his followers accepted this statement; Isaac Penington, for example, dissented for a time arguing that the state had a duty to protect the innocent from evil, if necessary by using military force. Despite the testimony, persecution against Quakers and other dissenters continued.


          Penington and others, such as John Perrot and John Pennyman, were uneasy at Fox's increasing power within the movement. Like Nayler before them, they saw no reason why men should remove their hats for prayer, arguing that men and women should be treated as equals and if, as according to the apostle Paul, women should cover their heads, then so could men. Perrot and Penington lost the argument. Perrot emigrated to the New World, and Fox retained leadership of the movement.


          Parliament enacted laws which forbade non-Anglican religious meetings of more than five people, essentially making Quaker meetings illegal. Fox counseled his followers to openly violate laws that attempted to suppress the movement, and many Friends, including women and children, were jailed over the next two and a half decades. Meanwhile, Quakers in New England had been banished (and some executed), and Charles was advised by his councillors to issue a mandamus condemning this practice and allowing them to return. Fox was able to meet some of the New England Friends when they came to London, stimulating his interest in the colonies. Fox was unable to travel there immediately: he was imprisoned again in 1664 for his refusal to swear the oath of allegiance, and on his release in 1666 was preoccupied with organizational mattershe normalized the system of monthly and quarterly meetings throughout the country, and extended it to Ireland.


          Visiting Ireland also gave him the opportunity to preach against what he saw as the excesses of the Roman Catholic Church, in particular the use of ritual. More recent Quaker commentators have noted points of contact between the denominations: both claim the actual presence of God in their meetings, and both allow the collective opinion of the church to augment Biblical teaching. Fox, however, did not perceive this, brought up as he was in a wholly Protestant environment hostile to "Popery".


          Fox married Margaret Fell of Swarthmoor Hall, a lady of high social position and one of his early converts, on 27 October 1669 at a meeting in Bristol. She was ten years his senior and had eight children (all but one of them Quakers) by her first husband, Thomas Fell, who had died in 1658. She was herself very active in the movement, and had campaigned for equality and the acceptance of women as preachers. As there were no priests at Quaker weddings to perform the ceremony, the union took the form of a civil marriage approved by the principals and the witnesses at a meeting. Ten days after the marriage, Margaret returned to Swarthmoor to continue her work there while George went back to London. Their shared religious work was at the heart of their life together, and they later collaborated on a great deal of the administration the Society required. Shortly after the marriage, Margaret was imprisoned at Lancaster; George remained in the south-east of England, becoming so ill and depressed that for a time he lost his sight.


          


          Travels in America and Europe


          By 1671 Fox had recovered and Margaret had been released by order of the King. Fox resolved to visit the English settlements in America and the West Indies, remaining there for two years, possibly to counter any remnants of Perrot's teaching there. After a voyage of seven weeks, during which dolphins were caught and eaten, the party arrived in Barbados on 3 October 1671. From there, Fox sent an epistle to Friends spelling out the role of women's meetings in the Quaker marriage ceremony, a point of controversy when he returned home. One of his proposals suggested that the prospective couple should be interviewed by an all-female meeting prior to the marriage to determine whether there were any financial or other impediments. Though women's meetings had been held in London for the last ten years, this was an innovation in Bristol and the north-west of England, which many there felt went too far.


          Fox wrote a letter to the governor and assembly of the island in which he refuted charges that Quakers were stirring up the slaves to revolt and tried to affirm the orthodoxy of Quaker beliefs. After a stay in Jamaica, Fox's first landfall on the North American continent was at Maryland, where he participated in a four-day meeting of local Quakers. He remained there while various of his English companions travelled to the other colonies, because he wished to meet some Native Americans who were interested in Quaker waysthough he relates that they had "a great dispute" among themselves about whether to participate in the meeting. Fox was impressed by their general demeanour, which he said was "courteous and loving". He resented the suggestion (from a man in North Carolina) that "the Light and Spirit of God... was not in the Indians", a proposition which Fox refuted. Fox left no record of encountering slaves on the mainland.


          Elsewhere in the colonies, Fox helped to establish organizational systems for the Friends, along the same lines as he had done in Britain. He also preached to many non-Quakers, some but not all of whom were converted.
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          Following extensive travels around the various American colonies, George Fox returned to England in June 1673 confident that his movement was firmly established there. Back in England, however, he found his movement sharply divided among provincial Friends (such as William Rogers, John Wilkinson and John Story) who resisted establishment of women's meetings and the power of those who resided in or near London. With William Penn and Robert Barclay as allies of Fox, the challenge to Fox's leadership was eventually put down. But in the midst of the dispute, Fox was imprisoned again for refusing to swear oaths after being captured at Armscote, Worcestershire. His mother died shortly after hearing of his arrest and Fox's health began to suffer. Margaret Fell petitioned the king for his release, which was granted, but Fox felt too weak to take up his travels immediately. Recuperating at Swarthmoor, he began dictating what would be published after his death as his journal and devoted his time to his written output: letters, both public and private, as well as books and essays. Much of his energy was devoted to the topic of oaths, having become convinced of its importance to Quaker ideas. By refusing to swear, he felt that he could bear witness to the value of truth in everyday life, as well as to God, who he associated with truth and the inner light.


          For three months in 1677 and a month in 1684, Fox visited the Friends in the Netherlands, and organized their meetings for discipline. The first trip was the more extensive, taking him into what is now Germany, proceeding along the coast to Friedrichstadt and back again over several days. Meanwhile, Fox was participating in a dispute among Friends in Britain over the role of women in meetings, a struggle which took much of his energy and left him exhausted. Returning to England, he stayed in the south in order to try to end the dispute. He followed the foundation of the colony of Pennsylvania, where Penn had given him over a thousand acres of land, with interest. Persecution continued, with Fox arrested briefly in October 1683. Fox's health was becoming worse, but he continued his activitieswriting to leaders in Poland, Denmark, Germany, and elsewhere about his beliefs, and their treatment of Quakers.


          In the last years of his life, Fox continued to participate in the London Meetings, and still made representations to Parliament about the sufferings of Friends. The new King, James II, pardoned religious dissenters jailed for failure to attend the established church, leading to the release of about 1500 Friends. Though the Quakers lost influence after the Glorious Revolution, which deposed James II, the 1689 Act of Toleration put an end to the uniformity laws under which Quakers had been persecuted, permitting them to assemble freely.


          


          Death and legacy


          Two days after preaching, as usual, at the Gracechurch Street Meeting House in London, George Fox died between 9 and 10 p.m. on 13 January 1691. He was interred in the Quaker burying ground at Bunhill Fields in London three days later in the presence of thousands of mourners.
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          His journal was first published in 1694, after editing by Thomas Ellwooda friend of John Miltonwith a preface by William Penn. Like most similar works of its time the journal was not written contemporaneously to the events it describes, but rather compiled many years later, much of it dictated. Parts of the journal were not in fact by Fox at all but are constructed by its editors from diverse sources and written as if by him. The dissent within the movement and the contributions of others to the development of Quakerism are largely excluded from the narrative. Fox portrays himself as always in the right and always vindicated by God's interventions on his behalf. As a religious autobiography, Rufus Jones compared it to such works as Augustine's Confessions and John Bunyan's Grace Abounding to the Chief of Sinners. It is, though, an intensely personal work with little dramatic power that only succeeds in appealing to readers after substantial editing. Historians have used it as a primary source because of its wealth of detail on ordinary life in the 17th century, and the many towns and villages which Fox visited.


          Hundreds of Fox's lettersmostly intended for wide circulation, along with a few private communicationswere also published. Written from the 1650s onwards, with such titles as Friends, seek the peace of all men or To Friends, to know one another in the light, they give enormous insight into the detail of Fox's beliefs, and show his determination to spread them. These writings, in the words of Henry Cadbury, Professor of Divinity at Harvard University and a leading Quaker, "contain a few fresh phrases of his own, [but] are generally characterized by an excess of scriptural language and today they seem dull and repetitious". Others point out that "Fox's sermons, rich in biblical metaphor and common speech, brought hope in a dark time." Fox's aphorisms have found an audience beyond Quakers, with many other church groups using them to illustrate principles of Christianity.


          Fox is described by Ellwood as "graceful in countenance, manly in personage, grave in gesture, courteous in conversation". Penn says he was "civil beyond all forms of breeding". We are told that he was "plain and powerful in preaching, fervent in prayer", "a discerner of other men's spirits, and very much master of his own", skilful to "speak a word in due season to the conditions and capacities of most, especially to them that were weary, and wanted soul's rest"; "valiant in asserting the truth, bold in defending it, patient in suffering for it, immovable as a rock".


          Fox's influence on the Society of Friends was of course tremendous, and his beliefs have largely been carried forward by that group. Perhaps his most significant achievement, other than his predominant influence in the early movement, was his leadership in overcoming the twin challenges of government prosecution after the Restoration and internal disputes that threatened its stability during the same period. Not all of his beliefs were welcome to all Quakers: his Puritan-like opposition to the arts and rejection of theological study, forestalled development of these practices among Quakers for some time. The name of George Fox is often invoked by traditionalist Friends who dislike modern liberal attitudes to the Society's Christian origins. At the same time, Quakers and others can relate to Fox's religious experience, and even those who disagree with him regard him as a pioneer.


          Walt Whitman, who was raised in a Quaker home and always felt close to them, later wrote: "George Fox stands for something tooa thoughtthe thought that wakes in silent hoursperhaps the deepest, most eternal thought latent in the human soul. This is the thought of God, merged in the thoughts of moral right and the immortality of identity. Great, great is this thoughtaye, greater than all else."


          George Fox University in Oregon, founded as Pacific College in 1891, was renamed for him in 1949. Fox's relationship with Margaret Fell is novelized in Jan de Hartog's The Peaceable Kingdom: An American Saga.
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          George Frideric Handel (Friday 23 February 1685  Saturday 14 April 1759) was a German-born Baroque composer who is famous for his operas, oratorios and concerti grossi. Born as Georg Friedrich Hndel (IPA: [ˈhɛndəl]) in Halle, he spent most of his adult life in England, becoming a subject of the British crown on 22 January 1727. His most famous works are Messiah, an oratorio set to texts from the King James Bible, Water Music and Music for the Royal Fireworks. Strongly influenced by the techniques of the great composers of the Italian Baroque and the English composer Henry Purcell, his music was known to many significant composers who came after him, including Haydn, Mozart, and Beethoven.


          


          Biography
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          Handel was born in Halle in the Duchy of Magdeburg to Georg and Dorothea (ne Taust) Hndel in 1685, the same year that both Johann Sebastian Bach and Domenico Scarlatti were born. Handel displayed considerable musical talent at an early age; by the age of seven he was a skillful performer on the harpsichord and pipe organ, and at nine he began to compose music. However, his father, an eminent barber-surgeon who served as valet and barber to the Courts of Saxony and Brandenburg, and a distinguished citizen of Halle, was opposed to his son's wish to pursue a musical career, preferring him to study law; by contrast, Handel's mother, Dorothea, encouraged his musical aspirations.
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          Nevertheless, the young Handel was permitted to take lessons in musical composition and keyboard technique from Friedrich Wilhelm Zachau, the organist of the Liebfrauenkirche, Halle. His aunt, Anna, had given him a spinet for his seventh birthday, which was placed in the attic so that Handel could play it whenever he could get away from his father.


          In 1702, following his father's wishes, Handel began the study of law at the University of Halle, but after his father's death the following year, he abandoned law for music, becoming the organist at the Protestant Cathedral. In 1704, he moved to Hamburg, accepting a position as violinist and harpsichordist in the orchestra of the opera house. There, he met Johann Mattheson, Christoph Graupner and Reinhard Keiser. His first two operas, Almira and Nero, were produced in 1705. Two other early operas, Daphne and Florindo, were produced in 1708.


          During 170609, Handel travelled to Italy on the invitation of Gian Gastone de' Medici, and met his brother Ferdinando, a musician himself. While opera was banned by the pope, Handel found work as a composer of sacred music: the famous Dixit Dominus (1707) is from this era. he wrote many cantatas in operatic style for gatherings in the palace of Pietro Ottoboni (cardinal). His Rodrigo was produced in Florence in 1707, and his Agrippina at Venice in 1709. Agrippina, which ran for an unprecedented 27 performances, showed remarkable maturity and established his reputation as an opera composer. Two oratorios, La Resurrezione and Il Trionfo del Tempo, were produced in Rome in 1709 and 1710, respectively.


          In 1710, Handel became Kapellmeister to George, Elector of Hanover, who would soon be King George I of Great Britain. He visited Anna Maria Luisa de' Medici on his way to London in 1710, where he settled permanently in 1712, receiving a yearly income of 200 from Queen Anne. During his early years in London, one of his most important patrons was the young and wealthy Richard Boyle, 3rd Earl of Burlington, who showed an early love of his music. Handel had a happy time and wrote a few of his best pieces for the Earl.
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          In 1723 Handel moved into a newly built house in 25 Brook Street, London, which he rented until his death in 1759, 36 years later. This house is now the Handel House Museum, a restored Georgian house open to the public with an events programme of Baroque music. There is a blue commemorative plaque on the outside of the building. It was here that he composed Messiah, Zadok the Priest, and Fireworks Music. (In 2000, the upper stories of 25 Brook Street were leased to the Handel House Trust, and, after an extensive restoration program, the Handel House Museum opened to the public on 8 November 2001.)


          In 1726 Handel's opera Scipio (Scipione) was performed for the first time, the march from which remains the regimental slow march of the British Grenadier Guards. He was naturalised a British subject in the following year.


          In 1727 Handel was commissioned to write four anthems for the coronation ceremony of King George II. One of these, Zadok the Priest, has been also played at every British coronation ceremony since. Handel was director of the Royal Academy of Music 17201728, and a partner of J. J. Heidegger in the management of the King's Theatre 17291734. Handel also had a long association with the Royal Opera House at Covent Garden, where many of his Italian operas were premiered.


          In April 1737, aged 52, he suffered a stroke or some other malady which left his right arm temporarily paralysed and stopped him from performing. He also complained of difficulties in focusing his sight. Handel went to Aix-la-Chapelle, taking hot baths and playing organ for the audience. Handel gave up operatic management entirely in 1740, after he had lost a fortune in the business.


          


          After his recovery


          Handel focused on composing oratoria instead of opera. Messiah was first performed in New Musick Hall in Fishamble Street, Dublin on 13 April 1742, with 26 boys and five men from the combined choirs of St Patrick's and Christ Church cathedrals participating. After this success with the sacred oratorio he stopped composing opera.


          In 1749 Handel composed Music for the Royal Fireworks: 12,000 people came to listen, three people died, including one of the trumpeters on the day after.


          In 1750 Handel arranged a performance of Messiah in aid of the Foundling Hospital. The performance was considered a great success and was followed by annual concerts which continued throughout Handel's life. In recognition of his patronage Handel was made a governor of the Hospital the very day after his initial concert. He bequeathed a fair copy of Messiah to the institution upon his death. His involvement with the Foundling Hospital is today commemorated with a permanent exhibition in London's Foundling Museum, which also holds the Gerald Coke Handel Collection.


          In August, 1750, on a journey back from Germany to London, Handel was seriously injured in a carriage accident between The Hague and Haarlem in the Netherlands.


          In 1751 his eyesight started to fail in one eye. The cause was unknown and progressed into his other eye as well. He died some eight years later, in 1759, in London, his last attended performance being his own Messiah. He had more than 3,000 mourners attending at his funeralwhich was given full state honoursand he was buried in Westminster Abbey. Handel never married, and kept his personal life very private. Unlike many composers, he left a sizable estate at his death, worth 20,000 (an enormous amount for the day), the bulk of which he left to a niece in Germany, as well as leaving gifts to his other relations, servants, friends and to favourite charities.
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          Works


          Handel's compositions include forty-two operas, twenty-nine oratorios, more than 120 cantatas, trios and duets, numerous arias, chamber music, a large number of ecumenical pieces, odes and serenatas, and sixteen organ concerti. His most famous work, the Messiah oratorio with its "Hallelujah" chorus, is among the most popular works in choral music and has become a centerpiece of the Christmas season. Also popular are the Opus 3 and 6 Concerti Grossi, as well as "The Cuckoo and the Nightingale", in which birds are heard calling during passages played in different keys representing the vocal ranges of two birds. Also notable are his sixteen keyboard suites, especially "The Harmonious Blacksmith".


          Handel introduced various previously uncommon musical instruments in his works: the viola d'amore and violetta marina (Orlando), the lute (Ode for St. Cecilia's Day), three trombones (Saul), clarinets or small high cornets (Tamerlano), theorbo, French horn ( Water Music), lyrichord, double-bassoon, viola da gamba, bell chimes, positive organ and harp (Gulio Cesare, Alexander's Feast).


          


          Legacy


          After his death, Handel's Italian operas fell into obscurity, save for selections such as the ubiquitous aria from Serse, " Ombra mai fu"; his reputation throughout the 19th century and first half of the 20th century, particularly in the Anglophone countries, rested primarily on his English oratorios, which were customarily performed by enormous choruses of amateur singers on solemn occasions. These include Esther (1718); Athalia (1733); Saul (1739); Israel in Egypt (1739); Messiah (1742); Samson (1743); Judas Maccabaeus (1747); Solomon (1748); and Jephtha (1752), his best are based on a libretto by Charles Jennens.


          Since the 1960s, with the revival of interest in baroque music, original instrument playing styles, and the prevalence of countertenors who could more accurately replicate castrato roles, interest has revived in Handel's Italian operas, and many have been recorded and performed onstage. Of the fifty he wrote between 1705 and 1738, Agrippina (1709), Rinaldo (1711, 1731), Orlando (1733), Alcina (1735), Ariodante (1735), and Serse (1738, also known as Xerxes) stand out and are now performed regularly in opera houses and concert halls. Arguably the finest, however, are Giulio Cesare (1724) and Rodelinda (1725), which, thanks to their superb orchestral and vocal writing, have entered the mainstream opera repertoire.
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          Also revived in recent years are a number of secular cantatas and what one might call secular oratorios or concert operas. Of the former, Ode for St. Cecilia's Day (1739) (set to texts of John Dryden) and Ode for the Birthday of Queen Anne (1713) are particularly noteworthy. For his secular oratorios, Handel turned to classical mythology for subjects, producing such works as Acis and Galatea (1719), Hercules (1745), and Semele (1744). In terms of musical style, particularly in the vocal writing for the English-language texts, these works have close kinship with the above-mentioned sacred oratorios, but they also share something of the lyrical and dramatic qualities of Handel's Italian operas. As such, they are sometimes performed onstage by small chamber ensembles. With the rediscovery of his theatrical works, Handel, in addition to his renown as instrumentalist, orchestral writer, and melodist, is now perceived as being one of opera's great musical dramatists.


          Handel has generally been accorded high esteem by fellow composers, both in his own time and since. Bach apparently said "[Handel] is the only person I would wish to see before I die, and the only person I would wish to be, were I not Bach." Mozart is reputed to have said of him "Handel understands effect better than any of us. When he chooses, he strikes like a thunder bolt", and to Beethoven he was "the master of us all". The latter emphasized above all the simplicity and popular appeal of Handel's music when he said "go to him to learn how to achieve great effects, by such simple means".


          


          Trivia


          Handel adopted the spelling "George Frideric Handel" on his naturalization as a British subject, and this spelling is generally used in English speaking countries. The original form of his name (Georg Friedrich Hndel) is generally used (naturally enough) in Germany and elsewhere, but he is known as "Haendel" in France, which causes no small grief to cataloguers everywhere. There was another composer with a similar name, Handl, who was a Slovene and is more commonly known as Jacobus Gallus.


          He is commemorated as a musician in the Calendar of Saints of the Lutheran Church on July 28 with Johann Sebastian Bach and Heinrich Schtz.


          Handel's works were edited by Samuel Arnold (40 vols., London, 1787-1797), and by Friedrich Chrysander, for the German Hndel-Gesellschaft (100 vols., Leipzig, 18581902).


          This article includes content derived from the Schaff-Herzog Encyclopedia of Religious Knowledge, 1914, which is in the public domain.


          
            Retrieved from " http://en.wikipedia.org/wiki/George_Frideric_Handel"
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          George Gordon Byron, later Noel, 6th Baron Byron FRS ( 22 January 1788 19 April 1824) was an English poet and a leading figure in Romanticism.


          Amongst Byron's best-known works are the brief poems " She walks in beauty," and " So, we'll go no more a-roving," and the narrative poems Childe Harold's Pilgrimage and Don Juan, although the latter remained incomplete on his death. He is regarded as one of the greatest European poets and remains widely read and influential, both in the English-speaking world and beyond.


          Byron's fame rests not only on his writings but also on his life, which featured extravagant living, numerous love affairs, debts, separation, and marital exploits. He was famously described by Lady Caroline Lamb as "mad, bad, and dangerous to know."


          Byron served as a regional leader of Italy's revolutionary organization the Carbonari in its struggle against Austria. He later travelled to fight against the Ottoman Empire in the Greek War of Independence, for which Greeks revere him as a national hero. He died from a fever in Messolonghi in Greece.


          


          Early life
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          Byron was born in a house on Hollis Street in London, the son of Captain John "Mad Jack" Byron and his second wife, the former Catherine Gordon, heiress of Gight in Aberdeenshire, Scotland. John Byron had circumnavigated the globe and was the younger brother of the 5th Baron Byron, known as "the Wicked Lord." Byron's paternal grandparents were Vice-Admiral John "Foulweather Jack" Byron and Sophia Trevanion.


          He was christened George Gordon at St Marylebone Parish Church, after his maternal grandfather, George Gordon of Gight, a descendant of King James I. This grandfather committed suicide in 1779. Byron's mother Catherine had to sell her land and title to pay her father's debts. John Byron may have married Catherine for her money and, after squandering it, deserted her. Catherine regularly experienced mood swings and bouts of melancholy.


          Catherine moved back to Scotland shortly afterward, where she raised her son in Aberdeen. On 21 May 1798, the death of Byron's great-uncle, the "wicked" Lord Byron, made the 10-year-old the 6th Baron Byron, inheriting the title and estate, Newstead Abbey, in Nottinghamshire, England. His mother proudly took him to England. Byron only lived at his estate infrequently as the Abbey was rented to Lord Grey de Ruthyn, among others, during Byron's adolescence.


          In August 1799, Byron entered the school of William Glennie, an Aberdonian in Dulwich. Byron would later say that around this time and beginning when he still lived in Scotland, his governess, May Gray, would come to bed with him at night and "play tricks with his person." According to Byron, this "caused the anticipated melancholy of my thoughts--having anticipated life." Gray was dismissed for allegedly beating Byron when he was 11.


          Byron received his early formal education at Aberdeen Grammar School. In 1801 he was sent to Harrow, where he remained until July 1805. He represented Harrow during the very first Eton v Harrow cricket match at Lord's in 1805. After school he went on to Trinity College, Cambridge.


          


          Name


          Byron's names changed throughout his life. He was christened George Gordon Byron in London. "Gordon" was a baptismal name, not a surname, honouring his maternal grandfather. In order to claim his wife's estate in Scotland, Byron's father took the additional surname Gordon, becoming John Byron Gordon, and he was occasionally styled John Byron Gordon of Gight. Byron himself used this surname for a time and was registered at school in Aberdeen as George Byron Gordon. At the age of 10, he inherited the English Barony of Byron, becoming Lord Byron, and eventually dropped the double surname (though after this point his surname was hidden by his peerage in any event).


          When Byron's mother-in-law died, her will required that he change his surname to Noel in order to inherit half her estate, and so he obtained a Royal Warrant allowing him to "take and use the surname of Noel only". Very unusually, the Royal Warrant also allowed him to "subscribe the said surname of Noel before all titles of honour", and from that point he signed himself "Noel Byron" (the usual signature of a peer being merely the peerage, in this case simply "Byron"). He was also sometimes referred to as Lord Noel Byron, as if "Noel" were part of his title, and likewise his wife was sometimes called Lady Noel Byron. Lady Byron eventually succeeded to the Barony of Wentworth, becoming Lady Wentworth; her surname before marriage had been "Milbanke".


          


          Early career


          While not at school or college, Byron lived with his mother at Burgage Manor in Southwell, Nottinghamshire, in some antagonism. While there, he cultivated friendships with Elizabeth Pigot and her brother, John, with whom he staged two plays for the delight of the community.


          During this time, with the help of Elizabeth Pigot, who copied many of his rough drafts, he was encouraged to write his first volumes of poetry. Fugitive Pieces was the first, printed by Ridge of Newark, which contained poems written when Byron was only 14. However, it was promptly recalled and burned on the advice of his friend, the Reverend Thomas Becher, on account of its more amorous verses, particularly the poem "To Mary". Pieces on Various Occasions, a "miraculously chaste" revision according to Byron, was published after this.


          Hours of Idleness, which collected many of the previous poems, along with more recent compositions, was the culminating book. The savage criticism this received anonymously, but now known to be the work of Henry Peter Brougham in the Edinburgh Review prompted his first major satire, "English Bards and Scotch Reviewers". The work so upset some of these critics they challenged Byron to a duel.


          


          Beginning of poetic career


          Some early verses which Byron had published in 1806 were suppressed. He followed those in 1807 with Hours of Idleness, which the Edinburgh Review, a Whig periodical, savagely attacked. In reply, Byron sent forth English Bards and Scotch Reviewers (1809), which created considerable stir and shortly went through five editions. While some authors resented being satirized in its first edition, over time in subsequent editions it became a mark of prestige to be the target of Byron's pen.


          After his return from his travels, the first two cantos of Childe Harold's Pilgrimage were published in 1812, and were received with acclaim, making Byron famous overnight. In his own words, "I awoke one morning and found myself famous." He followed up his success with the poem's last two cantos, as well as four equally celebrated Oriental Tales, The Giaour, The Bride of Abydos, The Corsair, and Lara, which established the Byronic hero. About the same time, he began his intimacy with his future biographer, Thomas Moore.


          


          Political career


          Byron eventually took his seat in the House of Lords in 1811, shortly after his return from the Levant, and made his first speech there on 27 February 1812. A strong advocate of social reform, he received particular praise as one of the few Parliamentary defenders of the Luddites: specifically, he was against a death penalty for Luddite "frame breakers" in Nottinghamshire, who destroyed textile machines that were putting them out of work. His first speech before the Lords was loaded with sarcastic references to the "benefits" of automation, which he saw as producing inferior material as well as putting people out of work. He said later that he "spoke very violent sentences with a sort of modest impudence" and thought he came across as "a bit theatrical". In another Parliamentary speech he expressed opposition to the established religion because it was unfair to people of other faiths. These experiences inspired Byron to write political poems such as "Song for the Luddites" (1816) and "The Landlords' Interest" (1823). Examples of poems in which he attacked his political opponents include "Wellington: The Best of the Cut-Throats" (1819) and "The Intellectual Eunuch Castlereagh" (1818).


          


          Life abroad


          


          Byron and the Armenians in Venice


          Ultimately, Byron attempted to escape the censure of British society (due to his perceived sodomy and allegations of incest) by living abroad, where men could be forgiven for sexual misbehaviour up to a point-- one which Byron far surpassed. Byron left England in 1816 and did not return for the last eight years of his life, even to bury his daughter.


          In 1816, Byron visited Saint Lazarus Island in Venice where he acquainted himself with Armenian culture through the Mekhitarist Order. He learned the Armenian language from Fr. H. Avgerian and attended many seminars about language and history. He wrote "English grammar and the Armenian" in 1817, and "Armenian grammar and the English" (1819) in which he quoted samples from classical and modern Armenian. He participated in the compilation of "English Armenian dictionary" (1821) and wrote the preface where he explained the relationship of the Armenians with and the oppression of the Turkish " pashas" and the Persian satraps, and their struggle of liberation. His two main translations are the "Epistle of Paul to the Corinthians", several chapters of Khorenatsi's "Armenian History" and sections of Lambronatsi's "Orations". When in Polis he discovered discrepancies in the Armenian vs. the English version of the Bible and translated some passages that were either missing or deficient in the English version. His fascination was so great that he even considered a replacement of Cain story of the Bible with that of the legend of Armenian patriarch Haik. He may be credited with the birth of Armenology and its propagation. His profound lyricism and ideological courage has inspired many Armenian poets, the likes of Fr. Ghevond Alishan, Smbat Shahaziz, Hovhannes Tumanyan, Ruben Vorberian and others.


          Byron had a bust sculpted of him by Bertel Thorvaldsen at this time.


          


          Byron in Italy and Greece
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          In 1821 to 1822, he finished Cantos 612 of Don Juan at Pisa, and in the same year he joined with Leigh Hunt and Percy Bysshe Shelley in starting a short-lived newspaper, The Liberal, in the first number of which appeared "The Vision of Judgment." His last Italian home was Genoa, where he was still accompanied by the Countess Guiccioli, and where he met Charles John Gardiner, 1st Earl of Blessington and Marguerite, Countess of Blessington and provided the material for her work Conversations with Lord Byron, an important text in the reception of Byron in the period immediately after his death.


          Byron lived in Genoa until 1823 when growing bored with his life there and with the Countess he accepted overtures for his support from representatives of the movement for Greek independence from the Ottoman Empire. On July 16, Byron left Genoa on the Hercules, arriving at Kefalonia in the Ionian Islands on August 4. He spent 4000 of his own money to refit the Greek fleet, then sailed for Messolonghi in western Greece, arriving on December 29 to join Alexandros Mavrokordatos, a Greek politician with military power. During this time, Byron pursued his Greek page, Lukas Chalandritsanos, but the affections went unrequited. When the famous Danish sculptor Thorvaldsen heard about Byron's heroics in Greece, he voluntarily resculpted his earlier bust of Byron in Greek marble.


          Mavrokordatos and Byron planned to attack the Turkish-held fortress of Lepanto, at the mouth of the Gulf of Corinth. Byron employed a fire-master to prepare artillery and took part of the rebel army under his own command and pay, despite his lack of military experience, but before the expedition could sail, on 15 February 1824, he fell ill, and the usual remedy of bleeding weakened him further. He made a partial recovery, but in early April he caught a violent cold which the bleeding  insisted on by his doctors  aggravated. The cold became a violent fever, and he died on April 19. It has been said that had Byron lived, he might have been declared King of Greece.


          


          Post mortem
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          Alfred, Lord Tennyson would later recall the shocked reaction in Britain when word was received of Byron's death. The Greeks mourned Lord Byron deeply, and he became a hero. The national poet of Greece, Dionysios Solomos, wrote a poem about his unexpected loss, named "To the Death of Lord Byron." ύ (Vyron), the Greek form of "Byron", continues in popularity as a masculine name in Greece, and a suburb of Athens is called Vyronas in his honour.


          Byron's body was embalmed and his heart buried under a tree in Messolonghi. His remains were sent to England for burial in Westminster Abbey, but the Abbey refused for reason of "questionable morality." Huge crowds viewed his body as he lay in state for two days in London. He is buried at the Church of St. Mary Magdalene in Hucknall, Nottingham.


          At her request, Ada Lovelace, the child he never knew, was buried next to him. In later years, the Abbey allowed a duplicate of a marble slab given by the King of Greece, which is laid directly above Byron's grave. Byron's friends raised the sum of 1,000 pounds to commission a statue of the writer; Thorvaldsen offered to sculpt it for that amount. However, when the statue was completed in 1834, most British institutions it was offered to turned it down for more than 10 years as it remained in storage-- the British Museum, St. Paul's Cathedral, Westminster Abbey and the National Gallery in turn. Trinity College, Cambridge finally placed the statue of Byron in its library.


          In 1969, 145 years after Byron's death, a memorial to him was finally placed in Westminster Abbey.The memorial had been lobbied for since 1907; The New York Times wrote, "People are beginning to ask whether this ignoring of Byron is not a thing of which England should be ashamed... a bust or a tablet might put in the Poets' Corner and England be relieved of ingratitude toward one of her really great sons."


          Upon his death, the barony passed to a cousin, George Anson Byron, a career military officer and Byron's polar opposite in temperament and lifestyle.


          


          Poetic works


          Byron wrote prolifically. In 1833 his publisher, John Murray, released the complete works in 17 duodecimo volumes, including a life by Thomas Moore.


          Although Byron falls chronologically into the period most commonly associated with Romantic poetry, much of his work looks back to the satiric tradition of Alexander Pope and John Dryden. The most striking thing about Byrons poetry is its strength and masculinity . Trenchantly witty, he used unflowery and colloquial language in many poems, such as "Written after Swimming from Sestos to Abydos." His talent for drama was expressed in the vibrantly galloping rhythms of " The Destruction of Sennacherib." However, poems such as "When We Two Parted" and "So Well Go No More A-Roving" express strong feelings in simple and touching language. He made little use of imagery and did not aspire to write of things beyond this world; the Victorian critic John Ruskin wrote of him that he "spoke only of what he had seen and known; and spoke without exaggeration, without mystery, without enmity, and without mercy."


          His attitude towards writing poetry is summed up well in a letter to Thomas Moore on July 5th 1821:


          
            I can never get people to understand that poetry is the expression of excited passion, and that there is no such thing as a life of passion any more than a continuous earthquake, or an eternal fever. Besides, who would ever shave themselves in such a state?

          


          [bookmark: .22Don_Juan.22]


          "Don Juan"


          Byron's magnum opus, Don Juan, a poem spanning 17 cantos, ranks as one of the most important long poems published in England since Milton's Paradise Lost. The masterpiece, often called the epic of its time, has roots deep in literary tradition and, although regarded by early Victorians as somewhat shocking, equally involves itself with its own contemporary world at all levelssocial, political, literary and ideological.


          Byron published the first two cantos anonymously in 1819 after disputes with his regular publisher over the shocking nature of the poetry; by this time, he had been a famous poet for seven years and when he self-published the beginning cantos, they were well-received in some quarters. It was then released volume by volume through his regular publishing house. By 1822, cautious acceptance by the public had turned to outrage, and Byron's publisher refused to continue to publish the works. In Canto III of " Don Juan," Byron expresses his detestation for poets such as William Wordsworth and Samuel Taylor Coleridge.
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          Byronic hero


          The Byronic hero pervades much of Byron's work, and he was epitome of it himself. Scholars have traced the literary history of the Byronic hero from John Milton, and many authors and artists of the Romantic movement show Byron's influence during the 19th century and beyond, including the Bronte sisters. The Byronic hero presents an idealised but flawed character whose attributes include: having great talent, exhibiting great passion, having a distaste for society and social institutions, expressing a lack of respect for rank and privilege, thwarted in love by social constraint or death, rebelling, suffering exile, hiding an unsavoury past, arrogance, overconfidence or lack of foresight, and ultimately, acting in a self-destructive manner.


          


          Parthenon marbles


          Byron was a bitter opponent of Lord Elgin's removal of the Parthenon marbles from Greece, and "reacted with fury" when Elgin's agent gave him a tour of the Parthenon in which he saw the missing friezes and metopes. He penned a poem, "The Curse of Minerva," to denounce Elgin's actions.


          


          Character and description


          Lord Byron, by all accounts, had a magnetic personality. He obtained a reputation as being extravagant, melancholy, courageous, unconventional, eccentric, flamboyant and controversial. He was independent and given to extremes of temper; on at least one trip, his traveling companions were so puzzled by his mood swings they thought he was mentally ill. He enjoyed adventure, especially relating to the sea.


          He believed his depression was inherited, and he wrote in 1821, "I am not sure that long life is desirable for one of my temper & constitutional depression of Spirits."


          Byron was noted even during his time for the extreme loyalty he inspired in his friends. Hobhouse said, "No man lived who had such devoted friends."


          


          Physical description


          Byron's adult height was about 5'10", his weight fluctuating between 9 1/2 to 14 stone. He was renowned for his personal beauty, which he enhanced by wearing curl-papers in his hair at night.He was athletic, being competent at boxing and an excellent swimmer. At Harrow, he played cricket despite his lameness.


          From birth, Byron suffered from an unknown deformity of his right foot, causing a limp that resulted in lifelong misery for him, aggravated by the suspicion that with proper care it might have been cured. However, he refused to wear any type of mechanical device that could improve the limp, although he often wore specially made shoes that would hide the deformed foot.


          Byron and other writers such as his friend John Cam Hobhouse left detailed descriptions of his eating habits. From the time that he entered Cambridge he went on a strict diet to control his weight. He also exercised a great deal and at that time wore a great number of clothes to cause himself to perspire. For most of his life he was a vegetarian and often lived for days on dry biscuits and white wine. Occasionally he would eat large helpings of meat and desserts, after which he would purge himself. From the evidence of his journals, Wilma Paterson concludes that Byron suffered from both Anorexia and Bulimia. His friend Hobhouse claimed that when he became overweight, the pain of his deformed foot made it difficult for him to exercise.


          


          Celebrity


          Byron is considered to be the first modern-style celebrity. His image as his own Byronic hero personified fascinated the public, and his wife Annabella coined the term "Byromania" to refer to the mania surrounding him. His self-awareness and personal promotion are seen as a beginning to what would become the modern rock star; he would instruct artists painting portraits of him not to paint him with pen or book in hand, but as a "man of action."


          While Byron first welcomed fame, he later turned away from it by going into voluntary exile from Britain.


          


          Fondness for animals


          Byron had a great fondness for animals, most famously for a Newfoundland dog named Boatswain; when Boatswain contracted rabies, Byron reportedly nursed him without any fear of becoming bitten and infected. Boatswain lies buried at Newstead Abbey and has a monument larger than his master's. Byron at one point expressed interest in being buried next to Boatswain. The inscription, Byron's " Epitaph to a Dog," has become one of his best-known works, reading in part:


          
            	
              
                	Near this Spot


                	are deposited the Remains of one


                	who possessed Beauty without Vanity,


                	Strength without Insolence,


                	Courage without Ferosity,


                	and all the Virtues of Man without his Vices.


                	This praise, which would be unmeaning Flattery


                	if inscribed over human Ashes,


                	is but a just tribute to the Memory of


                	BOATSWAIN, a DOG,


                	who was born in Newfoundland May 1803,


                	and died at Newstead Nov.r 18th, 1808.

              

            

          


          Byron also kept a bear while he was a student at Trinity College, Cambridge (reputedly out of resentment of Trinity rules forbidding pet dogshe later suggested that the bear apply for a college fellowship). At other times in his life, Byron kept a fox, monkeys, a parrot, cats, an eagle, a crow, a crocodile, a falcon, peacocks, guinea hens, an Egyptian crane, a badger, geese, and a heron.


          


          Lasting influence


          The re-founding of the Byron Society in 1971 reflects the fascination that many people have for Byron and his work. This society has become very active, publishing a learned annual journal. Today some 36 International Byron Societies function throughout the world, and an International Conference takes place annually. Hardly a year passes without a new book about the poet appearing. In the last 20 years, two new feature films about him have screened, and a television play has been broadcast.


          Byron exercised a marked influence on Continental literature and art, and his reputation as a poet is higher in many European countries than in Britain or America, although not as high as in his time, when he was widely thought to be the greatest poet in the world. Byron has inspired the works of Franz Liszt and Giuseppe Verdi.


          


          Fictional depictions


          Byron first appeared as a thinly disguised fictional character in his ex-love Lady Caroline Lamb's book Glenarvon, published in 1816.


          Byron is the main character of the film Byron by the Greek film maker Nikos Koundouros.


          Byron's spirit is one of the title characters of the Ghosts of Albion books by Amber Benson and Christopher Golden, published by Del Rey in 2005 and 2006.


          Byron is an immortal still alive in modern times in the hit television show Highlander: The Series in the fifth season episode "The Modern Prometheus," living as a decadent rock star.


          John Crowley's novel Lord Byron's Novel: The Evening Land At Night (2005) involves the rediscovery of a lost manuscript by Lord Byron, as does Frederic Prokosch's The Missolonghi Manuscript (1968).


          Tom Holland, in his 1995 novel The Vampyre, romantically describes how Lord Byron became a vampire during his first visit to Greece a fictional transformation that explains much of his subsequent behaviour towards family and friends, and finds support in quotes from Byron poems and the diaries of John Cam Hobhouse. It is written as though Byron is retelling part of his life to his great great-great-great-granddaughter. He describes traveling in Greece, Italy, Switzerland, meeting Percy Bysshe Shelley, Shelley's death and many other events in life around that time. The Byron as vampire character returns in the 1996 sequel Supping with Panthers.


          Byron appears as a character in Tim Powers' The Stress of Her Regard (1989) and Walter Jon Williams' novella Wall, Stone Craft (1994), and also in Susanna Clarke's Jonathan Strange & Mr Norrell (2004).


          Byron and Percy and Mary Shelley are portrayed in Roger Corman's final film Frankenstein Unbound, where the time traveler Dr. Buchanan (played by John Hurt) meets them as well as Victor von Frankenstein (played by Raul Julia).


          The Black Drama by Manly Wade Wellman involves the rediscovery and production of a lost play by Byron (from which Polidori's The Vampyre was plagiarised) by a man who purports to be a descendant of the poet.


          Tom Stoppard's play Arcadia revolves around a modern researcher's attempts to find out what made Byron leave the country.


          Television portrayals include a major 2003 BBC drama on Byron's life, and minor appearances in Highlander: The Series (as well as the Shelleys), Blackadder the Third, The Grim Adventures of Billy and Mandy, and episode 60 ("The Darkling") of Star Trek: Voyager.


          He makes an appearance in the alternative history novel The Difference Engine by William Gibson and Bruce Sterling. In a Britain powered by the massive, steam-driven, mechanical computers invented by Charles Babbage, he is leader of the "Industrial Radical Party," eventually becoming Prime Minister.


          The events featuring the Shelleys' and Byron's relationship at the house beside Lake Geneva in 1816 have been fictionalized in film at least three times.


          
            	A 1986 British production, Gothic, directed by Ken Russell, and starring Gabriel Byrne as Byron.


            	A 1988 Spanish production, Rowing with the Wind (Remando al viento), starring Hugh Grant as Byron.


            	A 1988 U.S.A. production Haunted Summer. Adapted by Lewis John Carlino from the speculative novel by Anne Edwards, staring Philip Anglim as Lord Byron.

          


          The brief prologue to Bride of Frankenstein includes Gavin Gordon as Byron, begging Mary Shelley to tell the rest of her Frankenstein story.


          The writer and novelist, Benjamin Markovits, is in the process of producing a fictional trilogy about the life of Byron. Imposture (2007) looked at the poet via his friend and doctor, John Polidori. A Quiet Adjustment, which came out in January 2008, is an account of Byron's marriage more sympathetic to his wife, Annabella, than many of its predecessors. He is currently writing the third installment.


          Byron is portrayed as an immortal in the book, "Divine Fire," by Melanie Jackson.


          


          Musical settings of, or music inspired by, poems by Byron


          
            	Hector Berlioz Harold en Italie (1834) Symphony in four movements for viola and orchestra


            	Giuseppe Verdi Il corsaro (1848) Opera in three acts


            	Giuseppe Verdi I due Foscari (1844) Opera in three acts


            	Robert SchumannOverture and incidental music to Manfred (1849)


            	Pyotr Ilyich Tchaikovsky Manfred Symphony in B minor, Op.58 (1885)


            	Hugo Wolf"Vier Gedichte nach Heine, Shakespeare und Lord Byron" (1896) for voice and piano: 3. Sonne der Schlummerlosen 4. Keine gleicht von allen Schnen


            	Pietro Mascagni, "Parisina" (1916) Opera in four acts


            	Germaine Tailleferre "Two Poems of Lord Byron"(1934) 1. Sometimes in moments... 2. 'Tis Done I heard it in my dreams... for Voice and Piano (Tailleferre's only setting of English language texts)


            	Arnold Schoenberg"Ode to Napoleon" (1942) for reciter, string quartet and piano


            	Arion Quinn" She Walks in Beauty" (mid-70s)


            	Solefald"When the Moon is on the Wave" (1997)


            	Kris Delmhorst"We'll Go No More A-Roving" (2006)


            	Ariella Uliano"So We'll Go No More A'Roving" (2004)


            	Cockfighter (band)"Destruction" (2005)


            	Leonard Cohen"No More A-Roving" (2004)


            	Cradle Of Filth"The Byronic Man" with HIMs Ville Valo as Lord Byron (2006)


            	Warren Zevon"Lord Byron's Luggage" (2002)

          


          
            Retrieved from " http://en.wikipedia.org/wiki/George_Gordon_Byron,_6th_Baron_Byron"
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          George Herbert Walker Bush (born June 12, 1924), was the forty-first President of the United States, serving from 1989 to 1993. Before his presidency, Bush was the forty-third vice president of the United States in the administration of Ronald Reagan. He has also served as the member of the United States House of Representatives for the 7th district of Texas (19671971), the United States Ambassador to the United Nations (19711973), chairman of the Republican National Committee (19731974), Chief of the United States Liaison Office in the People's Republic of China (19741976), and Director of the Central Intelligence Agency (19761977).


          Bush was also the first person ever to serve as Acting President of the United States ( July 13, 1985) for President Reagan. This made him a person who discharged Presidential duties twice: first time as Acting, second as President.


          Bush is the son of Prescott Bush, who served in the United States Senate from 1953 to 1963, and Dorothy Walker Bush. He is the father of George W. Bush, the 43rd and current president of the United States, and Jeb Bush, former governor of Florida.


          Upon the death of Gerald Ford in 2006, Bush became the oldest living United States president.


          


          Early years


          George Herbert Walker Bush was born at 173 Adams Street in Milton, Massachusetts on June 12, 1924. The Victorian house where he was born is privately owned and not open to the public. The Bush family moved from Milton to Greenwich, Connecticut shortly after his birth.


          George began his formal education at the Greenwich Country Day School in Greenwich. Beginning in 1936, Bush attended Phillips Academy in Andover, Massachusetts, where he held a large number of leadership positions including being the president of the senior class and secretary of the student council, president of the community fund-raising group, the Society of Inquiry, a member of the editorial board of the school newspaper, the Philippian, captain of both the varsity baseball and soccer teams. It is said that he was a member of A.U.V., or "Auctoritas, Unitas, Veritas" (Latin for "Authority, Unity, Truth"), an exclusive fraternity.


          


          World War II
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          After graduating from Phillips Academy in June 1942, he joined the United States Navy on his 18th birthday to become a naval aviator. After completing the 10-month course, he was commissioned as an ensign in the U.S. Naval Reserve at Corpus Christi, Texas on June 9, 1943, just three days before his 19th birthday, which made him the youngest naval aviator to that date.


          After finishing flight training, he was assigned to Torpedo Squadron (VT-51) as the photographic officer in September 1943. As part of Air Group 51, his squadron was based on the USS San Jacinto (CVL-30) in the spring of 1944. San Jacinto was part of Task Force 58 that participated in operations against Marcus and Wake Islands in May, and then in the Marianas during June. On June 19, the task force triumphed in one of the largest air battles of the war at the Battle of the Philippine Sea. Shortly after takeoff Bush's aircraft made a forced water landing. A destroyer rescued the young pilot and his crew, although the plane was lost. On July 25, Bush and another pilot received credit for sinking a small cargo ship off Palau.


          After Bush's promotion to lieutenant junior grade on August 1, the San Jacinto commenced operations against the Japanese in the Bonin Islands. On September 2, 1944, Bush piloted one of four Grumman TBM Avenger aircraft from VT-51 that attacked the Japanese installations on Chichi Jima. For this mission his crew included Radioman Second Class John Delaney and Lieutenant Junior Grade William White, who substituted for Bush's regular gunner. During their attack, four Avengers from VT-51 encountered intense antiaircraft fire. While starting the attack, Bush's aircraft was hit and his engine caught on fire. Despite the fact that his plane was on fire, he completed his attack and released the bombs over his target, scoring several damaging hits. With his engine on fire, Bush flew several miles from the island, where he and one other crew member on the TBM Avenger bailed out of the aircraft. However, the other man's parachute did not open, and he fell to his death. It was never determined which man bailed out with Bush. Both Delaney and White were killed in action. While Bush waited four hours in his inflated raft, several fighters circled protectively overhead until he was rescued by the lifeguard submarine USS Finback. For this action Bush received the Distinguished Flying Cross. During the month he remained on the USS Finback, Bush participated in the rescue of other pilots.
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          Bush subsequently returned to San Jacinto in November 1944 and participated in operations in the Philippines. When San Jacinto returned to Guam, the squadron, which had suffered 50% casualties of its pilots, was replaced and sent to the United States. Through 1944, he had flown 58 combat missions for which he received the Distinguished Flying Cross, three Air Medals, and the Presidential Unit Citation awarded aboard the San Jacinto.


          Because of his valuable combat experience, Bush was reassigned to Norfolk Navy Base and put in a training wing for new torpedo pilots. He was later assigned as a naval aviator in a new torpedo squadron, VT-153. With the surrender of Japan, he was honorably discharged in September 1945 and then entered Yale University.


          


          Marriage, Yale, and Skull and Bones
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          Almost immediately upon his return from the war in December 1944, George Bush married Barbara Pierce. Their marriage produced six children: George Walker Bush, Pauline Robinson Bush ("Robin," 19491953, died of leukemia), John Ellis "Jeb" Bush, Neil Mallon Bush, Marvin Bush, and Dorothy Bush Koch.


          While at Yale, he joined the Delta Kappa Epsilon fraternity and was elected president. He also captained the Yale baseball team, and as a left-handed first baseman, played in the first College World Series. Late in his junior year he was, like his father Prescott Bush (1917), tapped for membership by the Skull and Bones secret society. Some people believe that through this organization, also known as "the Order", Bush made connections with other influential people and families which would shape his career.


          Bush graduated Phi Beta Kappa from Yale in 1948 with a B.S. in economics.


          


          Business ventures


          After graduating from Yale, Bush went into the Texas oil exploration business. He was given a position with Dresser Industries, a subsidiary of Brown Brothers Harriman, where his father served on the board of directors for 22 years. His son, Neil Mallon Bush, is named after his employer at Dresser, Henry Neil Mallon, who was a close family friend dating back to Skull & Bones at Yale in 1918 along with Prescott. Zapata Corporation was created by Bush and the Liedtke brothers in 1953 as Zapata Oil.


          


          Campaigns for Senate and Congress


          In 1964, Bush won the Republican Party's nomination for U.S. senator from Texas. His opponent was incumbent Democratic Senator Ralph Yarborough. Yarborough made several personal attacks against Bush, calling him a "tool of the eastern kingmakers" and a right-wing extremist. Bush lost the general election.


          Bush did not give up on elective politics and was elected in 1966 to the United States House of Representatives from the 7th District of Texas, defeating Democrat Frank Briscoe with 57% of the vote. Despite being a first-term congressman, Bush was appointed to the powerful House Ways and Means Committee.


          [[Image:George Herbert Walker Bush and Eisenhower 1.jpg|thumb|left|Bush with President Dwight D. Eisenhower] In 1970, President Nixon convinced Bush to relinquish his House seat to again run for the Senate against Democratic Senator Ralph Yarborough, a fierce Nixon critic. In the Republican primary, Bush easily defeated conservative Robert Morris, a defeated 1964 candidate, by a margin of 87.6% to 12.4%. However, former Congressman Lloyd Bentsen, a native of Mission, Texas, defeated Yarborough in the Democratic primary, 816,641 votes (53%) to 724,122 (47%). Yarborough then endorsed Bentsen. With Yarborough defeated in the primary, Nixon's support for Bush's campaign waned.


          Because there was no presidential election in 1970, turnout in Texas was unusually low in the general election. Bentsen defeated Bush by a margin similar to that in his primary victory over Yarborough. Ironically, Bentsen later became the Democratic Party nominee for vice president in the 1988 presidential election on a ticket with Massachusetts Governor Michael Dukakis and lost to Bush.


          [bookmark: 1970s]


          1970s


          After the 1970 election loss, President Richard Nixon appointed Bush Ambassador to the United Nations, where he served from 1971 to 1973.


          After Nixon was re-elected in 1972, he asked Bush to become chairman of the Republican National Committee. Bush held this position during the Watergate scandal, when the popularity of both Nixon and the Republican Party plummeted. Bush defended Nixon steadfastly, but later as Nixon's complicity became clear he focused more on defending the Republican Party while still maintaining loyalty to Nixon.


          After Nixon's resignation in 1974, Vice President Gerald R. Ford became President, and Bush was one of the two leading contenders to be appointed vice president by Ford, but he lost to the other leading contender, Nelson Rockefeller. Bush had the support of many conservative elements in the Republican Party, particularly Barry Goldwater, against Rockefeller for the vice presidency. Ford appointed Bush to be Chief of the U.S. Liaison Office in the People's Republic of China. (Since the United States at the time maintained official relations with the Republic of China on Taiwan and not the People's Republic of China, the Liaison Office did not have the official status of an embassy and Bush did not formally hold the position of "ambassador" even though he unofficially acted as one.)


          In 1976, Ford brought Bush back to Washington to become Director of Central Intelligence. Bush claimed the appointment was "a real shocker" and denied any prior involvement with the agency.


          Interestingly, initially Bush's confirmation as Director of Central Intelligence was opposed by many pundits and politicians still reeling from the Watergate scandal (when Bush was head of the Republican National Committee, and a steadfast defender of Nixon) and the Church Committee investigating whether CIA-ordered foreign assassinations were being directed towards domestic officials, including President Kennedy. Many arguments against Bush's initial confirmation were that he was too partisan for the office. The Washington Post, George Will, and Senator Frank Church were some notable figures opposed to Bush's nomination. After a pledge by Bush not to run for either president or vice president in 1976, opposition to his nomination died down.


          Bush served in this role for 355 days, from January 30, 1976 to January 20, 1977. The CIA had been rocked by a series of revelations, including revelations based on investigations by the Senate's Church Committee, about the CIA's illegal and unauthorized activities, and Bush was credited with helping to restore the agency's morale. In his capacity as DCI, Bush gave national security briefings to Jimmy Carter both as a Presidential candidate and as President-elect, and discussed the possibility of remaining in that position in a Carter administration.


          After a Democratic administration took power in 1977, Bush became chairman of the First International Bank in Houston. He also became an adjunct professor of Administrative Science at Rice University in the Jones School of Business in 1978, the year it opened. The course, Organization Theory, involved lectures from Bush regarding the organizations he headed: the Central Intelligence Agency, the National Republican Party, a U.S. congressional office, the USA Representative Office to China, and an oil exploration company. Just months before Bush hit the presidential campaign trail, he was also candid about his internal debate to enter the primaries.


          He also became a board member of the Committee on the Present Danger.
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          1980 presidential campaign and vice presidency
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          In the 1980 presidential election, Bush ran for the presidency, stressing his wide range of government experience. In the contest for the Republican Party nomination, despite Bush's establishment backing, the front-runner was Ronald Reagan, former actor and governor of California who was running for his third presidential bid.


          In the primary election, Bush represented the centrist wing in the GOP, whereas Reagan represented the conservative wing. He labeled Reagan's supply side-influenced plans for massive tax cuts " voodoo economics." During the election, Reagan once famously described Bush as a " Brooks Brothers Republican," in response to which Bush opened his jacket at a press conference, smiling, to reveal a J. Press logo. Bush won the Iowa caucus to start the primary season, then told the press that he had "Big Mo" (or momentum). However, Reagan came back to decisively win the New Hampshire primary, and Bush's "mo" subsided. With a growing popularity among the Republican voting base, Reagan won most of the remaining primaries as well as the nomination.


          After some preliminary discussion of choosing former President Gerald Ford as his running mate, Reagan selected Bush as his Vice Presidential nominee, placing him on the winning Republican presidential ticket of 1980.


          Four years later, the Reagan-Bush ticket won again in a landslide in against the Democrats' Walter Mondale- Geraldine Ferraro ticket.


          During his second term as Vice President, Bush became the first Vice President to become Acting President when, on July 13, 1985, President Reagan underwent surgery to remove polyps from his colon. Bush served as Acting President for approximately eight hours, most of which he passed playing tennis.


          When the Iran-Contra Affair broke in 1986, Bush, like the president, stated that he had been "out of the loop" and unaware of the Iran initiatives related to arms trading.
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          1988 presidential campaign
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          In 1988, after nearly eight years as Vice President, Bush again ran for President. His challengers for the Republican presidential nomination included U.S. Senator Bob Dole and Conservative Christian televangelist Pat Robertson.


          Though considered the early frontrunner for the Republican nomination, Bush came in third in the Iowa caucus, beaten by winner Dole and runner-up Robertson. However, Bush rebounded to win the New Hampshire primary, perhaps partly because of television commercials portraying Dole as a tax raiser. Once the multiple-state primaries such as Super Tuesday began, Bush's organizational strength and fundraising lead were impossible for the other candidates to match, and the nomination was his.


          Leading up to the 1988 Republican National Convention, there was much speculation as to Bush's choice of running mate. In a move anticipated by few, Bush chose little-known U.S. Senator Dan Quayle of Indiana. On the eve of the convention, Bush trailed Democratic nominee Michael Dukakis, then Massachusetts governor, by double digits in most polls.


          [[Image:George H.W. Bush campaign 1988.jpg|thumb|left|Bush campaigns in Omaha, Nebraska, 1988]] Bush, often criticized for his lack of eloquence when compared to Reagan, surprised many by giving perhaps the best speech of his public career, widely known as the "Thousand points of light" speech for his use of that phrase to describe his vision of American community. Bush's acceptance speech and a generally well-managed Convention catapulted him ahead of Dukakis in the polls, and he held the lead for the rest of the race. Bush's acceptance speech at the convention included the famous pledge: Read my lips: no new taxes.


          Bush blamed Dukakis for polluting the Boston Harbour as the Massachusetts governor. Bush also pointed out that Dukakis was opposed to the law that would require all students to say the pledge of allegiance. Another, produced and placed by an independent group supporting Bush, referred to murderer Willie Horton, a man who had committed a rape and assault while on a weekend furlough from a life sentence being served in Massachusetts.


          Dukakis's unconditional opposition to capital punishment also led to a pointed question during the U.S. presidential debates. Moderator Bernard Shaw asked Dukakis hypothetically if Dukakis would support the death penalty if his wife were raped and murdered. Dukakis's response appeared to many oddly wooden and technical, and contributed toward the characterization of him as "soft on crime." These images helped enhance Bush's stature as a possible Commander-in-Chief compared to the Massachusetts governor.


          Bush beat Michael Dukakis and Lloyd Bentsen soundly in the Electoral College, by 426 to 111 (Bentsen received one vote). In the nationwide popular vote, Bush took 53.4% of the ballots cast while Dukakis gained 45.6%. Bush was the first serving Vice President to be elected President since Martin Van Buren in 1836.


          


          Presidency 1989-1993


          
            [image: Chief Justice William Rehnquist administering the oath of office to Bush during Inaugural ceremonies at the United States Capitol, January 20, 1989.]

            
              Chief Justice William Rehnquist administering the oath of office to Bush during Inaugural ceremonies at the United States Capitol, January 20, 1989.
            

          


          


          Foreign policy


          Foreign policy drove the Bush Presidency from its first days. In his January 20, 1989, Inaugural Address upon taking the Presidency, Bush said, "I come before you and assume the Presidency at a moment rich with promise. We live in a peaceful, prosperous time, but we can make it better. For a new breeze is blowing, and a world refreshed by freedom seems reborn; for in man's heart, if not in fact, the day of the dictator is over. The totalitarian era is passing, its old ideas blown away like leaves from an ancient, lifeless tree. A new breeze is blowing, and a nation refreshed by freedom stands ready to push on. There is new ground to be broken, and new action to be taken."


          Leading up to the first Gulf War, on September 11, 1990, President Bush addressing a joint session of Congress stated: "Out of these troubled times, our fifth objective  a New World Order  can emerge: a new era"


          With these words President Bush gave the order to start the military action which would later be known as the Gulf War.


          


          Panama


          Operation Just Cause was the U.S. military invasion of Panama that deposed General Manuel Noriega in December 1989. Involving an expeditionary force of 25,000 troops and state-of-the-art military equipment, the invasion was a large American military operation. General Manuel Noriega was at one time a U.S. ally, who was increasingly using Panama to facilitate the drug traffic from South America to the United States. In the 1980s, dictator Manuel Noriega was one of the most recognizable names in the United States, being constantly covered by the press. The deteriorating situation in Panama was a growing embarrassment for the Reagan Administration, which President Bush inherited. The military implementation took place under supervision of Joint Chiefs of Staff Chairman General Colin Powell whoas National Security Advisor for President Reaganknew well the Panama situation and dictator Noriega. The invasion was preceded by massive protests in Panama against Noriega. Bush's Secretary of Defense Dick Cheney visited American troops in Panama right after the invasion. President Bush visited Panama with his wife in June 1992, to give support to the first post-invasion Panamanian government.


          


          Gulf War
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          As President, Bush is perhaps best known internationally for leading the United Nations coalition in the 19901991 Gulf War. In 1990, Iraq, led by Saddam Hussein invaded its oil-rich neighbour to the south, Kuwait. The broad coalition, in an operation known as Desert Shield, sought to remove Iraqi forces from Kuwait and ensure that Iraq did not invade Saudi Arabia. Bush summed up his position succinctly when he said, "This aggression will not stand," and, "This is not a war for oil. This is war against aggression." On November 29, the UN passed a resolution establishing a deadline that authorized the nations allied with Kuwait 'to use all necessary means' if Iraq did not withdraw from Kuwait by January 15, 1991. Fighting began on January 17, 1991, when U.S.-led air units launched a devastating series of air attacks against Iraq, with this operation referred to as Desert Storm. On February 24, coalition ground troops attacked Iraq, and on February 26, Iraqi forces began retreating from Kuwait. Coalition troops pursued the retreating Iraqi troops into Iraq, to within 150 miles (240 km) of Baghdad before withdrawing. President Bush declared a cease-fire on February 27.


          In a foreign policy move that would later be questioned, President Bush achieved his stated objectives of liberating Kuwait and forcing Iraqi withdrawal, then ordered a cessation of combat operations allowing Saddam Hussein to stay in power. Bush later explained that he did not give the order to overthrow the Iraqi government because it would have "incurred incalculable human and political costs... We would have been forced to occupy Baghdad and, in effect, rule Iraq".


          


          Post-Soviet breakup


          After the dissolution of the USSR in 1991, President Bush and Soviet President Mikhail Gorbachev declared a U.S.-Soviet strategic partnership at the summit that July, marking the end of the Cold War. President Bush declared that U.S.-Soviet cooperation during the Persian Gulf War in 19901991 had laid the groundwork for a partnership in resolving bilateral and world problems.


          
            	Malta Summit


            	Arms control: START I, Nunn-Lugar Cooperative Threat Reduction

          


          



          


          NAFTA


          
            [image: From left to right: (standing) President Carlos Salinas, President Bush, Prime Minister Brian Mulroney; (seated) Jaime Serra Puche, Carla Hills, and Michael Wilson at the NAFTA Initialing Ceremony, October 1992]

            
              From left to right: (standing) President Carlos Salinas, President Bush, Prime Minister Brian Mulroney; (seated) Jaime Serra Puche, Carla Hills, and Michael Wilson at the NAFTA Initialing Ceremony, October 1992
            

          


          Bush's government, along with the Progressive Conservative Canadian Prime Minister Brian Mulroney, spearheaded the negotiations of the North American Free Trade Agreement (NAFTA). Bush's primary negotiator was Trade Secretary Carla Anderson Hills. While initial signing was possible during his term, negotiations made slow but steady progress during Bush's term. President Clinton would go on to make the passage of NAFTA a priority for his administration, despite its conservative and Republican roots  with the addition of two side agreements  to achieve its passage in 1993.


          


          Pardons


          
            [image: The official White House portrait of President George H.W Bush]

            
              The official White House portrait of President George H.W Bush
            

          


          As other Presidents have done, Bush issued a series of pardons during his last days in office. On December 24, 1992, he pardoned six former government employees implicated in the Iran-Contra scandal - most prominently former Secretary of Defense Caspar Weinberger. Weinberger had been scheduled to stand trial on January 5, 1993, for lying to Congress regarding his knowledge of arms sales to Iran and concealing 1700 pages of his personal diary detailing discussions with other officials about the arms sales.


          As Weinberger's private notes contained references to Bush's endorsement of the secret shipments to Iran, some believe that Bush's pardon was an effort to prevent an order for Bush to appear before a grand jury or possibly to avoid an indictment. Weinberger's indictment stated that Weinberger's notes contradicted Bush's assertions that he had only peripheral knowledge of the arms for hostages deal. Lawrence Walsh, the Independent Counsel assigned to the case, charged that "the Iran-contra cover-up, which has continued for more than six years, has now been completed." Walsh likened the pardons to President Richard Nixon's Saturday Night Massacre. Bush responded that the Walsh probe constituted an attempt to criminalize a policy dispute between the legislative and executive branches. In addition to Weinberger, Bush pardoned Duane R. Clarridge, Clair E. George, Robert C. McFarlane, Elliott Abrams, and Alan G. Fiers Jr., all of whom had been indicted and/or convicted of charges by the Independent Counsel. He is also known to have given executive clemency to Aslam P. Adam, a convicted heroin dealer. Additionally, Bush pardoned Orlando Bosch, a known anti-Castro terrorist who was linked to the bombing of Mackey Airlines in Fort Lauderdale, Florida, and had been previously convicted of firing a bazooka at a Polish freighter in Miami harbour.
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          1992 re-election campaign
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          The tail end of the late 1980s recession, that had plagued most of Bush's term in office, was a contributing factor to his defeat in the 1992 Presidential election to Governor Bill Clinton of Arkansas. The coalition victory in the Persian Gulf War led to a feeling that Bush's re-election was almost assured, but the economic recession coupled with a perceived failure to end the war properly reduced his popularity. Bush was also perceived as being "out of touch" with the American worker. One incident that was said to lend credence to this suspicion occurred during a technology trade show in which Bush appeared "amazed" upon seeing a demonstration of a supermarket scanner. However, Andrew Rosenthal, the reporter who broke the story was not present during the demonstration. He had relied on his own interpretation of a pool report by Gregg McDonald. The New York Times stood by its interpretation of the event, but Newsweek and Mark Duffy of Time Magazine, as well as the man who demonstrated the product for Bush, all took issue with Rosenthal's characterization. Nevertheless, media outlets reported the story as it tied in with and supported the notion that the president was out of touch with the common man.


          Several other factors were key in his defeat, including agreeing in 1990 to raise taxes despite his famous "Read my lips: no new taxes" pledge not to institute any new taxes. In doing so, Bush alienated many members of his conservative base, losing their support for his re-election. Bush raised taxes in an attempt to address an ever-increasing budget deficit, which some attributed to the Reagan tax cuts and military spending of the 1980s. George Bush had been supported in 1988 by conservatives to continue the Reagan revolution, and was seen as a failure in this regard. Ironically, Bush had previously admonished Reagan's supply side tax cuts in the 1980 presidential primary when he referred to Reagan's tax proposals as "voodoo economics."


          Ross Perot won 19% of the popular vote, the highest total for a third-party candidate since Theodore Roosevelt on the ticket of the Bull-Moose Party. In early 1992 a Gallup poll found the President's approval rating to be at an all-time low, 29%. Despite his defeat, George H. W. Bush left office in 1993 with a 56% job approval rating.


          


          Administration and Cabinet


          
            
              	The Bush Cabinet
            


            
              	OFFICE

              	NAME

              	TERM
            


            
              	
            


            
              	President

              	George H. W. Bush

              	19891993
            


            
              	Vice President

              	Dan Quayle

              	19891993
            


            
              	
            


            
              	Secretary of State

              	James A. Baker III

              	19891992
            


            
              	Lawrence Eagleburger

              	19921993
            


            
              	
            


            
              	Secretary of Treasury

              	Nicholas F. Brady

              	19891993
            


            
              	
            


            
              	Secretary of Defense

              	Dick Cheney

              	19891993
            


            
              	
            


            
              	Attorney General

              	Dick Thornburgh

              	19891991
            


            
              	William Barr

              	19911993
            


            
              	
            


            
              	Secretary of the Interior

              	Manuel Lujan, Jr.

              	19891993
            


            
              	
            


            
              	Secretary of Agriculture

              	Clayton K. Yeutter

              	19891991
            


            
              	Edward Madigan

              	19911993
            


            
              	
            


            
              	Secretary of Commerce

              	Robert Mosbacher

              	19891992
            


            
              	Barbara Hackman Franklin

              	19921993
            


            
              	
            


            
              	Secretary of Labor

              	Elizabeth Dole

              	19891990
            


            
              	Lynn Morley Martin

              	19911993
            


            
              	
            


            
              	Secretary of Health and

              Human Services

              	Louis Wade Sullivan

              	19891993
            


            
              	
            


            
              	Secretary of Education

              	Lauro Cavazos

              	19891990
            


            
              	Lamar Alexander

              	19911993
            


            
              	
            


            
              	Secretary of Housing and

              Urban Development

              	Jack Kemp

              	19891993
            


            
              	
            


            
              	Secretary of Transportation

              	Samuel K. Skinner

              	19891992
            


            
              	Andrew Card

              	19921993
            


            
              	
            


            
              	Secretary of Energy

              	James D. Watkins

              	19891993
            


            
              	
            


            
              	Secretary of Veterans Affairs

              	Ed Derwinski

              	19891993
            

          


          

          


          Supreme Court appointments


          Bush appointed the following Justices to the Supreme Court of the United States:


          
            	David Souter  1990


            	Clarence Thomas  1991

          


          


          Post-Presidency
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          Since his 1992 election campaign, Bush has retired to be with his wife at their home in the exclusive neighbourhood of Tanglewood in Houston, with a presidential office nearby. They summer at Walker's Point in Kennebunkport, Maine. Bush holds his own fishing tournament in Islamorada, an island in the Florida Keys.


          Since 1992, Bush has made many public appearances, and even more so in the years of his son's Presidential term. He and Mrs. Bush attended the state funeral of Ronald Reagan in June 2004, and of Gerald Ford in January 2007. One month later, he was awarded the Ronald Reagan Freedom Award in Beverly Hills, California by former First Lady Nancy Reagan.


          In 1993, Bush was awarded an honorary knighthood (GCB) by Queen Elizabeth II.


          Bush was also present in various ceremonies during the construction of USS George H. W. Bush (CVN-77), which is the last Nimitz class supercarrier of the United States Navy, and one of the few that are named after persons that are living at the time of the vessel's christening.


          


          Texas A&M University


          Texas A&M University is home to both the George Bush Presidential Library and the George Bush School of Government and Public Service. This tenth presidential library was built between 1995 and 1997 and contains the presidential and vice-presidential papers of George H.W. Bush and the vice-presidential papers of Dan Quayle. The school, offers a master's degree in public policy and one in international affairs as well as two research degrees, officially launched in 1997. It became a separate school within the university in 1999.


          


          Presidential Library
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          The George Bush Presidential Library and Museum is the presidential library named for Bush. It was dedicated on November 6, 1997 and opened to the public shortly thereafter. It was designed by the architectural firm of Hellmuth, Obata and Kassabaum.


          The George Bush Presidential Library and Museum is located on a ninety-acre site on the west campus of Texas A&M University in College Station, Texas. The Library and Museum is situated on a plaza adjoining the Presidential Conference Center and the Texas A&M Academic Centre. It operates under the administration of the NARA under the provisions of the Presidential Libraries Act of 1955.


          


          George Bush School of Government and Public Service


          The George Bush School of Government and Public Service is a graduate public policy school at Texas A&M University in College Station, Texas. It is named for former President George H.W. Bush. The Bush School is part of the George Bush Presidential Library complex. The graduate school offers four programs: two master's degree programs (Public Service Administration and International Affairs) and two certificate programs (Advanced International Affairs and Homeland Security). The Masters Program in International Affairs (MPIA) program offers a choice of concentration on either National Security Affairs or International Economics and Development. The MPIA program requires the graduate students to pass a foreign language exam in order to graduate. In addition, the school offers both certificate programs online. Texas A&M has begun planning and faculty collaboration that would expand the current Certificate in Homeland Security Program into a Master of Science in Homeland Security Program, coordinated by the Integrative Centre for Homeland Security, recognized as a national leader in the emerging field of homeland security strategy and policy. Dr. Robert M. Gates, Secretary of Defense and former Director of Central Intelligence, was the school's first dean before becoming president of the university.


          


          Books


          Note: All The Best is not a memoir and Bush has declared that he will not be writing one.


          
            	A World Transformed 1998 ISBN 0-679-43248-5


            	All The Best, George Bush: My Life and Other Writings 1999 ISBN 068483958X


            	Heartbeat: George Bush in His Own Words: George Bush in His Own Words (compiled by Jim McGrath) 2003 ISBN 0806524979
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              	George Herbert
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              Portrait by Robert White in 1674

              ( National Portrait Gallery)
            


            
              	Occupation

              	Poet, orator, priest
            

          


          George Herbert ( April 3, 1593  March 1, 1633) was a Welsh poet, orator and a priest. Being born into an artistic and wealthy family, he received a good education which led on to him holding prominent positions at Cambridge University and Parliament. As a student at Trinity College, Cambridge, England, George Herbert excelled in languages and music. He went to college with the intention of becoming a priest, but his scholarship attracted the attention of King James I. Herbert served in parliament for two years. After the death of King James and at the urging of a friend, Herbert's interest in ordained ministry was renewed. In 1630, in his late thirties he gave up his secular ambitions and took holy orders in the Church of England, spending the rest of his life as a rector of the little parish of St. Andrew Bemerton, near Salisbury. He was noted for unfailing care for his parishioners, bringing the sacraments to them when they were ill, and providing food and clothing for those in need. Throughout his life he wrote religious poems characterized by a precision of language, a metrical versatility, and an ingenious use of imagery or conceits that was favored by the metaphysical school of poets. He is best remembered as a writer of poems and hymns such as "Come, My Way, My Truth, My Life" and "The King of Love My Shepherd Is." He is commemorated on February 27 throughout the Anglican Communion and on March 1 of the Calendar of Saints of the Evangelical Lutheran Church in America.


          


          Early life


          Herbert was born in Montgomery in Wales. His family was wealthy, eminent, intellectual and fond of the arts. His mother Magdalen was a patron and friend of John Donne and other poets; his older brother Edward, later Lord Herbert of Cherbury, was an important poet and philosopher, often referred to as "the father of English deism". Herbert's father died when George was three, leaving a widow and ten children.


          After graduating from Westminster School and Trinity College, Cambridge (where he achieved degrees with distinction), Herbert was elected a major fellow of his college. In 1618 he was appointed Reader in Rhetoric at Cambridge and in 1620 he was elected to the post of "public orator", whose duties would be served by poetic skill. He held this position until 1628.


          In 1624 he became a Member of Parliament, representing Montgomeryshire. While these positions were suited to a career at court, and James I had shown him favour, circumstances worked against him: the King died in 1625, and two influential patrons of Herbert died later in the decade.


          


          Priesthood


          He took up his duties in Bemerton, a rural parish in Wiltshire, about 75 miles southwest of London in 1630. Here he preached and wrote poetry; also helping to rebuild the church out of his own funds.


          In 1633 Herbert finished a collection of poems entitled The Temple: Sacred Poems and Private Ejaculations, which imitates the architectural style of churches through both the meaning of the words and their visual layout. The themes of God and love are treated by Herbert as much as psychological forces as metaphysical phenomena.


          Suffering from poor health, Herbert died of tuberculosis only three years after taking holy orders. On his deathbed, he gave the manuscript of The Temple to Nicholas Ferrar, the founder of a semi-monastic Anglican religious community at Little Gidding (a name best known today through the poem Little Gidding by T. S. Eliot), telling him to publish the poems if he thought they might "turn to the advantage of any dejected poor soul", and otherwise, to burn them. In less than 50 years, The Temple: Sacred Poems and Private Ejaculations had gone through thirteen printings.


          


          Works


          All of Herbert's surviving poems are religious, and some have been used as hymns. They are characterised by directness of expression and some conceits which can appear quaint. Many of the poems have intricate rhyme schemes, and variations of lines within stanzas.


          Herbert also wrote A Priest to the Temple (or The Country Parson) offering practical advice to country parsons. In it, he advises that "things of ordinary use" such as ploughs, leaven, or dances, could be made to "serve for lights even of Heavenly Truths".


          His Jacula Prudentium (sometimes seen as Jacula Prudentum), a collection of pithy proverbs published in 1651, included many sayings still repeated today, for example "His bark is worse than his bite."


          Richard Baxter said, "Herbert speaks to God like one that really believeth a God, and whose business in the world is most with God. Heart-work and heaven-work make up his books". Dame Helen Gardner adds "head-work" because of his "intellectual vivacity".


          Herbert influenced his fellow metaphysical poet Henry Vaughan who, in turn, influenced William Wordsworth.


          George Herbert's poetry has been set to music by several composers, including Ralph Vaughan Williams, Lennox Berkeley, Judith Weir, Randall Thompson, William Walton and Patrick Larley.
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              	George III
            


            
              	King of the United Kingdom of Great Britain and Ireland; King of Hanover; prev. King of Great Britain and Ireland; Elector of Hanover (more...)
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              	Portrait by Allan Ramsay, 1762
            


            
              	Reign

              	25 October 1760 - 29 January 1820
            


            
              	Coronation

              	22 September 1761
            


            
              	Predecessor

              	George II
            


            
              	Successor

              	George IV
            


            
              	Consort

              	Charlotte of Mecklenburg-Strelitz
            


            
              	Issue
            


            
              	George IV

              Frederick, Duke of York

              William IV

              Charlotte, Princess Royal

              Edward Augustus, Duke of Kent

              Princess Augusta Sophia

              Princess Elizabeth

              Ernest Augustus I of Hanover

              Augustus Frederick, Duke of Sussex

              Adolphus, Duke of Cambridge

              Princess Mary

              Princess Sophia

              Prince Octavius

              Prince Alfred

              Princess Amelia
            


            
              	Full name
            


            
              	George William Frederick
            


            
              	
                
                  Detail
                
Titles and styles
              
            


            
              	HM King George III of the United Kingdom

              HM King George III of Great Britain

              HRH The Prince of Wales

              HRH The Duke of Edinburgh

              HRH Prince George of Wales
            


            
              	Royal house

              	House of Hanover
            


            
              	Royal anthem

              	God Save the King
            


            
              	Father

              	Frederick, Prince of Wales
            


            
              	Mother

              	Princess Augusta of Saxe-Gotha
            


            
              	Born

              	4 June 1738

              Norfolk House, London
            


            
              	Baptised

              	4 June; 4 July 1738

              Norfolk House, London
            


            
              	Died

              	Template:Euro death date and age

              Windsor Castle, Berkshire
            


            
              	Burial

              	16 February 1820

              St George's Chapel, Windsor
            

          


          George III (George William Frederick; 4 June 1738  29 January 1820) was King of Great Britain and King of Ireland from 25 October 1760 until 1 January 1801, and thereafter United Kingdom of Great Britain and Ireland until his death. He was concurrently Duke of Brunswick-Lneburg, and thus Elector (and later King) of Hanover. The Electorate became the Kingdom of Hanover on 12 October 1814. He was the third British monarch of the House of Hanover, and the first to be born in Britain and speak English as his first language. In fact, he never visited Germany.


          It was during George III's reign that Great Britain lost many of its colonies in North America in the wake of the American Revolution. These colonies would eventually become the United States. Also during his reign the realms of Great Britain and Ireland were joined together to form the United Kingdom.


          Later in his reign George III suffered from recurrent and, eventually, permanent mental illness. This baffled medical science at the time, although it is now generally thought that he suffered from the blood disease porphyria. Recently, owing to studies showing high levels of the poison arsenic in King George's hair, arsenic is also thought to be a possible cause of King George's insanity and health problems. After a final relapse in 1810, George's eldest son, George, Prince of Wales ruled as Prince Regent. Upon George's death, the Prince of Wales succeeded his father as George IV.


          


          Early life


          His Royal Highness Prince George of Wales was born at Norfolk House on June 4, 1738. He was the son of Frederick, Prince of Wales, and the grandson of George II. Prince George's mother was Augusta of Saxe-Gotha.


          As Prince George was born prematurely, he was baptised that same day at Norfolk House by the Bishop of Oxford, Thomas Secker. He was publicly baptised again at Norfolk House by Secker, on 4 July 1738. His godparents were the King of Sweden (for whom Lord Baltimore stood proxy), the Duke of Saxe-Gotha (for whom the Duke of Chandos stood proxy) and the Queen of Prussia (for whom Lady Charlotte Edwin, a daughter of the Duke of Hamilton, stood proxy).


          George II and his son the Prince of Wales had an extremely poor relationship. In 1752 the Prince of Wales died from a lung injury, and Prince George became the Duke of Edinburgh. The new Duke of Edinburgh was heir apparent to the throne, and was subsequently created Prince of Wales in that year. George's mother, now the Dowager Princess of Wales, mistrusted her father-in-law; thus, she kept the Prince of Wales separate from his grandfather. An important influence on the new Prince of Wales' childhood was Lord Bute, who would later serve as Prime Minister.


          


          Marriage


          George inherited the Crown when his grandfather, George II, died on 25 October 1760. After his accession, a search throughout Europe ensued for a suitable wife. On 8 September 1761, the King married Duchess Sophia Charlotte of Mecklenburg-Strelitz in the Chapel Royal, St. James's Palace, London. A fortnight later, both were crowned at Westminster Abbey.


          It is said that George was smitten with Lady Sarah Lennox, daughter of the Duke of Richmond, and actually winced when he first saw the homely Charlotte, whom he met on their wedding day. However, he gamely went ahead with his marriage vows, and, remarkably, never took a mistress (in contrast with both his Hanoverian predecessors and his sons). The couple enjoyed a genuinely happy marriage. They had 15 childrennine sons and six daughters, more than any other British monarch with the exception of Queen Anne, who had 18 children of which none lived to adulthood. Two sons, George, Prince of Wales and William, Duke of Clarence, became kings of the United Kingdom and Hanover; another became King of Hanover; a daughter became Queen of Wrttemberg. George III was the grandfather of Queen Victoria, who was the daughter of his fourth son, the Duke of Kent.


          


          American Revolution


          The rest of the 1700s were marked by bureaucratic bungling, which led to denunciations of George III by the Whigs as an autocrat in the manner of Charles I. Lord Bute (who had probably been appointed only because of his agreement with George's views on royal power) resigned in 1763, allowing the Whigs to return to power. Later that year, the British government under George III issued the Royal Proclamation of 1763 that placed a boundary upon the westward expansion of the American colonies. The Proclamation's goal was to force colonists to negotiate with the Native Americans for the lawful purchase of the land and, therefore, to reduce the costly frontier warfare that had erupted over land conflicts. The Proclamation Line, as it came to be known, was incredibly unpopular with the Americans and ultimately became another wedge between the colonists and the British government, which would eventually lead to war. With the American colonists generally unburdened by British taxes, it was becoming increasingly difficult for the crown to pay for its military excursions and the defense of the American colonies from native uprisings. So, after George Grenville became Prime Minister, he introduced the Stamp Act, which levied a stamp duty on all printed paper in the British colonies in North America. Grenville attempted to reduce George III to a mere puppet. The King requested William Pitt the Elder to accept the office of Prime Minister, but was unsuccessful. George then settled on Lord Rockingham, and dismissed Grenville in 1765.
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                    	Reference style

                    	His Majesty
                  


                  
                    	Spoken style

                    	Your Majesty
                  


                  
                    	Alternative style

                    	Sire
                  

                

              
            

          


          Lord Rockingham repealed Grenville's unpopular Stamp Act. He faced considerable internal dissent, and was replaced in 1766 by Pitt, whom George created Earl of Chatham. Lord Chatham proved to be pro-American, criticising his colleagues' harsh attitudes towards the American colonists. George III, however, deemed that the chief duty of the colonists was to submit to him and to Great Britain and he resented the Americans' rebellious attitude. Lord Chatham fell ill in 1767, allowing the Duke of Grafton to take over government, although he did not formally become Prime Minister until 1768. Political attacks led him to leave office in 1770, once again allowing the Tories to return to power.


          The government of the new Prime Minister, Lord North, was chiefly concerned with the American Revolution. The Americans grew increasingly hostile to British attempts to levy taxes in the colonies. During the Boston Tea Party in 1773, a Boston mob threw 342 crates of tea into Boston Harbour as a political protest, costing approximately 10,000 Pounds. In response, Lord North introduced the Punitive Acts, known as the Coercive Acts or the Intolerable Acts by the colonists. The Port of Boston was shut down and legislative elections in the Colony of Massachusetts Bay were suspended.
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              	George III
            


            
              	George IV
            


            
              	 Frederick, Duke of York
            


            
              	William IV
            


            
              	 Charlotte, Queen of Wrttemberg
            


            
              	 Edward Augustus, Duke of Kent
            


            
              	 Princess Augusta Sophia
            


            
              	 Elizabeth, Landgravine of Hesse-Homburg
            


            
              	 Ernest Augustus I of Hanover
            


            
              	 Augustus Frederick, Duke of Sussex
            


            
              	 Adolphus, Duke of Cambridge
            


            
              	 Mary, Duchess of Gloucester
            


            
              	 Princess Sophia
            


            
              	 Prince Octavius
            


            
              	 Prince Alfred
            


            
              	 Princess Amelia
            


            
              	Grandchildren
            


            
              	 Charlotte, Princess Leopold of Saxe-Coburg-Saalfeld
            


            
              	Princess Charlotte of Clarence
            


            
              	 Princess Elizabeth of Clarence
            


            
              	Victoria
            


            
              	 George V, King of Hanover
            


            
              	 George, Duke of Cambridge
            


            
              	 Augusta, Grand Duchess of Mecklenburg-Strelitz
            


            
              	 Mary Adelaide, Duchess of Teck
            

          


          


          American Revolutionary War


          The American Revolutionary War began when armed conflict between British regulars and colonial militiamen broke out in New England in April 1775. A month later, thirteen of the British colonies sent delegates to the Second Continental Congress, which had been called to meet in May by the First Continental Congress the previous October. With the fighting already underway when Congress convened, the delegates drafted a peace proposal known as the Olive Branch Petition. The proposal was quickly rejected in London because fighting had already erupted. A year later, on July 4, 1776 ( American Independence Day), the provinces declared their independence from the Crown and became a new nation, the "United States of America". The Declaration of Independence was a long list of grievances against the British King, legislature, and populace. Amongst George's other offences, the Declaration charged, "He has abdicated Government here... He has plundered our seas, ravaged our Coasts, burnt our towns, and destroyed the lives of our people."


          George III was indignant when he learned of the opinions of the colonists. In the war the British captured New York City in 1776, but the grand strategic plan of invading from Canada became a great American victory with the surrender of the British Lieutenant-General John Burgoyne at the Battle of Saratoga. In 1778, France signed a treaty of friendship with the new United States. Lord North asked to transfer power to Lord Chatham, whom he thought more capable. George III, however, would hear nothing of such suggestions; he suggested that Chatham serve as a subordinate minister in Lord North's administration. Chatham refused to cooperate, and died later in the same year. Great Britain was then at war with France, and in 1779 it was also at war with Spain.


          George III obstinately tried to keep Great Britain at war with the rebels in America, despite the opinions of his own ministers. Lord Gower and Lord Weymouth both resigned rather than suffer the indignity of being associated with the war. Lord North advised George III that his (North's) opinion matched that of his ministerial colleagues, but stayed in office.


          George III did give up hope of subduing America by more armies. "It was a joke," he said, "to think of keeping Pennsylvania". There was no hope of ever recovering New England. But the King was determined "never to acknowledge the independence of the Americans, and to punish their contumacy by the indefinite prolongation of a war which promised to be eternal." His plan was to keep the 30,000 men garrisoned in New York, Rhode Island, in Canada, and in Florida; other forces would attack the French and Spanish in the West Indies. To punish the Americans the King planned to destroy their coasting-trade, bombard their ports; sack and burn towns along the coast (like New London, Connecticut), and turn loose the Indians to attack civilians in frontier settlements. These operations, the King felt, would inspire the Loyalists; would splinter the Congress; and "would keep the rebels harassed, anxious, and poor, until the day when, by a natural and inevitable process, discontent and disappointment were converted into penitence and remorse" and they would beg to return to his authority. The plan meant destruction for the Loyalists and loyal Indians, and indefinite prolongation of a costly war, as well as the risk of disaster as the French and Spanish were assembling an armada to invade the British isles and seize London.


          In 1781, the news of Lord Cornwallis's surrender at the Siege of Yorktown reached London; the Tory Lord North subsequently resigned in 1782. After Lord North persuaded the king against abdicating, George III finally accepted the defeat in North America, and authorised the negotiation of a peace. The Treaty of Paris and the associated Treaty of Versailles were ratified in 1783. The former treaty provided for the recognition of the United States by Great Britain. The latter required Great Britain to give up Florida to Spain and to grant access to the waters of Newfoundland to France.


          


          Constitutional struggle
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          In 1782, after 12 years in office, the ministry of Lord North collapsed. The Whig Lord Rockingham became Prime Minister for the second time, but died within months. The King then chose Lord Shelburne to replace him. Charles James Fox, however, refused to serve under Shelburne, and demanded the appointment of the Duke of Portland. In 1783, the House of Commons forced Lord Shelburne from office and his government was replaced by the Fox-North Coalition. The Duke of Portland became Prime Minister; Fox and Lord North, Foreign Secretary and Home Secretary respectively, really held power, with Portland acting as a figurehead.


          George III was distressed by the attempts to force him to appoint ministers not of his liking. But the Portland ministry quickly built up a majority in the House of Commons, and could not be easily displaced. He was, however, extremely dissatisfied when the government introduced the India Bill. Immediately after the House of Commons passed it, George informed the House of Lords that he would regard any peer who voted for the bill as his enemy. On 17 December 1783, the bill was rejected by the Lords; on the next day, the Portland ministry was dismissed, and William Pitt the Younger was appointed Prime Minister. George III dissolved Parliament in March 1784; the subsequent election gave Pitt a firm mandate.


          


          William Pitt
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          For George III, Pitt's appointment was a great victory. The King felt that the scenario proved that he still had the power to appoint Prime Ministers without having to rely on any parliamentary group. Throughout Pitt's ministry, George eagerly supported many of his political aims. To aid Pitt, George created new peers at an unprecedented rate. The new peers flooded the House of Lords and allowed Pitt to maintain a firm majority.


          During Pitt's ministry, George III was extremely popular. The public supported the exploratory voyages to the Pacific Ocean that he sanctioned. George also aided the Royal Academy with large grants from his private funds. The British people admired their King for remaining faithful to his wife, unlike the two previous Hanoverian monarchs. Great advances were made in fields such as in science and industry.


          George III's health, however, was in a poor condition. He suffered from a mental illness, now strongly believed to be a symptom of porphyria. (A 2004 study of the King's hair samples revealed high levels of arsenic, a possible trigger of the disease.) The King had previously suffered a brief episode of the disease in 1765, but a longer episode began in 1788. Though ill during the summer of 1788, George was sufficiently sane to prorogue Parliament from 25 September to 20 November. During the intervening time, however, he became seriously deranged and posed a threat to his own life. When Parliament reconvened in November, the King could not, as was customary, communicate to them the agenda for the upcoming legislative session. According to long-established practice, Parliament could not begin the transaction of business until the King had made the Speech from the Throne. Parliament, however, ignored the custom and began to debate provisions for a regency.


          Charles James Fox and William Pitt wrangled over which individual was entitled to take over government during the illness of the Sovereign. Although both parties agreed that it would be most reasonable for George III's eldest son and heir-apparent, the Prince of Wales, to act as Regent, they disagreed over the basis of a regency. Fox suggested that it was the Prince of Wales's absolute right to act on his ill father's behalf; Pitt argued that it was for Parliament to nominate a Regent.


          Proceedings were further delayed as the authority for Parliament to merely meet was questioned, as the session had not been formally opened by the Sovereign. Pitt proposed a remedy based on an obscure legal fiction. As was well-established at the time, the Sovereign could delegate many of his functions to Lords Commissioners by letters patent, which were validated by the attachment of the Great Seal. It was proposed that the custodian of the Great Seal, the Lord Chancellor, affix the Seal without the consent of the Sovereign. Although such an action would be unlawful, it would not be possible to question the validity of the letters patent, as the presence of the Great Seal would be deemed conclusive in court. George III's second son, the Prince Frederick, Duke of York, denounced Pitt's proposal as "unconstitutional and illegal". Nonetheless, the Lords Commissioners were appointed and then opened Parliament. In February 1789, the Regency Bill, authorising the Prince of Wales to act as Prince Regent, was introduced and passed in the House of Commons. But before the House of Lords could pass the bill, George III recovered from his illness under the care of Dr Francis Willis. He confirmed the actions of the Lords Commissioners as valid, but resumed full control of government.


          


          Napoleonic Wars


          After George recovered from his illness, his popularity greatly increased. The French Revolution, in which the French monarchy had been overthrown, worried many British landowners. France subsequently declared war on Great Britain in 1793, and George soon represented the British resistance. George allowed Pitt to increase taxes, raise armies, and suspend the privilege of the writ of habeas corpus in the war attempt.


          As well-prepared as Great Britain may have been, France was stronger. The First Coalition (which included Austria, Prussia, and Spain) was defeated in 1798. The Second Coalition (which included Austria, Russia, and the Ottoman Empire) was defeated in 1800. Only Great Britain was left fighting Napoleon Bonaparte, the military dictator of France. Perhaps surprisingly, a failed assassination attempt of May 15, 1800 was not political in origin but motivated by the religious delusions of his assailant, James Hadfield, who shot at the King in the Drury Lane Theatre during the playing of the national anthem.


          Soon after 1800, a brief lull in hostilities allowed Pitt to concentrate on Ireland, where there had been an uprising in 1798. Parliament then passed the Act of Union 1800, which, on 1 January 1801, united Great Britain and Ireland into a single nation, known as the United Kingdom of Great Britain and Ireland. George used the opportunity to drop the claim to the Throne of France, which English and British Sovereigns had maintained since the reign of Edward III. It is sometimes suggested that George dropped the claim pursuant to the Treaty of Paris or the Treaty of Amiens. Chronologically, neither would be logical; the Treaty of Paris was signed in 1783, and the Treaty of Amiens in 1802 (after George actually dropped his claim to the Throne of France.) It was suggested that George adopt the title " Emperor of the British and Hanoverian Dominions", but he refused. ( A. G. Stapleton writes that George III "felt that his true dignity consisted in his being known to Europe and the world by the appropriated and undisputed style belonging to the British Crown.")


          Pitt unpopularly planned to remove certain legal disabilities that applied to Roman Catholics after the Union. George III claimed that to emancipate Catholics would be to violate his coronation oath, in which Sovereigns promise to maintain Protestantism. The King famously declared, "Where is the power on Earth to absolve me from the observance of every sentence of that oath, particularly the one requiring me to maintain the Protestant Reformed Religion?  No, no, I had rather beg my bread from door to door throughout Europe, than consent to any such measure. I can give up my crown and retire from power. I can quit my palace and live in a cottage. I can lay my head on a block and lose my life, but I cannot break my oath."


          Faced with opposition to his religious reform policies, Pitt threatened to resign. At about the same time, the King suffered an attack of insanity, but quickly recovered. On 14 March 1801, Pitt was formally replaced by the Speaker of the House of Commons, Henry Addington. As Addington was his close friend, Pitt remained as a private advisor. Addington's ministry was particularly unremarkable, as almost no reforms were made or measures passed. In fact, the nation was strongly against the very idea of reform, having just witnessed the bloody French Revolution. Although they called for passive behaviour in the United Kingdom, the public wanted strong action in Europe, but Addington failed to deliver. In October 1801, he made peace with the French, and in 1802 signed the Treaty of Amiens.


          George did not consider the peace with France as "real"; it was more of an experiment. In 1803, the two nations once again declared war on each other. In 1804, George was again affected by his porphyria; as soon as he was able to continue his rule, he discovered that Addington was displeasing the public, which did not trust him to lead the nation into war. Instead, the public tended to put more faith in William Pitt the Younger. Pitt sought to appoint Charles James Fox to his ministry, but George III refused. The King disliked Fox, who had encouraged the Prince of Wales to lead an extravagant and expensive life. Lord Grenville perceived an injustice to Fox, and refused to join the new ministry.


          Pitt concentrated on forming a coalition with Austria, Russia, and Sweden. The Third Coalition, however, met the same fate as the First and Second Coalitions, collapsing in 1805. An invasion by Napoleon seemed imminent, but the possibility was extinguished after Admiral Lord Nelson's famous victory at the Battle of Trafalgar.


          The setbacks in Europe took a toll on William Pitt's health. Pitt died in 1806, once again reopening the question of who should serve in the ministry. Lord Grenville became Prime Minister, and his " Ministry of All the Talents" included Charles James Fox. The King was extremely distressed that he was forced to capitulate over the appointment. After Fox's death in September 1806, the King and ministry were in open conflict. The ministry had proposed a measure whereby Roman Catholics would be allowed to serve in the Armed Forces. George not only instructed them to drop the measure, but also to make an agreement to never set up such a measure again. The ministers agreed to drop the measure then pending, but refused to bind themselves in the future. In 1807, they were dismissed and replaced by the Duke of Portland as the nominal Prime Minister, with actual power being held by the Chancellor of the Exchequer, Spencer Perceval. Parliament was dissolved; the subsequent election gave the ministry a strong majority in the House of Commons. George III made no further major political decisions during his reign; the replacement of the Duke of Portland by Perceval was of little actual significance.


          


          Later life
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          In 1810, George III became dangerously ill, the malady possibly having been triggered by the death of his youngest and favourite daughter, Princess Amelia, from erysipelas. Porphyria and arsenic poisoning are also possible causes of George's madness. By 1811, George III had become permanently insane and was locked away at Windsor Castle until his death. Sometimes speaking for many hours without pause, he claimed to talk to angels. One day, on a drive through Windsor Great Park, the king threw his arms up into the air and shouted, "Stop!" He alighted, walked over to an oak tree and acted as if he was shaking hands with one of its branches. He spoke for several moments before a footman asked him if he was feeling well. The King replied, "Of course I am! Now don't interrupt me sir. I am talking to the King of Prussia." To treat his illness, his doctors gave him James's Powder ( calomel and tartar emetic) and bled him regularly. They also advised him to bathe in the sea (thus encouraging seaside holidays). On inspecting his urine, doctors often found a bluish tint to it.


          Parliament then passed the Regency Act 1811, to which the Royal Assent was granted by the Lords Commissioners, appointed under the same irregular procedure as was adopted in 1788. The Prince of Wales acted as Regent for the remainder of George III's life.


          Spencer Perceval was assassinated in 1812 (the only British Prime Minister to have suffered such a fate) and was replaced by Lord Liverpool. Liverpool oversaw British victory in the Napoleonic Wars. The subsequent Congress of Vienna led to significant territorial gains for Hanover, which was upgraded from an electorate to a kingdom.


          Meanwhile, George's health deteriorated. Over the Christmas of 1819, he suffered a further bout of madness and spoke nonsense for 58 hours, then sank into a coma. On 29 January 1820, he died, blind, deaf and insane, at Windsor Castle. George lived for 81 years and 239 days and reigned for 59 years and 96 days  in each case, more than any other English or British monarch until that point. This record has been surpassed only once, by George's granddaughter Queen Victoria. George III's reign was longer than the reigns of all three of his immediate predecessors (Queen Anne, King George I and King George II) combined. George III was buried on 16 February in St. George's Chapel, Windsor. His death came six days after that of his fourth son, the Duke of Kent, the father of Queen Victoria.


          George was succeeded first by his eldest son George IV, and then another son, William IV. William IV, too, died without legitimate children, leaving the throne to his niece, Victoria, the last monarch of the House of Hanover.


          


          Legacy


          While tremendously popular in Britain, George was hated by rebellious American colonists (approximately one-third of the population in the colonies). The United States Declaration of Independence held him personally responsible for the political problems faced by the United States. The Declaration does not blame either Parliament or the ministers, and exposure to the views expressed in the Declaration has led the American public to perceive George as a tyrant. This view is, at worst, a historical consequence of the political climate of the times, wherein the state of the King's governing powers and mental health were practically unknown by the general public, and even less so by the distant North American colonies ruled under his crown. Another factor that exacerbated American resentment was the King's failure to intercede personally on the colonists' behalf after the Olive Branch Petition. Many modern British historians also place primary blame for the loss of the colonies on King George, largely because they attribute the Proclamation of Rebellion (which treated the colonies' complaints as acts of rebellion) to him.


          George was hated in Ireland for the atrocities carried out in his name during the suppression of the 1798 rebellion.


          George's insanity is the subject of the film The Madness of King George (1994), based on the play The Madness of George III by Alan Bennett. The film concerns George's first bouts of insanity. He was portrayed by Nigel Hawthorne, who received the Laurence Olivier Award and was nominated for an Academy Award for his role.


          There are many cities and towns in former British colonies are named Georgetown. These may be named either after George III or his son, George IV. Statues of George III can be seen today in places such as the courtyard of Somerset House in London and in Weymouth, Dorset, which he popularised as a seaside resort (one of the first in England). A statue of George III was pulled down in New York at the beginning of the War of Independence in 1776 and two engravings of its destruction still exist (though one is wholly inaccurate).


          The British Agricultural Revolution reached its peak under George III. The period provided for unprecedented growth in the rural population, which in turn provided much of the workforce for the concurrent Industrial Revolution. George III has been nicknamed Farmer George, for "his plain, homely, thrifty manners and tastes" and because of his passionate interest in agriculture.


          He was also noted for his tendency to repeat himself and say "what? what?" at the end of almost every sentence.


          


          Titles, styles, honours and arms


          


          Titles


          
            	4 June 1738  31 March 1751: His Royal Highness Prince George of Wales


            	31 March 1751  20 April 1751: His Royal Highness The Duke of Edinburgh


            	20 April 1751  25 October 1760: His Royal Highness The Prince of Wales


            	25 October 1760  29 January 1820: His Majesty The King

          


          


          Styles


          In Great Britain, George III used the official style "George the Third, by the Grace of God, King of Great Britain, France and Ireland, Defender of the Faith, etc." In 1801, when Great Britain united with Ireland, he took the opportunity to drop his claim to the French Throne. He also dispensed with the phrase "etc.," which was added during the reign of Elizabeth I. His style became, "George the Third, by the Grace of God, King of the United Kingdom of Great Britain and Ireland, Defender of the Faith."


          


          Arms


          Whilst he was King of Great Britain, George's arms were: Quarterly, I Gules three lions passant guardant in pale Or (for England) impaling Or a lion rampant within a double-tressure flory-counter-flory Gules (for Scotland); II Azure three fleurs-de-lys Or (for France); III Azure a harp Or stringed Argent (for Ireland); IV tierced per pale and per chevron (for Hanover), I Gules two lions passant guardant Or (for Brunswick), II Or a semy of hearts Gules a lion rampant Azure (for Lneburg), III Gules a horse courant Argent (for Westfalen), overall an escutcheon Gules charged with the crown of Charlemagne Or (for the dignity of Arch treasurer of the Holy Roman Empire).


          When he became King of the United Kingdom, his arms were amended, dropping the French quartering. They became: Quarterly, I and IV Gules three lions passant guardant in pale Or (for England); II Or a lion rampant within a double tressure flory-counter-flory Gules (for Scotland); III Azure a harp Or stringed Argent (for Ireland); overall an escutcheon tierced per pale and per chevron (for Hanover), I Gules two lions passant guardant Or (for Brunswick), II Or a semy of hearts Gules a lion rampant Azure (for Lunenburg), III Gules a horse courant Argent (for Westfalen), the whole inescutcheon surmounted by an electoral bonnet. In 1816, two years after the Electorate of Hanover became a Kingdom, the electoral bonnet was changed to a crown.


          


          Ancestors


          
            
              George's ancestors in three generations
            

            
              	George III of United Kingdom

              	Father:

              Frederick, Prince of Wales

              	Paternal grandfather:

              George II of Great Britain

              	Paternal great-grandfather:

              George I of Great Britain
            


            
              	Paternal great-grandmother:

              Sophia Dorothea of Celle
            


            
              	Paternal grandmother:

              Caroline of Ansbach

              	Paternal great-grandfather:

              Johann Friedrich, Margrave of Brandenburg-Ansbach
            


            
              	Paternal great-grandmother:

              Eleanor Erdmuthe Louise of Saxe-Eisenach
            


            
              	Mother:

              Princess Augusta of Saxe-Gotha

              	Maternal grandfather:

              Frederick II, Duke of Saxe-Gotha-Altenburg

              	Maternal great-grandfather:

              Frederick I, Duke of Saxe-Gotha-Altenburg
            


            
              	Maternal great-grandmother:

              Magdalena Sibylle of Saxe-Weissenfels
            


            
              	Maternal grandmother:

              Magdalena Augusta of Anhalt-Zerbst

              	Maternal great-grandfather:

              Karl of Anhalt-Zerbst
            


            
              	Maternal great-grandmother:

              Sophia of Saxe-Weissenfels
            

          


          


          Issue


          
            
              	Name

              	Birth

              	Death

              	Notes
            


            
              	George IV

              	12 August 1762

              	26 June 1830

              	married 1795, Princess Caroline of Brunswick-Wolfenbttel; had issue
            


            
              	Frederick, Duke of York

              	16 August 1763

              	5 January 1827

              	married 1791, Princess Frederica of Prussia; no issue
            


            
              	William IV

              	21 August 1765

              	20 June 1837

              	married 1818, Adelaide of Saxe-Meiningen; no legitimate surviving issue
            


            
              	Charlotte, Princess Royal

              	29 September 1766

              	6 October 1828

              	married 1797, Frederick, King of Wrttemberg; no issue
            


            
              	Edward Augustus, Duke of Kent

              	2 November 1767

              	23 January 1820

              	married 1818, Princess Victoria of Saxe-Coburg-Saalfeld; had issue (Queen Victoria)
            


            
              	Princess Augusta Sophia

              	8 November 1768

              	22 September 1840

              	
            


            
              	Princess Elizabeth

              	22 May 1770

              	10 January 1840

              	married 1818, Frederick, Landgrave of Hesse-Homburg; no issue
            


            
              	Ernest Augustus I of Hanover

              	5 June 1771

              	18 November 1851

              	married 1815, Princess Friederike of Mecklenburg-Strelitz; had issue
            


            
              	Augustus Frederick, Duke of Sussex

              	27 January 1773

              	21 April 1843

              	(1) married in contravention of the Royal Marriages Act 1772, The Lady Augusta Murray; had issue; marriage annulled 1794

              (2) married 1831, The Lady Cecilia Buggins (later 1st Duchess of Inverness); no issue
            


            
              	Adolphus, Duke of Cambridge

              	24 February 1774

              	8 July 1850

              	married 1818, Princess Augusta of Hesse-Kassel; had issue
            


            
              	Princess Mary, Duchess of Gloucester

              	25 April 1776

              	30 April 1857

              	married 1816, Prince William, Duke of Gloucester; no issue
            


            
              	Princess Sophia

              	3 November 1777

              	27 May 1848

              	had issue
            


            
              	Prince Octavius

              	23 February 1779

              	3 May 1783

              	
            


            
              	Prince Alfred

              	22 September 1780

              	20 August 1782

              	
            


            
              	Princess Amelia

              	7 August 1783

              	2 November 1810

              	Possibly married Sir Charles Fitzroy; had issue
            

          


          


          George III in popular culture


          The 1994 film The Madness of King George starred Nigel Hawthorne in the title role and Helen Mirren as Queen Charlotte. The film chronicles the decline of George III's mental faculties during his reign, while those in the royal court, including his own son (played by Rupert Everett) use this unfortunate situation as a way to sidestep regal authority.


          The popular 1970s children's educational series Schoolhouse Rock features a song entitled "No More Kings" which details George III's taxation of the British colonies in America. The song paints George III as a tyrant reluctant to allow the colonies out from under his boot, yet history suggests that George III was merely a puppet in the greedy designs of Prime Minister George Grenville. In July 1765, George III dismissed Grenville and replaced him.


          King George III: Mad or Maligned? is an A&E Biography documentary.


          King George III appears in the novel Jonathan Strange and Mr. Norrell by Susanna Clarke.


          King George also appears in the last episode of the BBC Comedy Blackadder the Third, mistaking Blackadder for his own son, and entering with the line: "I wish you to marry this rose bush!", spoken with a pronounced German accent.


          In Douglas Adams' book, So Long, and Thanks for All the Fish, the character Arthur Dent refers to trees as, "Those things King George the Third used to talk to."
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        George II of Great Britain


        
          

          
            
              	George II
            


            
              	King of Great Britain and Ireland; Elector of Hanover; Duke of Brunswick-Lneburg (more...)
            


            
              	[image: ]
            


            
              	Reign

              	11 June 1727  25 October 1760
            


            
              	Coronation

              	11 October 1727
            


            
              	Predecessor

              	George I
            


            
              	Successor

              	George III
            


            
              	Consort

              	Caroline of Ansbach
            


            
              	Offspring
            


            
              	Frederick, Prince of Wales

              Anne, Princess Royal

              Princess Amelia

              Princess Caroline

              Prince George William

              Prince William, Duke of Cumberland

              Princess Mary, Landgravine of Hesse

              Louise, Queen of Denmark and Norway
            


            
              	Full name
            


            
              	George Augustus

              German: Georg August
            


            
              	
                
                  Detail
                
Titles and styles
              
            


            
              	HM The King

              HRH The Prince of Wales

              HRH The Duke of Cornwall and Cambridge

              HSH The Duke of Cambridge

              HSH The Hereditary Prince of Hanover

              HSH Prince Georg August of Hanover

              HSH Duke Georg August of Brunswick-Lneburg
            


            
              	Royal house

              	House of Hanover
            


            
              	Royal anthem

              	God Save the King
            


            
              	Father

              	George I
            


            
              	Mother

              	Sophia Dorothea of Celle
            


            
              	Born

              	10 November 1683(1683-11-10)

              Herrenhausen Palace, Hanover
            


            
              	Died

              	25 October 1760 (aged76)

              Kensington Palace, London
            


            
              	Burial

              	11 November 1760

              Westminster Abbey, London
            

          


          George II (George Augustus; 10 November 1683  25 October 1760) was King of Great Britain and Ireland, Duke of Brunswick-Lneburg ( Hanover) and Archtreasurer and Prince-Elector of the Holy Roman Empire from 11 June 1727 until his death.


          He was the last British monarch to have been born outside Great Britain, and was famous for his numerous conflicts with his father and, subsequently, with his son. As king, he exercised little control over policy in his early reign, the government instead being controlled by Great Britain's first de facto Prime Minister, Sir Robert Walpole.


          


          Early life


          HSH Duke Georg August of Hanover was born at Herrenhausen Palace, Hanover (Germany). He was the son of Georg Ludwig, then the Hereditary Prince of Brunswick-Lneburg, and his wife, Sophia of Celle; both George I and Sophia committed adultery but Sophia's alleged abandonment of George led to their being divorced in 1694.


          He married Margravine Caroline of Brandenburg-Ansbach in 1705. One of the other Princesses considered was the Swedish Princess Hedvig Sophia of Sweden, who became a widow in 1702.


          


          Quarrel with the King


          The Prince of Wales had an extremely poor relationship with his father. When the Princess of Wales gave birth to Prince George William in 1717, a family quarrel ensued; at the baptism, the Prince of Wales insisted on having the Duke of Newcastle (whom the king detested) as a godfather, whilst the King chose his brother, the Duke of York and Albany. When he publicly vituperated his father, the Prince of Wales was temporarily put under arrest. Afterwards, the King banished his son from St. James's Palace, the King's residence, and excluded him from all public ceremonies. Even when George ascended the throne, he bawled "Dat is vun big lie!" when he heard of his fathers death. He was finally free of parental oppression.


          


          Political opposition


          The Prince of Wales did all in his power to encourage opposition to George I's policies. His London residence, Leicester House, became a meeting place for his father's opponents, including Sir Robert Walpole and Viscount Townshend. In 1720, Walpole encouraged the King and his son to reconcile. In the same year, Walpole made a return to political office, from which he had been excluded since 1717.


          In 1721, the economic disaster of the South Sea Bubble allowed Sir Robert to rise to the pinnacle of government. Walpole and his Whig Party were dominant in politics, for George I feared that the Tories did not support the succession laid down in the Act of Settlement. The power of the Whigs was so great that the Tories would not come to hold power for another half-century. Sir Robert essentially controlled British government, but, by joining the King's side, lost the favour of the Prince of Wales.


          


          Early reign


          
            
              	
                
                  
                    	Monarchical Styles of

                    King George II of Great Britain
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                    	Reference style

                    	His Majesty
                  


                  
                    	Spoken style

                    	Your Majesty
                  


                  
                    	Alternative style

                    	Sire
                  

                

              
            

          


          George II succeeded to the throne on his father's death on 11 June 1727, but a battle of wills continued with his son and heir-apparent, Prince Frederick. The King may have planned to exile his son to the British colonies, but, in any event, did not actually do so. George was crowned at Westminster Abbey on 4 October. The Hanoverian composer Handel was commissioned to write four new anthems for the coronation; one of which, Zadok the Priest, has been sung at every coronation since.


          It was widely believed both that George would dismiss Walpole, who had distressed him by joining his father's government, and that he would be replaced by Sir Spencer Compton; George requested Compton, rather than Walpole, to write his first speech for him. Sir Spencer, however, requested Walpole for aid in the task, leading Queen Caroline, an ardent supporter of Sir Robert, to claim that Compton was incompetent. George did not behave obstinately; instead, he agreed with his wife and retained Walpole as Prime Minister, who continued to slowly gain royal favour, securing a generous civil list of 800,000 for the King.


          He also persuaded many Tory politicians to accept the succession laid down in the Act of Settlement as valid. In turn, the King helped Sir Robert to gain a strong parliamentary majority by creating peers sympathetic to the Whigs.


          
            
              	British Royalty
            


            
              	House of Hanover
            


            
              	[image: ]
            


            
              	George II
            


            
              	 Frederick, Prince of Wales
            


            
              	 Anne, Princess of Orange
            


            
              	 Princess Amelia Sophia
            


            
              	 Princess Caroline Elizabeth
            


            
              	 William Augustus, Duke of Cumberland
            


            
              	 Mary, Landgravine of Hesse-Cassel
            


            
              	 Louise, Queen of Denmark
            


            
              	Grandchildren
            


            
              	 Augusta Charlotte, Duchess of Brunswick
            


            
              	George III
            


            
              	 Edward Augustus, Duke of York
            


            
              	 Princess Elizabeth Caroline
            


            
              	 William Henry, Duke of Gloucester
            


            
              	 Henry Frederick, Duke of Cumberland
            


            
              	 Princess Louisa Anna
            


            
              	 Prince Frederick William
            


            
              	 Caroline Matilda, Queen of Denmark
            


            
              	Great-grandchildren
            


            
              	 Princess Sophia of Gloucester
            


            
              	 William Frederick, Duke of Gloucester
            

          


          Whilst the Queen was still alive, Walpole's position was secure. He was the master of domestic policy, and he still exerted some control over George's foreign policy. Whilst the King was eager for war in Europe, the Prime Minister was more cautious. Thus, in 1729, he encouraged George to sign a peace treaty with Spain.


          In 1732, by granting a charter to James Oglethorpe, the King created the Province of Georgia in British North America, which was named after him. In 1737 he founded the University of Gttingen in Germany, also named after him.
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              Frederick, Prince of Wales
            

          


          


          Family problems


          George's relationship with the Prince of Wales worsened during the 1730s. When the Prince of Wales married, an open quarrel broke out; the King banished him and his family from the royal court in 1737.


          After banishing his son, George also lost his wife, who died on 20 November 1737. Reputedly, when she asked her husband to remarry, he replied, "Non, j'aurai des matresses!" (French for "No, I will have mistresses!"). George had already had an illegitimate son, Johann Ludwig, Graf von Wallmoden-Gimborn ( 22 April 1736 - 10 October 1811) by his mistress Amalie von Wallmoden, Countess of Yarmouth ( 1704-1765). The most famous of his mistresses was Henrietta Howard, Countess of Suffolk, who was one of Caroline's ladies of the bedchamber.


          


          War and rebellion


          Against Walpole's advice, George once again entered into war, the War of Jenkins' Ear, with Spain in 1739. The entire continent of Europe was plunged into war upon the death of the Holy Roman Emperor Charles VI in 1740. At dispute was the right of his daughter, Maria Theresa, to succeed to his Austrian dominions. George II's war with Spain quickly became part of the War of the Austrian Succession.


          Sir Robert Walpole was powerless to prevent a major European conflict. He also faced the opposition of several politicians, led by John, Baron Carteret, later Earl Granville. Accused of rigging an election, Walpole retired, in 1742, after over twenty years in office. He was replaced by Spencer Compton, 1st Earl of Wilmington, George's original choice for the premiership, who had previously failed to gain office due to the manuvres of Queen Caroline. Lord Wilmington, however, was a figurehead; actual power was held by Lord Carteret. When Lord Wilmington died in 1743, Henry Pelham took his place.


          The pro-war faction was led by Lord Carteret, who claimed that if Maria Theresa failed to succeed to the Austrian Throne, then French power in Europe would increase. George II agreed to send more troops to Europe, ostensibly to support Maria Theresa, but in reality to prevent enemy troops from marching into Hanover. The British army had not fought in a major European war in over twenty years, during which time the government had badly neglected its upkeep. Nevertheless, the King enthusiastically sent his troops to Europe. He personally accompanied them, leading them into the Battle of Dettingen in 1743, thus becoming the last British monarch to lead troops into battle. His armies were controlled by his military-minded son, HRH The Duke of Cumberland. The war was not welcomed by the British public, who felt that the King and Lord Carteret were subordinating British interests to Hanoverian ones.
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          Shrewdly, George II's French opponents encouraged rebellion by the Jacobites during the War of the Austrian Succession. The Jacobites were the supporters of the Roman Catholic James II, who had been deposed in 1689 and replaced not by his Catholic son, but by his Protestant daughter. James II's son, James Francis Edward Stuart, known as the Old Pretender, had attempted two prior rebellions; that of 1715, " the Fifteen", which was after he fled to France; and the rebellion of 1719, " the Nineteen", which was so weak that it was almost farcical. The Old Pretender's son, Charles Edward Stuart, popularly known, both then and since, as Bonnie Prince Charlie, however, led a much stronger rebellion on his father's behalf in 1745.


          Bonnie Prince Charlie landed in Scotland in July 1745. Many Scots were loyal to his cause; he defeated British forces in September. He then attempted to enter England, where even Roman Catholics seemed hostile to the invasion. The French monarch, Louis XV, had promised to send twelve thousand soldiers to aid the rebellion, but did not do so. A British army under the Duke of Cumberland, meanwhile, drove the Jacobites back into Scotland. On 16 April 1746, Bonnie Prince Charlie faced the Duke of Cumberland in the Battle of Culloden, the last battle ever fought on British soil. The ravaged Jacobite troops were routed by the British Government Army. Bonnie Prince Charlie escaped to France, but many of his Scottish supporters were caught and executed. Jacobitism was all but crushed; no further serious attempt was made at restoring the House of Stuart.


          After the Forty-Five, the War of the Austrian Succession continued. Peace was made in 1748, with Maria Theresa being recognised as Archduchess of Austria. She subsequently dropped Great Britain as a key ally, deeming it too unreliable.


          


          Later life


          For the remainder of his life, George did not take any active interest in politics or war. During his last years, the foundation of the Industrial Revolution was laid as the population rose rapidly. British dominance in India increased with the victories of Robert Clive at the Battle of Arcot and the Battle of Plassey.


          When the Prince of Wales died suddenly in 1751, his son, Prince George immediately succeeded him as Duke of Edinburgh. The new Duke was soon created Prince of Wales in recognition of his status as heir-apparent. However, the Dowager Princess of Wales mistrusted the King, and kept the two apart.


          In 1752, Great Britain reformed its calendar. It had previously operated under the Julian Calendar, but during 1752 adopted the Gregorian Calendar. The calendar change required omitting eleven days; 2 September was followed by 14 September. Furthermore, 1 January became the official beginning of the New Year, instead of 25 March. The former date had been commonly regarded as the beginning of the New Year for a long time, but the latter was retained in formal usage. To ensure consistency of financial record keeping, and to prevent annual payments falling due before they would have under the Julian Calendar, the fiscal year was not shortened, with the result that in the United Kingdom each tax year has since begun on 6 April.


          In 1754, King George issued the charter for King's College in New York City, which would later become Columbia University after the American Revolution. George's Prime Minister, Henry Pelham died in 1754, to be succeeded by his brother, the Duke of Newcastle-upon-Tyne, and, thereafter, by the Duke of Devonshire in 1756. Another notable minister was William Pitt, the Elder. Pitt was appointed a Secretary of State in the Duke of Devonshire's administration, but was disliked by the King, for he had previously opposed involvement in the War of the Austrian Succession. The hostility was marked by George's criticism of Pitt's speeches in early 1757. In April of the same year, George dismissed Pitt, but later recalled him. At the same time, the Duke of Newcastle returned as Prime Minister.


          As Secretary of State for the Southern Department, Pitt the Elder guided policy relating to the Seven Years' War, which may be viewed as a continuation of the War of the Austrian Succession. Maria Theresa, Archduchess of Austria, made an alliance with her nation's former enemies, Russia and France, and became the enemy of Great Britain and Hanover. George II feared that this new alliance would invade Hanover; thus, he aligned himself with Prussia. Great Britain, Hanover and Prussia were thus pitted against many major European powers, including Austria, Russia, France, Sweden and Saxony. The war spread from Europe to North America (where the conflict is also known as the French and Indian War) and to India, where it was termed the Second Carnatic War.
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          On the morning of 25 October 1760, the King entered his water closet, and after a few minutes, his valet heard a loud crash. He entered the water closet to find the King on the floor. The King was lifted into his bed, and asked for Princess Amelia, but before she reached him, he was dead. A post mortem revealed that the King died of a ruptured aneurism of the aorta. He was subsequently buried in Westminster Abbey and was succeeded by his grandson, who became George III.


          


          Titles, styles, honours and arms


          


          Titles and styles


          
            	10 November 1683 October 1692: His Serene Highness Duke Georg August of Brunswick-Lneburg


            	October 1692 23 January 1698: His Serene Highness Prince Georg August of Hanover


            	23 January 1698 1 August 1714: His Serene Highness The Hereditary Prince of Hanover


            	1 August 1714 11 June 1727: His Royal Highness The Hereditary Prince of Hanover


            	27 September 171411 June 1727: His Royal Highness The Prince of Wales


            	11 June 1727 25 October 1760: His Majesty The King

          


          In Great Britain, George II used the official style "George the Second, by the Grace of God, King of Great Britain, France and Ireland, Defender of the Faith, etc." In some cases (especially in treaties), the formula "Duke of Brunswick-Lneburg, Archtreasurer and Prince-Elector of the Holy Roman Empire" was added before "etc."


          His full style immediately prior to his succession was His Royal Highness The Prince George Augustus, Prince of Wales and Earl of Chester, Duke of Cornwall, Duke of Rothesay, Duke of Cambridge, Marquess of Cambridge, Earl of Carrick, Earl of Milford Haven, Viscount Northallerton, Baron Renfrew, Baron of Tewkesbury, Lord of the Isles, Prince and Great Steward of Scotland, Hereditary Prince of Hanover, Knight of the Garter


          


          Arms


          George II's arms were: Quarterly, I Gules three lions passant guardant in pale Or (for England) impaling Or a lion rampant within a tressure flory-counter-flory Gules (for Scotland); II Azure three fleurs-de-lys Or (for France); III Azure a harp Or stringed Argent (for Ireland); IV tierced per pale and per chevron (for Hanover), I Gules two lions passant guardant Or (for Brunswick), II Or a semy of hearts Gules a lion rampant Azure (for Lneburg), III Gules a horse courant Argent (for Westfalen), overall an escutcheon Gules charged with the crown of Charlemagne Or (for the dignity of Archtreasurer of the Holy Roman Empire).


          


          In popular culture


          On screen, George has been portrayed by:


          
            	Alexander Ekert in the German silent film Exzellenz Unterrock (1921), based on a novel by Paul Adolf


            	Olaf Hytten in The Last of the Mohicans (1936)


            	Martin Miller in Bonnie Prince Charlie (1948)


            	Ivan Triesault in The Lady and the Bandit (1951), about Dick Turpin


            	Arthur Young in John Wesley (1954)


            	Richard Harris in King of the Wind (1989)


            	Clive Swift in the BBC TV drama series Aristocrats (1999)
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          Issue


          Caroline's nine pregnancies, between 1707 and 1724, resulted in eight live births:


          
            
              	Name

              	Birth

              	Death

              	Notes
            


            
              	Frederick, Prince of Wales

              	1 February 1707

              	31 March 1751

              	married, 1736, Princess Augusta of Saxe-Gotha; had issue
            


            
              	Anne, Princess Royal and Princess of Orange

              	2 November 1709

              	12 January 1759

              	married, 1734, William IV, Prince of Orange; had issue
            


            
              	Princess Amelia

              	10 July 1711

              	31 October 1786

              	
            


            
              	Princess Caroline

              	21 June 1713

              	28 December 1757

              	
            


            
              	Prince George William

              	13 November 1717

              	17 February 1718

              	died in infancy
            


            
              	Prince William, Duke of Cumberland

              	26 April 1721

              	31 October 1765

              	
            


            
              	Princess Mary, Landgravine of Hesse

              	5 March 1723

              	14 January 1772

              	married, 1740, Frederick II, Landgrave of Hesse; had issue
            


            
              	Louise, Queen of Denmark and Norway

              	18 December 1724

              	19 December 1751

              	married, 1743, Frederick V of Denmark; had issue
            

          


          


          Legacy


          
            	The Seven Years' War continued after George II's death. It concluded during the early reign of George III, and led to important territorial gains for the British in North America and Asia. Nevertheless, the expensive conflict crippled the royal finances. British attempts to tax the Americans would lead to the American Revolution. Great Britain, however, fared much better in India. Company rule (that is, rule by the British East India Company) was secured within years of George II's death.

          


          
            	He served as the ninth Chancellor of Trinity College, Dublin between 1715 and 1718.

          


          
            	In 1734 George II founded the Georg August University of Gttingen.

          


          
            	George II's disinterest in British government had contributed to the decline of the royal power. His successor, George III, sought to reverse the trend, but failed; thus, the power of ministers became well-established.

          


          
            	The patriotic song " God Save the King" was developed during George II's reign. It is thought that the first public performance of the songsometimes cited as an adaptation of a piece by the French composer Jean-Baptiste Lullyoccurred during the Forty-Five. In reference to the Jacobite Rebellion, a fourth verse (which includes the words "Rebellious Scots to crush") was added, though it is now rarely sung. "God Save the King" (or "God Save the Queen") is now the unofficial national anthem of the United Kingdom, one of the two national anthems of New Zealand (along with " God Defend New Zealand"), and the royal anthem of Australia and Canada.

          


          
            	The first performance of Messiah from G.F. Handel took place on March 23, 1743, in the presence of King George II. The King rose to his feet and remained standing for the duration of the piece. It may have been in recognition of that his earthly kingdom was subservient to the Kingdom of Heaven. However, no one could remain sitting while the King stood, so the entire audience stood throughout the duration of the piece. The tradition remains to this day of the audience standing for the Hallelujah chorus. This is often observed even if there are no royalty present.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/George_II_of_Great_Britain"
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        George I of Great Britain


        
          

          
            
              	George I
            


            
              	King of Great Britain and Ireland; Elector of Hanover; Duke of Brunswick-Lneburg (more...)
            


            
              	[image: Portrait by Sir Godfrey Kneller]
            


            
              	Portrait by Sir Godfrey Kneller
            


            
              	Reign

              	1 August 1714  11 June 1727
            


            
              	Coronation

              	20 October 1714
            


            
              	Predecessor

              	Anne
            


            
              	Successor

              	George II
            


            
              	Consort

              	Sophia Dorothea of Celle ( 1682 - 1694)
            


            
              	Issue
            


            
              	George II

              Sophia, Queen in Prussia
            


            
              	Full name
            


            
              	George Louis

              German: Georg Ludwig
            


            
              	
                
                  Detail
                
Titles and styles
              
            


            
              	HM The King

              HRH The Elector of Hanover

              HSH The Hereditary Prince of Hanover

              HSH The Hereditary Prince of Brunswick-Lneburg

              HSH Duke Georg Ludwig of Brunswick-Lneburg
            


            
              	Royal house

              	House of Hanover
            


            
              	Father

              	Ernest Augustus, Elector of Hanover and Duke of Brunswick-Lneburg
            


            
              	Mother

              	Sophia, Countess Palatine of Simmern
            


            
              	Born

              	28 May 1660

              Leine Castle, Hanover
            


            
              	Died

              	Template:Euro death date and age

              Osnabrck, Hanover
            


            
              	Burial

              	4 August 1727

              Herrenhausen Palace, Hanover
            

          


          George I (George Louis; 28 May 1660  11 June 1727) was the first Hanoverian King of Great Britain and King of Ireland, from 1 August 1714 until his death. He was also the Archbannerbearer (afterwards Archtreasurer) and a Prince Elector of the Holy Roman Empire.


          


          Early life


          George was born on 28 May 1660 in Hanover, Germany. He was the eldest son of Ernest Augustus, Elector of Hanover and Duke of Brunswick-Lneburg, a German prince, and of his wife, Sophia. His grandmother was the sister of Charles I of England and his great-grandfather was James I of England. Duke George of Brunswick-Lneburg, as he was then known, was the heir-apparent to his father's German territory.


          In 1682, George married his first cousin, the Princess Sophia of Celle, who was the only child of his father's elder brother. They had two children, George (b. 1683) and Sophia Dorothea (b. 1687). The couple were however soon estranged; George preferred the society of his mistress, Ehrengard Melusine von der Schulenburg, whom he later created Duchess of Munster and Kendal in Great Britain, and by whom he had at least three illegitimate children.


          Sophia, meanwhile, had her own romantic connection with the Swedish Count Philip Christoph von Knigsmarck. Threatened with the scandal of an elopement, the Hanoverian court ordered the lovers to desist, and George appears to have countenanced a plan to murder Knigsmarck. The count was killed in July 1694, and his body was then thrown into a river. The murder appears to have been committed by four of George's courtiers, one of whom is said to have been paid the enormous sum of 150,000 thalers, which in that day was about one hundred times the annual salary of the highest-paid minister.


          George's marriage to Sophia was dissolved, not on the grounds that either of them committed adultery, but on the grounds that Sophia had "abandoned" her husband. With the concurrence of her father, George had Sophia imprisoned in the Castle of Ahlden in her native Celle. She was denied access to her children and her father, and forbidden to remarry. She was however endowed with an income, establishment and servants, and was allowed to ride in a carriage outside her castle, albeit under supervision.


          


          Early reign


          In 1698, Ernst August died, leaving all of his territories to George, with the exception of the Prince-Bishopric of Osnabrck. (The Prince-Bishopric was not an hereditary title; instead, it alternated between Protestant and Roman Catholic incumbents.) George thus, on 23 January 1698, became Duke of Brunswick-Lneburg (also known as Hannover, after its capital), and thereby the Archbannerbearer (a prestigious sinecure) and, most importantly, a Prince-Elector of the Holy Roman Empire. His court in Hanover was graced by many cultural icons, such as the mathematician Gottfried Leibniz and the composer Hndel.


          Shortly after George's accession to his paternal dukedom, the Parliament of England passed the Act of Settlement 1701, whereunder George's mother, the Electress Sophia, was designated heir to the British Throne if the then-reigning monarch (William III) and his sister-in-law Princess Anne of Denmark (the later Queen Anne) both died without issue. The succession was so designed because Sophia was the closest Protestant relative of the British Royal Family; numerous Catholics with superior hereditary claims were bypassed. In England, the Tories generally opposed allowing a foreigner to succeed to the Throne, whilst the Whigs favoured a Protestant successor regardless of nationality. George is said to have been reluctant to accept the English plan, but his Hanoverian advisors suggested that he should acquiesce so that his German possessions would become more secure.
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          Shortly after George's accession in Hanover, the War of the Spanish Succession broke out. At issue was the right of Philip, the grandson of the French King Louis XIV, to succeed to the Spanish Throne under the terms of the will of the Spanish King Charles II. The Holy Roman Empire, the United Provinces, England, Hanover and many other German states opposed Philip's right to succeed because they feared that France would become too powerful if it also could control Spain.


          George's support for England may have conciliated many Englishmen, but it did not impress the people of Scotland. The English Parliament had settled on Sophia, Electress of Hanover, without consulting the Estates of Scotland (the Scottish Parliament). In 1703, the Estates passed a bill that declared that they would elect Queen Anne's successor from amongst the Protestant descendants of past Scottish monarchs. This successor would not be the same individual as the successor to the English Throne, unless numerous political and economic concessions were made by England. The Royal Assent was originally withheld, which caused the Scottish Estates to refuse to raise taxes and threaten to withdraw troops from the army fighting in the War of the Spanish Succession. In 1704, Anne capitulated, and her Assent was granted to the bill, which became the Act of Security 1704. Angered, the English Parliament passed several measures which restricted Anglo-Scottish trade and crippled the Scottish economy. In 1707, the Act of Union was passed; it united England and Scotland into a single political entity, the Kingdom of Great Britain. The rules of succession established by the Act of Settlement were retained. The House of Hanover was not entirely acceptable to many Scotsmen, as would be later reflected by rebellions during George I's reign.


          In 1706, the Elector of Bavaria was deprived of his offices and titles for siding with France against the Empire. In 1708, the Reichstag, or Imperial Diet, formally confirmed George's position as a Prince-Elector and in 1710 conferred upon him the dignity of Archtreasurer of the Empire, formerly held by the Elector Palatine - the absence of the Elector of Bavaria allowed a re-shuffling of offices. The War of the Spanish Succession would continue until 1713, when it ended indecisively with the ratification of the Treaty of Utrecht. Philip was allowed to succeed to the Spanish Throne, but he was removed from the line of succession to the French Throne.


          


          Accession in Great Britain


          George's mother, the Electress Sophia, died only a few weeks before Anne, Queen of Great Britain. Although there were fifty-two possible heirs to the throne of Great Britain at the time and the fact that direct lines were considered to be direct through males and not women, pursuant to the Act of Union 1707, George became King of Great Britain, when Anne died on 1 August 1714. George strongly agreed with the ideas of the Whigs at the time.


          He did not arrive in Great Britain until 18 September; during his absence, the Lord Chief Justice of the King's Bench acted as a regent. George was crowned at Westminster Abbey on 20 October.


          Upon his accession the practice relating to the dignity of princes was changed. Before the Hanoverians, the only princely dignities were those of Prince of Wales (customarily granted to the heir-apparent) and Princess Royal (customarily granted to the Sovereign's eldest daughter). The other members of the Royal Family were only entitled to the styles "Lord" and "Lady". George I, however, was accustomed to the German practice, whereunder the princely dignity was more common. Consequently, the Sovereign's children and grandchildren in the male line became Princes and Princesses styled "Royal Highness," and great-grandchildren in the male line became Princes and Princesses styled "Highness".


          George I primarily resided in Great Britain, though he often visited his home in Hanover. During the King's absences, power was vested either in his son, George, Prince of Wales, or in a committee of "Guardians and Justices of the Kingdom". Even whilst he was in Great Britain, the King occupied himself with Hanoverian concerns. He spoke poor English; instead, he spoke his native German, or French. Since many believed that he was not fluent in English, George I was ridiculed by his British subjects, and many of his contemporaries thought him unintelligent. During his reign, the powers of the monarchy diminished and the modern system of government by a Cabinet underwent development. Towards the end of his reign, actual power was held by a de facto Prime Minister, Sir Robert Walpole.


          In 1715, when not even a year had passed after George's accession, he was faced with a Jacobite Rebellion, which became known as "The Fifteen". The Jacobites sought to put Anne's Catholic half-brother, James Francis Edward Stuart (whom they called "James III", and who was known to his opponents as the "Pretender") on the Throne. The Pretender instigated rebellion in Scotland, where support for Jacobitism was stronger than in England. John Erskine, 22nd Earl of Mar, an embittered Scottish nobleman who had previously supported the "Glorious Revolution", led the rebels. The Fifteen, however, was a dismal failure; Lord Mar's battle plans were poor, and the Pretender had not arrived in Scotland in time. By the end of the year 1715, the rebellion had all but collapsed. Faced with impending defeat, Lord Mar and the Pretender fled to France in the next February. After the rebellion was defeated, although there were some executions and forfeitures, the government's response was generally mild.
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              	His Majesty
            


            
              	Spoken style

              	Your Majesty
            


            
              	Alternative style

              	Sire
            

          


          Several members of the Tory Party sympathised with the Jacobites. George I began to distrust the Tories, and power thus passed to the Whigs. Whig dominance would be so great under George I that the Tories would not return to power for another half-century. As soon as the Whigs came to power, Parliament passed the Septennial Act 1715, which extended the maximum duration of Parliament to seven years (although it could be dissolved earlier by the Sovereign). Thus, Whigs already in power could remain in such a position for a greater period of time.


          


          War and rebellion


          After his accession in Great Britain, George's relationship with his son (which had always been poor) worsened. George, Prince of Wales constantly encouraged opposition to his father's policies. His home, Leicester House, became a meeting place for the King's political opponents. In 1717, the birth of a grandson led George I to quarrel with the Prince of Wales. The Prince and Princess of Wales, as well as their children, were all thrown out of the royal residence. George I and his son would later be reconciled, but would never again be on cordial terms.


          George I was active in directing British foreign policy during his early years. In 1717, he contributed to the creation of the Triple Alliance, an anti-Spanish league composed of Great Britain, France and the United Provinces. In 1718, the Holy Roman Empire was added to the body, which became known as the Quadruple Alliance. The subsequent War of the Quadruple Alliance involved the same issue as the War of the Spanish Succession. The Treaty of Utrecht had allowed the grandson of Louis XIV of France, Philip, to succeed to the Spanish Throne, on the condition that he gave up his rights to succeed to the French Throne. Upon the death of Louis XIV, however, Philip attempted to violate the treaty and take the Crown of France. But with even the French fighting against him in the War, Philip's armies fared poorly. As a result, the Spanish and French Thrones remained separate.


          George I was faced with a second rebellion in 1719. The Jacobites managed to secure the support of Spain, but stormy seas allowed only about three hundred Spanish troops to arrive in Scotland. A base was established at Eilean Donan Castle on the west Scottish coast, only for it to be destroyed by British ships a month later. Attempts to recruit Scottish soldiers yielded a fighting force of only about a thousand men. The Jacobites were poorly equipped, and were easily defeated by British artillery. The Scotsmen dispersed into the Highlands, and the Spaniards surrendered. The invasion of 1719 never posed any serious threat to the Government.


          


          Ministries


          In 1717, when the Whigs came to power, George's chief ministers included Sir Robert Walpole, Charles Townshend, 2nd Viscount Townshend, James Stanhope, 1st Viscount Stanhope (afterwards 1st Earl Stanhope) and Charles Spencer, 3rd Earl of Sunderland. In the same year, Lord Townshend and Walpole were removed from the Cabinet by their counterparts; Lord Stanhope became supreme in foreign affairs, and Lord Sunderland the same in domestic matters.


          Lord Sunderland's power began to wane in 1719. He introduced a Peerage Bill, which attempted to limit the size of the House of Lords (mostly composed of Tory aristocrats), but was defeated. An even greater problem was the South Sea Bubble. In 1719, the South Sea Company proposed to convert 30,981,712 of the British national debt. At the time, government bonds were extremely difficult to trade due to unrealistic restrictions; for example, it was not permitted to redeem certain bonds unless the original debtor was still alive. Each bond represented a very large sum, and could not be divided and sold. Thus, the South Sea Company sought to convert high-interest, untradeable bonds to low-interest, easily-tradeable ones. The Company bribed Lord Stanhope to support their plan; they were also supported by Lord Sunderland. Company prices rose rapidly; the shares had cost 128 in January 1720, but were valued at 550 when Parliament accepted the scheme in May. The price reached 1000 by August. Uncontrolled selling, however, caused the stock to plummet to 150 by the end of September. Many individualsincluding aristocratswere completely ruined.


          The economic crisis, known as the South Sea Bubble, made George I and his ministers extremely unpopular. Lord Stanhope died and Lord Sunderland resigned in 1721, allowing the rise of Sir Robert Walpole. (Lord Sunderland retained a degree of personal influence with George I until he died in 1722.) Walpole became George's primary minister, although the title " Prime Minister" was not formally applied to him; officially, he was only the First Lord of the Treasury. His management of the South Sea crisis helped avoid a dispute between the King and the House of Commons over responsibility for the affair.


          Walpole strengthened his influence in the House of Commons through bribery. The Septennial Act, by lengthening the terms of members of the House from three to seven years, greatly aided Walpole's corrupt efforts. As requested by Walpole, George I created a new order of chivalry, The Most Honourable Order of the Bath. Walpole rewarded political supporters and bribed others by offering them membership of the prestigious organisation.


          Walpole thus became extremely powerful; he, not the King, truly controlled the government. Walpole was allowed to choose and remove all ministers; George I merely rubber-stamped his decisions. George I did not even attend meetings of the Cabinet; all his communications were in private. George I only exercised substantial influence with respect to British foreign policy. He, with the aid of Lord Townshend, arranged for the ratification of the Treaty of Hanover, which was designed to protect British trade, by Great Britain, France and Prussia. Some of George I's successorsmost notably his great-grandson, George IIIattempted to reverse the shift in power, but proved unsuccessful.


          


          Later years


          George, although increasingly reliant on Sir Robert Walpole, could still have removed his ministers at will. Walpole was actually afraid of being removed towards the end of George I's reign, but such fears were put to an end when George I died in Osnabrck from a stroke on 11 June 1727. George was on his sixth trip to his native Hanover, where he was buried, in the chapel at Herrenhausen Palace.


          George I's son succeeded him, becoming George II. George II, like his father, faced a Jacobite Rebellion. The Rebellion of 1745 ("the Forty-Five"), however, was better led than the Fifteen and Nineteen. The Jacobites were nonetheless defeated at the Battle of Culloden in 1746, effectively ending their resistance.


          George II seriously contemplated removing Sir Robert Walpole from office, but was prevented from doing so by his wife. During George II's reign, the power of the Sovereign further deteriorated, and the power of the Prime Minister increased. George II's grandson and successor, George III, was often engaged in constitutional struggles with his ministers. By the reign of George III, however, the Prime Minister's power had grown so much that the King was often forced to appoint junior ministers against his will. After George III's reign, Sovereigns almost never exercised influence over the composition of the Cabinet. The decline of the power of the Sovereign, which had begun during George I's reign, was almost complete during the reign of the last Hanoverian monarch, Victoria.


          


          Legacy


          George I was extremely unpopular in Great Britain, especially due to his supposed inability to speak English; recent research, however, reveals that such an inability may not have existed later in his reign. His treatment of his wife, Sophia, was not well-received. The British perceived him as too German, and despised his succession of German mistresses. He earned the appellations "Geordie Whelps" and "German George".


          Although unpopular, the Protestant George I was seen by most as a better alternative to the Roman Catholic Old Pretender. William Makepeace Thackeray indicates such ambivalent feelings when he writes, "His heart was in Hanover. He was more than 54 years of age when he came amongst us: we took him because we wanted him, because he served our turn; we laughed at his uncouth German ways, and sneered at him... I, for one, would have been on his side in those days. Cynical, and selfish, as he was, he was better than a King out of St Germains, the Old Pretender with a French King's orders in his pocket, and a swarm of Jesuits in his train."


          


          Titles, styles, honours and arms


          


          Titles


          
            	28 May 1660- 18 December 1679: His Serene Highness Duke Georg Ludwig of Brunswick-Lneburg


            	18 December 1679- October 1692: His Serene Highness The Hereditary Prince of Brunswick-Lneburg


            	October 1692- 23 January 1698: His Serene Highness The Hereditary Prince of Hanover and Brunswick-Lneburg


            	23 January 1698- 1 August 1714: His Royal Highness The Elector of Hanover, Duke of Brunswick-Lneburg


            	1 August 1714 11 June 1727: His Majesty The King

          


          


          Styles


          In Great Britain, George I used the official style "George, by the Grace of God, King of Great Britain, France and Ireland, Defender of the Faith, etc." In some cases (especially in treaties), the formula "Duke of Brunswick-Lneburg, Arch treasurer and Prince-Elector of the Holy Roman Empire" was added before the phrase "etc."


          


          Arms


          George I's arms were: Quarterly, I Gules three lions passant guardant in pale Or (for England) impaling Or a lion rampant within a tressure flory-counter-flory Gules (for Scotland); II Azure three fleurs-de-lys Or (for France); III Azure a harp Or stringed Argent (for Ireland); IV tierced per pale and per chevron (for Hanover), I Gules two lions passant guardant Or (for Brunswick), II Or a semy of hearts Gules a lion rampant Azure (for Lneburg), III Gules a horse courant Argent (for Westfalen), overall an escutcheon Gules charged with the crown of Charlemagne Or (for the dignity of Arch treasurer of the Holy Roman Empire).


          


          Ancestors


          
            
              George's ancestors in three generations
            

            
              	George I of Great Britain

              	Father:

              Ernest Augustus, Elector of Hanover

              	Father's father:

              George, Duke of Brunswick-Lneburg

              	Father's father's father:

              William, Duke of Brunswick-Lneburg
            


            
              	Father's father's mother:

              Dorothea of Denmark
            


            
              	Father's mother:

              Anne Eleonore of Hesse-Darmstadt

              	Father's mother's father:

              Louis V, Landgrave of Hesse-Darmstadt
            


            
              	Father's mother's mother:

              Magdalena von Brandenburg
            


            
              	Mother:

              Sophia of the Palatinate

              	Mother's father:

              Frederick V, Elector Palatine

              	Mother's father's father:

              Frederick IV, Elector Palatine
            


            
              	Mother's father's mother:

              Louise Juliana of Orange-Nassau
            


            
              	Mother's mother:

              Elizabeth of Bohemia

              	Mother's mother's father:

              James I of England
            


            
              	Mother's mother's mother:

              Anne of Denmark
            

          


          



          


          Issue


          
            
              	Name

              	Birth

              	Death

              	Notes
            


            
              	George II

              	10 November 1683

              	25 October 1760

              	married, 1705, Caroline of Ansbach; had issue
            


            
              	Sophia, Queen in Prussia

              	26 March 1687

              	28 June 1757

              	married, 1706, Frederick William, Margrave of Brandenburg (later Frederick William I of Prussia); had issue
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              	George IV
            


            
              	King of the United Kingdom of Great Britain and Ireland; King of Hannover (more...)
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              	Reign

              	29 January 1820  26 June 1830
            


            
              	Coronation

              	19 July 1821
            


            
              	Predecessor

              	George III
            


            
              	Successor

              	William IV
            


            
              	Consort

              	Caroline of Brunswick
            


            
              	Issue
            


            
              	Princess Charlotte Augusta of Wales
            


            
              	Full name
            


            
              	George Augustus Frederick
            


            
              	
                
                  Detail
                
Titles and styles
              
            


            
              	HM The King

              HRH The Prince Regent

              HRH The Prince of Wales

              HRH The Duke of Cornwall
            


            
              	Royal house

              	House of Hanover
            


            
              	Royal anthem

              	God Save the King
            


            
              	Father

              	George III
            


            
              	Mother

              	Charlotte of Mecklenburg-Strelitz
            


            
              	Born

              	12 August 1762

              St James's Palace, London
            


            
              	Baptised

              	18 September 1762

            


            
              	Died

              	Template:Euro death date and age

              Windsor Castle, Berkshire
            


            
              	Burial

              	15 July 1830

              St George's Chapel, Windsor
            

          


          George IV (George Augustus Frederick; 12 August 1762  26 June 1830) was king of the United Kingdom of Great Britain and Ireland and Hanover from 29 January 1820 until his death. He had earlier served as Prince Regent when his father, George III, suffered from a relapse into insanity from an illness that is now suspected to have been porphyria. The Regency, George's nine-year tenure as Prince Regent, which commenced in 1811 and ended with George III's death in 1820, was marked by victory in the Napoleonic Wars in Europe. George was a stubborn monarch, often interfering in politics, especially in the matter of Catholic emancipation, though not as much as his father. For most of George's regency and reign, Lord Liverpool controlled the government as Prime Minister.


          George is remembered largely for the extravagant lifestyle that he maintained as prince and monarch. By 1797 his weight had reached 17stone 7pounds (111kg), and by 1824 his corset was made for a waist of 50inches (127cm). He had a poor relationship with both his father and his wife, Caroline of Brunswick, whom he even forbade to attend his coronation. He was a patron of new forms of leisured style and taste, was responsible for the building of the Royal Pavilion in Brighton, and was largely instrumental in the foundation of the National Gallery, London and King's College London.


          


          Early life


          Upon his birth at St James's Palace, London on 12 August 1762, he automatically became Duke of Cornwall and Duke of Rothesay; he was created Prince of Wales and Earl of Chester a few days afterwards. On 18 September of the same year, he was baptised by Thomas Secker, Archbishop of Canterbury. His godparents were the Duke of Mecklenburg-Strelitz (his uncle), the Duke of Cumberland (his great-uncle) and the Dowager Princess of Wales (his grandmother). George was a talented student, quickly learning to speak French, German and Italian in addition to his native English.


          The Prince of Wales turned 21 in 1783, and obtained a grant of 60,000 from Parliament and an annual income of 50,000 from his father. He then established his residence in Carlton House, where he lived a profligate life. Animosity developed between the prince and his father, a monarch who desired more frugal behaviour on the part of the heir-apparent. The King, a political conservative, was also alienated by the Prince of Wales's adherence to Charles James Fox and other radically-inclined politicians.


          Soon after he reached the age of 21, the Prince of Wales fell in love with a Roman Catholic, Maria Anne Fitzherbert, who was a widow twice over; her first husband, Edward Weld, died in 1775, and her second husband, Thomas Fitzherbert, in 1781. A marriage between the two was prohibited by the Act of Settlement 1701, which declared those who married Roman Catholics ineligible to succeed to the Throne. In addition, under the Royal Marriages Act 1772 the Prince of Wales could not marry without the consent of the King, which would have never been granted. Nevertheless, the couple contracted a marriage on 15 December 1785 at her house in Park Lane, Mayfair. Legally the union was void as the King's assent was never requested. However, Mrs Fitzherbert believed that she was the Prince of Wales's canonical and true wife, holding the law of the Church to be superior to the law of the State. For political reasons, the union remained secret and Mrs Fitzherbert promised not to publish any evidence relating to it.


          The Prince of Wales was plunged into debt by his exorbitant lifestyle. His father refused to assist him, forcing him to quit Carlton House and live at Mrs Fitzherbert's residence. In 1787, the Prince of Wales's allies in the House of Commons introduced a proposal to relieve his debts with a parliamentary grant. The prince's personal relationship with Mrs Fitzherbert was suspected, but revelation of the illegal marriage would have scandalized the nation and doomed any parliamentary proposal to aid him. Acting on the prince's authority, the Whig leader Charles James Fox declared that the story was a calumny. Mrs Fitzherbert was not pleased with the public denial of the marriage in such vehement terms and contemplated severing her ties to the prince. He appeased her by asking another Whig, Richard Brinsley Sheridan, to restate Fox's forceful declaration in more careful words. Parliament, meanwhile, was sufficiently pleased to grant the Prince of Wales 161,000 for the payment of his debts, in addition to 60,000 for improvements to Carlton House.


          


          Regency crisis of 1788


          It is hypothesized George III suffered the hereditary disease porphyria. In the summer of 1788, the King's mental health deteriorated, but he was nonetheless able to discharge some of his duties. Thus, he was able to declare Parliament prorogued from 25 September to 20 November. During the prorogation, however, George III became deranged, posing a threat to his own life, and when Parliament reconvened in November the King could not deliver the customary Speech from the Throne during the State Opening of Parliament. Parliament found itself in an untenable position; according to long-established law, it could not proceed to any business until the delivery of the King's Speech at a State Opening.


          Although theoretically barred from doing so, Parliament began debating a Regency. In the House of Commons, Charles James Fox declared his opinion that the Prince of Wales was automatically entitled to exercise sovereignty during the King's incapacity. A contrasting opinion was held by the Prime Minister, William Pitt the Younger, who argued that, in the absence of a statute to the contrary, the right to choose a Regent belonged to Parliament alone. He even stated that, without parliamentary authority "the Prince of Wales had no more right...to assume the government, than any other individual subject of the country." Though disagreeing on the principle underlying a Regency, Pitt agreed with Fox that the Prince of Wales would be the most convenient choice for a Regent.


          The Prince of Wales  though offended by Pitt's boldness  did not lend his full support to Fox's philosophy. The prince's brother, Prince Frederick, Duke of York, declared that the prince would not attempt to exercise any power without previously obtaining the consent of Parliament. Following the passage of preliminary resolutions, Pitt outlined a formal plan for the Regency, suggesting that the powers of the Prince of Wales be greatly limited. Among other things, the Prince of Wales would not be able either to sell the King's property or to grant a peerage to anyone other than a child of the King. The Prince of Wales denounced Pitt's scheme, declaring it a "project for producing weakness, disorder, and insecurity in every branch of the administration of affairs." In the interests of the nation, both factions agreed to compromise.


          A significant technical impediment to any Regency Bill involved the lack of a Speech from the Throne, which was necessary before Parliament could proceed to any debates or votes. The Speech was normally delivered by the King, but could also be delivered by royal representatives known as Lords Commissioners, but no document could empower the Lords Commissioners to act unless the Great Seal of the Realm was affixed to it. The Seal could not be legally affixed without the prior authorisation of the Sovereign. Pitt and his fellow ministers ignored the last requirement and instructed the Lord Chancellor to affix the Great Seal without the King's consent, as the act of affixing the Great Seal gave, in itself, legal force to the Bill. This legal fiction was denounced by Edmund Burke as a "glaring falsehood", as a "palpable absurdity", and even as a "forgery, fraud". The Prince of Wales's brother, the Duke of York, described the plan as "unconstitutional and illegal." Nevertheless, others in Parliament felt that such a scheme was necessary to preserve an effective government. Consequently, on 3 February 1789, more than two months after it had convened, Parliament was formally opened by an "illegal" group of Lords Commissioners. The Regency Bill was introduced, but, before it could be passed, the King recovered. Retroactively, the King declared that the instrument authorising the Lords Commissioners to act was valid.


          


          Marriage
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              	House of Hanover
            


            
              	[image: ]
            


            
              	George III
            


            
              	George IV
            


            
              	 Frederick, Duke of York
            


            
              	William IV
            


            
              	 Charlotte, Queen of Wrttemberg
            


            
              	 Edward Augustus, Duke of Kent
            


            
              	 Princess Augusta Sophia
            


            
              	 Elizabeth, Landgravine of Hesse-Homburg
            


            
              	 Ernest Augustus I of Hanover
            


            
              	 Augustus Frederick, Duke of Sussex
            


            
              	 Adolphus, Duke of Cambridge
            


            
              	 Mary, Duchess of Gloucester
            


            
              	 Princess Sophia
            


            
              	 Prince Octavius
            


            
              	 Prince Alfred
            


            
              	 Princess Amelia
            


            
              	Grandchildren
            


            
              	 Charlotte, Princess Leopold of Saxe-Coburg-Saalfeld
            


            
              	Princess Charlotte of Clarence
            


            
              	 Princess Elizabeth of Clarence
            


            
              	Victoria
            


            
              	 George V, King of Hanover
            


            
              	 George, Duke of Cambridge
            


            
              	 Augusta, Grand Duchess of Mecklenburg-Strelitz
            


            
              	 Mary Adelaide, Duchess of Teck
            

          


          The Prince of Wales's debts continued to climb; his father refused to aid him unless he married his cousin, Caroline of Brunswick. In 1795, the Prince of Wales acquiesced, and they were married on April 8, 1795 at the Chapel Royal, St James's Palace. The marriage, however, was disastrous; each party was unsuited to the other. The two were formally separated after the birth of their only child, Princess Charlotte, in 1796, and remained separated for the rest of their lives. The Prince of Wales remained attached to Mrs Fitzherbert for the rest of his life, despite several periods of estrangement.


          Before meeting Mrs Fitzherbert, the Prince of Wales may have fathered several illegitimate children. His mistresses included Mary Robinson, an actress who was bought off with a generous pension when she threatened to sell his letters to the newspapers; Grace Elliott, the divorced wife of a physician; and Frances Villiers, Countess of Jersey, who dominated his life for some years. In later life, his mistresses were Isabella Seymour-Conway, Marchioness of Hertford, and finally, for the last ten years of his life, the immensely fat and greedy Elizabeth Conyngham, Marchioness Conyngham.


          Meanwhile, the problem of the Prince of Wales's debts, which amounted to the extraordinary sum of 630,000 in 1795, was solved (at least temporarily) by Parliament. Being unwilling to make an outright grant to relieve these debts, it provided him an additional sum of 65,000 per annum. In 1803, a further 60,000 was added, and the Prince of Wales's debts of 1795 were finally cleared in 1806, although the debts he had incurred since 1795 remained.


          In 1804 a dispute arose over the custody of Princess Charlotte, which led to her being placed in the care of the King, George III. It also led to a Parliamentary Commission of Enquiry into Princess Caroline's conduct after the Prince of Wales accused her having an illegitimate son. The investigation cleared Caroline of the charge but still revealed her behaviour to be extraordinarily indiscreet.


          


          Regency
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          In late 1810, George III was once again overcome by his malady following the death of his youngest daughter, Princess Amelia. Parliament agreed to follow the precedent of 1788; without the King's consent, the Lord Chancellor affixed the Great Seal of the Realm to letters patent naming Lords Commissioners. The Lords Commissioners, in the name of the King, signified the granting of the Royal Assent to a bill that became the Regency Act 1811. Parliament restricted some of the powers of the Prince Regent (as the Prince of Wales became known). The constraints expired one year after the passage of the Act.


          As, on 5 January, the Prince of Wales became Prince Regent, one of the most important political conflicts facing the country concerned Catholic emancipation, the movement to relieve Roman Catholics of various political disabilities. The Tories, led by the Prime Minister, Spencer Perceval, were opposed to Catholic emancipation, while the Whigs supported it. At the beginning of the Regency, the Prince of Wales was expected to support the Whig leader, William Wyndham Grenville, 1st Baron Grenville. He did not, however, immediately put Lord Grenville and the Whigs in office. Influenced by his mother, he claimed that a sudden dismissal of the Tory government would exact too great a toll on the health of the King (a steadfast supporter of the Tories), thereby eliminating any chance of a recovery. In 1812, when it appeared highly unlikely that the King would recover, the Prince of Wales again failed to appoint a new Whig administration. Instead, he asked the Whigs to join the existing ministry under Spencer Perceval. The Whigs, however, refused to co-operate because of disagreements over Catholic emancipation. Grudgingly, the Prince of Wales allowed Perceval to continue as Prime Minister.


          When, on May 10, 1812, John Bellingham assassinated Spencer Perceval, the Prince Regent was prepared to reappoint all the members of the Perceval ministry under a new leader. The House of Commons formally declared its desire for a "strong and efficient administration.", so the Prince Regent then offered leadership of the government to Richard Wellesley, 1st Marquess Wellesley, and afterwards to Francis Rawdon-Hastings, 2nd Earl of Moira. He doomed the attempts of both to failure, however, by forcing each to construct a bipartisan ministry at a time when neither party wished to share power with the other. Possibly using the failure of the two peers as a pretext, the Prince Regent immediately reappointed the Perceval administration, with Robert Banks Jenkinson, 2nd Earl of Liverpool, as Prime Minister.


          The Tories, unlike Whigs such as Charles Grey, 2nd Earl Grey, sought to continue the vigorous prosecution of the war in Continental Europe against the powerful and aggressive Emperor of the French, Napoleon I. Russia, Prussia, Austria, the United Kingdom and several smaller countries defeated Napoleon in 1814. In the subsequent Congress of Vienna, it was decided that the Electorate of Hanover, a state that had shared a monarch with Britain since 1714, would be raised to a Kingdom. Napoleon made a return in 1815, but was defeated at the Battle of Waterloo by Arthur Wellesley, 1st Duke of Wellington, the brother of the Marquess Wellesley. Also in 1815, the British-American War of 1812 was brought to an end, with neither side victorious.


          During this period George took an active interest in matters of style and taste, and his associates such as the dandy Beau Brummell and the architect John Nash created the Regency style. In London Nash designed the Regency terraces of Regent's Park and Regent Street. George took up the new idea of the seaside spa and had the Brighton Pavilion developed as a fantastical seaside palace, adapted by Nash in the "Indian Gothic" style inspired loosely by the Taj Mahal, with extravagant "Indian" and "Chinese" interiors.


          


          Reign
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          When George III died in 1820, the Prince Regent ascended the throne as George IV, with no real change in his powers. By the time of his accession, he was obese and possibly addicted to laudanum.


          George IV's relationship with his wife Caroline had deteriorated by the time of his accession. They had lived separately since 1796, and both were having affairs. Caroline had later left the United Kingdom for Europe, but she chose to return for her husband's coronation, and to publicly assert her rights. However, George IV refused to recognize Caroline as Queen, commanding British ambassadors to ensure that monarchs in foreign courts did the same. By royal command, Caroline's name was omitted from the liturgy of the Church of England. The King sought a divorce, but his advisors suggested that any divorce proceedings might involve the publication of details relating to the King's own adulterous relationships. Therefore, he requested and ensured the introduction of the Pains and Penalties Bill 1820, under which Parliament could have imposed legal penalties without a trial in a court of law. The bill would have annulled the marriage and stripped Caroline of the title of Queen. The bill proved extremely unpopular with the public, and was withdrawn from Parliament. George IV decided, nonetheless, to exclude his wife from his coronation at Westminster Abbey, on 19 July 1821. Caroline died soon afterwards, on 7 August of the same year.
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          George's coronation was a magnificent and expensive affair, costing about 243,000. Despite the enormous cost, it was a popular event. In 1821 the King became the first monarch to pay a state visit to Ireland since Richard II of England. The following year he visited Edinburgh for "one and twenty daft days." His visit to Scotland, organised by Sir Walter Scott, was the first by a reigning British monarch since Charles I went there in 1633.


          George IV spent most of his reign in seclusion at Windsor Castle, but he continued to interfere in politics. At first, it was believed that he would support Catholic emancipation, as, in 1797, he had proposed a Catholic Emancipation Bill for Ireland, but his anti-Catholic views became clear in 1813 when he privately canvassed against the ultimately defeated Catholic Relief Bill of 1813. By 1824 he was denouncing Catholic emancipation in public. Having taken the coronation oath on his accession, George now argued that he had sworn to uphold the Protestant faith, and could not support any pro-Catholic measures. The influence of the Crown was so great, and the will of the Tories under Prime Minister Lord Liverpool so strong, that Catholic emancipation seemed hopeless. In 1827, however, Lord Liverpool retired, to be replaced by the pro-emancipation Tory George Canning. When Canning entered office, the King, who was hitherto content with privately instructing his ministers on the Catholic Question, thought it fit to make a public declaration to the effect that his sentiments on the question were those his revered father, George III.


          Canning's views on the Catholic Question were not well received by the most conservative Tories, including the Duke of Wellington. As a result, the ministry was forced to include Whigs. Canning died later in that year, leaving Frederick John Robinson, 1st Viscount Goderich to lead the tenuous Tory-Whig coalition. Lord Goderich left office in 1828, to be succeeded by the Duke of Wellington, who had by that time accepted that the denial of some measure of relief to Roman Catholics was politically untenable. With great difficulty, Wellington obtained the King's consent to the introduction of a Catholic Relief Bill on 29 January 1829. Under pressure from his fanatically anti-Catholic brother, the Duke of Cumberland, the King withdrew his approval and in protest the Cabinet resigned en masse on 4 March. The next day the King, now under intense political pressure, reluctantly agreed to the Bill and the ministry remained in power. Royal Assent was finally granted to the Catholic Relief Act on 13 April.


          George IV's heavy drinking and indulgent lifestyle took its toll on his health by the late 1820s. His taste for huge banquets and copious amounts of alcohol meant that he put on weight and eventually he became obese. This made him the target of ridicule on the rare occasions that he did appear in public. Furthermore, he suffered from gout, arteriosclerosis, cataracts and possible porphyria; he would spend whole days in bed and suffered spasms of breathlessness that would leave him half-asphyxiated. He died at about half-past three in the morning of 26 June 1830 at Windsor Castle; he called out "Good God, what is this?" clasped his page's hand and said, "my boy, this is death." He was buried in St George's Chapel, Windsor on 15 July.


          His daughter, Princess Charlotte Augusta of Wales, had died from post-partum complications in 1817, after delivering a still-born son; his eldest younger brother, Frederick, the Duke of York, had predeceased him in 1827. He was therefore succeeded by another of his brothers, Prince William, Duke of Clarence, who reigned as William IV.


          


          Legacy
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          On George's death The Times commented:


          
            	There never was an individual less regretted by his fellow-creatures than this deceased king. What eye has wept for him? What heart has heaved one throb of unmercenary sorrow? ... If he ever had a friend  a devoted friend in any rank of life  we protest that the name of him or her never reached us.

          


          During the political crisis caused by Catholic emancipation, the Duke of Wellington said that George was "the worst man he ever fell in with his whole life, the most selfish, the most false, the most ill-natured, the most entirely without one redeeming quality", but his eulogy delivered in the House of Lords called George "the most accomplished man of his age" and praised his knowledge and talent. Wellington's true views probably lie somewhere between these two extremes; as he said later, George was "a magnificent patron of the arts...the most extraordinary compound of talent, wit, buffoonery, obstinacy, and good feeling  in short a medley of the most opposite qualities, with a great preponderence of good  that I ever saw in any character in my life."


          George IV was described as the "First Gentleman of England" on account of his style and manners. Certainly, he possessed many good qualities; he was bright, clever and knowledgeable, but his laziness and gluttony led him to squander much of his talent. As The Times once wrote, he would always prefer "a girl and a bottle to politics and a sermon."


          There are many statues of George IV, a large number of which were erected during his reign. Some in the United Kingdom include a bronze statue of him on horseback by Sir Francis Chantry in Trafalgar Square, another of him on horseback at the end of the Long Walk in Windsor Great Park and another outside the Royal Pavilion in Brighton.


          In Edinburgh, George IV Bridge is a main street linking the Old Town High Street to the south over the ravine of the Cowgate, designed by the architect Thomas Hamilton in 1829 and completed in 1835. King's Cross, now a major transport hub sitting on the border of Camden and Islington in north London, takes its name from a short-lived monument erected to George IV in the early 1830s. From Roman times the area had been known as 'Battle Bridge'.


          The Regency period saw a shift in fashion that was largely determined by George. After political opponents put a tax on wig powder, he abandoned wearing a powdered wig in favour of natural hair. He wore darker colours than had been previously fashionable as they helped to disguise his size, favoured pantaloons and trousers over knee breeches because they were looser, and popularised a high collar with neck cloth because it hid his double chin. His visit to Scotland in 1822 led to the revival, if not the creation, of Scottish tartan dress as it is known today.


          


          George IV in popular culture


          In the third installment of the BBC comedy series Blackadder, George IV (as Prince Regent) was played as an unsympathetic buffoon by the English actor Hugh Laurie. Much of the humour of the characterization was derived from the real Prince of Wales's spendthrift ways. An offhand remark by Blackadder for the Prince to "take out those plans for the beach house at Brighton," for instance, was a reference to the actual Oriental Pavillion at Brighton. At the conclusion of the series, Blackadder has taken advantage of mistaken identity to assume the identity of the Prince of Wales.


          George IV (as Prince of Wales) was played by Rupert Everett in the 1994 film The Madness of King George, and by Peter Ustinov in the 1954 film Beau Brummell. The Prince Regent is also portrayed as the leader of the elite party set in the movie Princess Caraboo, which starred Phoebe Cates and was set in 1817.


          He appears as a character in Bernard Cornwell's novel Sharpe's Regiment, which is set during the Regency period. He is portrayed as fat, extravagant and possibly suffering from the same insanity which had afflicted his father. He is an enthusiastic fan of Richard Sharpe's military exploits, and claims to have been present at the Battle of Talavera and to have helped Sharpe capture a French standard. In the novel's historical note, Cornwell said he based the remark on an historical incident when George, during a dinner party at which Wellington was present, claimed to have led a charge at Waterloo. In the television version of the novel, he is played by Julian Fellowes.


          


          Other information


          
            
              	Monarchical Styles of

              King George IV of the United Kingdom
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              	Reference style

              	His Majesty
            


            
              	Spoken style

              	Your Majesty
            


            
              	Alternative style

              	Sir
            

          


          


          Titles


          
            	12 19 August 1762: His Royal Highness The Duke of Cornwall


            	
              19 August 1762 29 January 1820: His Royal Highness The Prince of Wales

              
                	5 January 1811 29 January 1820: His Royal Highness The Prince Regent

              

            


            	29 January 1820 26 June 1830: His Majesty The King

          


          (Under the Act of Parliament that instituted the Regency, the Prince's formal title as Regent was Regent of the United Kingdom of Great Britain and Ireland, and thus, during the Regency period his formal style was His Royal Highness The Prince of Wales, Regent of the United Kingdom of Great Britain and Ireland. The simplified style His Royal Highness The Prince Regent, used more commonly even in official documents, was a shortened version of that formal style.)


          


          Styles


          George IV's official style as King of the United Kingdom was "George the Fourth, by the Grace of God, of the United Kingdom of Great Britain and Ireland King, Defender of the Faith." He was also King of Hanover.


          


          Honours


          British Honours


          
            	KG: Knight of the Garter, 26 December 176529 January 1820


            	PC: Privy Counsellor, 29 August 178329 January 1820


            	KT: Knight of the Thistle, assumed informally 5 November 181129 January 1820


            	KP: Knight of St Patrick, assumed informally 5 November 181129 January 1820


            	GCB: Knight Grand Cross of the Bath, assumed informally 2 January 181529 January 1820


            	GCH: Knight Grand Cross of the Royal Guelphic Order, assumed informally 12 August 181529 January 1820


            	GCMG: Knight Grand Cross of St Michael and St George, assumed informally 27 April 181829 January 1820

          


          Sovereign of..., 29 January 182026 June 1830


          
            	The Most Noble Order of the Garter


            	The Most Ancient and Most Noble Order of the Thistle


            	The Most Illustrious Order of Saint Patrick


            	The Most Honourable Order of the Bath


            	The Royal Guelphic Order


            	The Most Distinguished Order of Saint Michael and Saint George

          


          Foreign Honours


          
            	[image: Flag of Spain] Knight Grand Cross (with Collar) of Carlos III, 27 November 1818

          


          


          Honorary military appointments


          
            	4 March 1766-: Captain-General & Colonel, of Honourable Artillery Company


            	18 July 179629 January 1820: Colonel, of the 10th Royal Regiment of (Light) Dragoons (Hussars) , The Prince of Wales's Own


            	25 July 1815-: Colonel-in-Chief, of the Life Guards (1st and 2nd)


            	Field Marshal, assumed 1815

          


          


          Arms


          His arms, when King, were: Quarterly, I and IV Gules three lions passant guardant in pale Or (for England); II Or a lion rampant within a tressure flory-counter-flory Gules (for Scotland); III Azure a harp Or stringed Argent (for Ireland); overall an escutcheon tierced per pale and per chevron (for Hanover), I Gules two lions passant guardant Or (for Brunswick), II Or a semy of hearts Gules a lion rampant Azure (for Lneburg), III Gules a horse courant Argent (for Westfalen), the whole inescutcheon surmounted by a crown.


          


          Ancestors


          
            
              George IV's ancestors in three generations
            

            
              	George IV of United Kingdom

              	Father:

              George III of the United Kingdom

              	Paternal grandfather:

              Frederick, Prince of Wales

              	Paternal great-grandfather:

              George II of Great Britain
            


            
              	Paternal great-grandmother:

              Caroline of Ansbach
            


            
              	Paternal grandmother:

              Princess Augusta of Saxe-Gotha

              	Paternal great-grandfather:

              Frederick II, Duke of Saxe-Gotha-Altenburg
            


            
              	Paternal great-grandmother:

              Magdalena Augusta of Anhalt-Zerbst
            


            
              	Mother:

              Charlotte of Mecklenburg-Strelitz

              	Maternal grandfather:

              Duke Charles Louis Frederick of Mecklenburg-Strelitz, Prince of Mirow

              	Maternal great-grandfather:

              Adolf Frederick II, Duke of Mecklenburg-Strelitz
            


            
              	Maternal great-grandmother:

              Christiane Emilie von Schwarzburg-Sondershausen
            


            
              	Maternal grandmother:

              Princess Elizabeth Albertine of Saxe-Hildburghausen

              	Maternal great-grandfather:

              Ernst Frederick I, Duke of Saxe-Hildburghausen
            


            
              	Maternal great-grandmother:

              Sophia Albertine of Erbach-Erbach
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        George Porter


        
          

          George Porter, Baron Porter of Luddenham, OM, FRS ( December 6, 1920  August 31, 2002) was a British chemist.


          Porter was born in Stainforth, near Thorne, Yorkshire. He won a scholarship to the University of Leeds and gained his first degree in chemistry. He then served in the Royal Navy Volunteer Reserve during the Second World War.


          Porter then went on to do research at Cambridge under Norrish where he began the work that ultimately led to them becoming Nobel Laureates.


          His original research in developing the technique of flash photolysis to obtain information on short-lived molecular species provided the first evidence of free radicals. His later research utilised the technique to study the minutiae of the light reactions of photosynthesis, with particular regard to possible applications to a hydrogen economy, of which he was a strong advocate.


          He was awarded the Nobel Prize in Chemistry in 1967 along with Manfred Eigen and Ronald George Wreyford Norrish. Porter was president of the Royal Society 19851990, having been elected a Fellow in 1960 and also winning the Davy Medal in 1971, the Rumford Medal in 1978 and the Copley Medal in 1992. He was knighted in 1972 and was made a life peer as Baron Porter of Luddenham, of Luddenham in the County of Kent, in 1990.


          Porter was a major contributor to the public understanding of science. He became president of the British Association in 1985 and was the founding Chair of the Committee on the Public Understanding of Science (COPUS). He gave the Romanes Lecture, entitled "Science and the human purpose", at the University of Oxford in 1978; and in 1988 he gave the Dimbleby Lecture, "Knowledge itself is power". From 1990 to 1993 he gave the Gresham lectures in astronomy.


          Porter served as Chancellor of the University of Leicester between 1984 and 1995. In 2001, the University's chemistry building was named the George Porter Building in his honour.
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              	George Stephenson
            


            
              	
                [image: ]


                
                  Mechanical Engineer and Inventor
                

              
            


            
              	Born

              	June 9, 1781 (1781-06-09)

              Wylam, Northumberland, England
            


            
              	Died

              	August 12, 1848

              Tapton House, Chesterfield, Derbyshire, England
            

          


          
            [image: George Stephenson]

            
              George Stephenson
            

          


          George Stephenson ( 9 June 1781  12 August 1848) was an English mechanical engineer who built the first public railway line in the world to use steam locomotives and is known as the "Father of Railways". The Victorians considered him a great example of diligent application and thirst for improvement, with self-help advocate Samuel Smiles particularly praising his achievements. His rail gauge of 4 ft 8 in (1435 mm), sometimes called "Stephenson gauge", is the world's standard gauge.


          


          Early life


          George Stephenson was born in Wylam, Northumberland, 9.3miles (15.0km) west of Newcastle upon Tyne. He was the second child of Robert and Mabel, neither of whom could read or write. Robert was the fireman for Wylam Colliery pumping engine, earning a low wage, so that there was no money for schooling. At 17, Stephenson became an engineman at a local colliery. George realised the value of education and paid to study at night school to learn reading, writing and arithmetic. In 1801 he began work at Black Callerton colliery as a brakesman, controlling the winding gear of the pit. In 1802 he married Frances (Fanny) Henderson and moved to Willington Quay, east of Newcastle. There he worked as a brakesman while they lived in one room of a cottage. George made shoes and mended clocks to supplement his income. In 1803 their son Robert was born, and in 1804 they moved to West Moor, near Killingworth while George worked as a brakesman at Killingworth pit. His wife gave birth to a daughter, who died after a few weeks, and in 1806 Fanny died of consumption. George, then decided to find work in Scotland, and he left Robert with a local woman while he went to work in Montrose. After a few months he returned, probably because his father was blinded in a mining accident. George moved back into his cottage at West Moor and his unmarried sister Eleanor moved in to look after Robert. In 1811 the pumping engine at High Pit, Killingworth was not working properly and Stephenson offered to fix it. He did so with such success that he was soon promoted to enginewright for the neighbouring collieries at Killingworth, responsible to maintaining and repairing all of the colliery engines. He soon became an expert in steam-driven machinery.
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          The miners' safety lamp


          In 1818, aware of the explosions often caused in mines by naked flames, Stephenson began to experiment with a safety lamp that would burn without causing an explosion. At the same time, Sir Humphry Davy, the eminent scientist was looking at the problem himself. Despite his lack of any scientific knowledge, Stephenson, by trial and error, devised a lamp in which the air entered via tiny holes. Stephenson demonstrated the lamp himself to two witnesses by taking it down Killingworth colliery and holding it directly in front of a fissure from which fire damp was issuing. This was a month before Davy presented his design to the Royal Society. The two designs differed in that, the Davys lamp was surrounded by a screen of gauze, whereas Stephensons lamp was contained in a glass cylinder. For his invention Davy was awarded 2,000, whilst Stephenson was accused of stealing the idea from Davy. A local committee of enquiry exonerated Stephenson, proved that he had been working separately and awarded him 1,000 but Davy and his supporters refused to accept this. They could not see how an uneducated man such as Stephenson could come up with the solution that he had. In 1833 a House of Commons committee found that Stephenson had equal claim to having invented the safety lamp. Davy went to his grave believing that Stephenson had stolen his idea. The Stephenson lamp was used exclusively in the North East, whereas the Davy lamp was used everywhere else. The experience with Davy gave Stephenson a life-long distrust of London-based, theoretical, scientific experts.


          


          Early locomotives


          Richard Trevithick is credited with building the first locomotive in 1804. Later, he visited Tyneside and built an engine there for a mine-owner. Several local men were inspired by this, and designed engines of their own.


          Stephenson designed his first locomotive in 1814, a travelling engine designed for hauling coal on the Killingworth wagonway, and named Blcher after the Prussian general Gebhard Leberecht von Blcher. This locomotive could haul 30 tons of coal up a hill at 4mph (6.4km/h), and was the first successful flanged-wheel adhesion locomotive: its traction depended only on the contact between its flanged wheels and the rail. Altogether, Stephenson produced 16 locomotives at Killingworth.


          A problem with the new engines was that they could not be run on wooden rails, for which they were too heavy. Iron rails, however, were in their infancy, with cast iron exhibiting excessive brittleness. Nevertheless, together with William Losh, Stephenson was able to improve the design of cast iron rails such that they did not break so easily.


          As his success grew, Stephenson was hired to build an 8-mile (13-km) railway from Hetton colliery to Sunderland in 1820. The finished result used a combination of gravity on downward inclines and locomotives for level and upward stretches. It was the first railway to use no animal power at all.


          


          Stockton and Darlington Railway


          In 1821, a parliamentary bill was passed to allow the building of the Stockton and Darlington Railway (S&DR). The 25-mile (40km) railway was intended to connect various collieries situated near Bishop Auckland to the River Tees at Stockton, passing through Darlington on the way. The original plan was to use horses to draw coal carts on metal rails, but after company director Edward Pease met Stephenson he agreed to change the plans. Stephenson surveyed the line in 1821, assisted by his eighteen-year-old son Robert. That same year construction of the line began.


          A manufacturer was now needed to provide the locomotives for the new line. As it turned out, Pease and Stephenson jointly established a company in Newcastle to manufacture locomotives. The company was set up as Robert Stephenson and Company, and Georges son Robert was the managing director. A fourth partner was Michael Longridge of Bedlington Ironworks. In September 1825 the works at Forth Street, Newcastle completed the first locomotive for the new railway: originally named Active, it was soon renamed Locomotion. It was followed by Hope, Diligence and Black Diamond. The Stockton and Darlington Railway opened on 27 September 1825. Driven by Stephenson, Locomotion hauled an 80-ton load of coal and flour nine miles (15 km) in two hours, reaching a speed of 24 miles per hour (39 km/h) on one stretch. The first purpose-built passenger car, dubbed Experiment, was attached, and carried dignitaries on the opening journey. It was the first time passenger traffic had been run on a steam locomotive railway.


          The rails used for the new line were wrought-iron ones, produced at the Bedlington Ironworks. Wrought-iron rails could be produced in much longer lengths than the cast-iron ones and were much less liable to crack under the weight of heavy locomotives. William Losh of Walker Ironworks had thought that he had an agreement with Stephenson to use his cast-iron rails, and Stephenson's decision caused a permanent rift between the two men. The gauge that Stephenson chose for the line was 4 ft 8 in (1435 mm), and this subsequently came to be adopted as the standard gauge for railways, not only in Britain, but also throughout the world.


          


          Liverpool and Manchester Railway


          While building the Stockton and Darlington Railway, Stephenson had noticed that even small inclines greatly reduced the speed of locomotives (and even slight declines would have made the primitive brakes next to useless). He came to the conclusion that railways should be kept as level as possible. He used this knowledge while working on the Bolton and Leigh Railway, and the Liverpool and Manchester Railway (L&MR), executing a series of difficult cuts, embankments and stone viaducts to smooth the route the railways took. Defective surveying of the original route of the L&MR caused by the hostility of some of the affected landowners meant that Stephenson was given a very bad time during Parliamentary scrutiny of the original bill, especially under cross-examination by Edward Hall Alderson. The Bill was rejected. A revised bill with a new alignment was submitted and passed in a subsequent session. The revised alignment presented a considerable problem: the crossing of Chat Moss, an apparently bottomless peat bog, which Stephenson eventually overcame by unusual means, effectively floating the line across it.


          As the L&MR approached completion in 1829, its directors arranged for a competition to decide who would build its locomotives, and the Rainhill Trials were run in October of that year. Entries could weigh no more than six tons and had to travel up and down the track for a total distance of 60miles (97km). Stephenson's entry was Rocket, and its impressive performance in winning the contest made it arguably the most famous locomotive in the world. Georges son Robert had been working in South America from 1824 to 1827 and had returned to run the Forth Street Works while George was living in Liverpool and overseeing the construction of the new line. Robert was very much responsible for the detailed design of Rocket, although he was in constant postal communication with George, who made many suggestions on the design. One significant innovation was the use of a fire-tube boiler, a steam-engine boiler invented by the French engineer Marc Seguin that gave improved heat exchange. This was suggested by Henry Booth, the treasurer of the L&MR.


          The opening ceremony of the L&MR, on 15 September 1830, was a considerable event, drawing luminaries from the government and industry, including the Prime Minister, the Duke of Wellington. The day started with a procession of eight trains setting out from Liverpool. The parade was led by Northumbrian driven by George Stephenson, and included Phoenix driven by his son Robert, North Star driven by his brother Robert and Rocket driven by assistant engineer Joseph Locke. The day was marred by the death of William Huskisson, the Member of Parliament for Liverpool, who was struck and killed by Rocket, but the railway was a resounding success. Stephenson became a very famous man, and was offered the position of chief engineer for a wide variety of other railways.


          


          Later career


          The next ten years were the busiest of Stephensons life, as he was besieged with requests from railway promoters. However, he did not have things all his own way. Other talented men were starting to make their marks, such as his own son Robert, his pupil Joseph Locke and finally Isambard Kingdom Brunel. His conservative views on the capabilities of locomotives meant that he tended to favour circuitous routes and civil engineering that were more costly than his successors thought necessary. For example, rather than the West Coast Main Line taking the direct route favoured by Joseph Locke over Shap between Lancaster and Carlisle, Stephenson was in favour of a longer sea-level route via Ulverston and Whitehaven. Locke's route was the one built. Stephenson also tended to be more casual in estimating costs and paperwork in general. He worked with Joseph Locke on the Grand Junction Railway with one half of the line allocated to each man. Stephensons estimates proved to be inferior to those of Locke and the boards impatience led to Stephensons resignation. This caused a rift between Stephenson and Locke, which was never healed.


          Despite the fact that Stephenson lost some routes to competitors due to his cautious ideas, he was still offered more work than he could cope with. He was unable to turn down any offer for more work. He worked on the North Midlands line from Derby to Leeds, the North Midlands line from Normanton to York, the Manchester and Leeds, the Birmingham and Derby, the Sheffield and Rotherham among many others.


          Stephenson therefore tended to become a reassuring name, rather than a cutting-edge technical adviser. He was the first president of the Institution of Mechanical Engineers on its formation in 1847. He had by this time settled into semi-retirement, supervising his mining interests in Derbyshire - tunnelling work for the North Midland Railway had revealed unworked coal seams, and Stephenson put much of his money into their exploitation.


          


          Private life


          Stephensons first wife, Fanny died in 1806, and his only son, Robert was brought up by George and his unmarried sister Eleanor. In 1820, George married Elizabeth Hindmarsh, a farmers daughter whom George had wanted to marry when he was young, but was not considered good enough for her. George and Elizabeth (Betty) had no children, and she died in 1845. In 1848 George married for the third time, to Ellen Gregory who had been his housekeeper. Six months after his wedding, George contracted pleurisy and died, aged 67, on 12 August 1848 at Tapton House in Chesterfield, Derbyshire. He was buried at Holy Trinity Church, Chesterfield, alongside his second wife.


          


          Descendants


          George Stephenson had two children: Robert and Fanny. Robert was born in 1803 and married Frances Sanderson in 1829. Robert died in 1859 having no children. Fanny was born in 1805 but died within weeks of her birth.


          


          Legacy


          Britain led the world in the development of railways and this in turn acted as a stimulus to the industrial revolution, by making easier the transport of raw materials and manufactured goods. George Stephenson cannot claim to have invented the locomotive. Richard Trevithick, deserves that credit. However, George Stephenson, with his work on the Stockton and Darlington Railway and the Liverpool and Manchester Railway, paved the way for the railway engineers who were to follow, such as his son Robert, his assistant Joseph Locke who went on to carry out much work on his own account and the charismatic Isambard Kingdom Brunel. All of these men, whatever feats they achieved, were following in his footsteps. Stephenson was also very farsighted in realising that the individual railway lines being built, would eventually join up, and would therefore need to have the same gauge. The standard gauge used throughout the world is due to him.


          


          Stephenson memorabilia


          The museum in Chesterfield, Derbyshire has a room full of Stephenson memorabilia, including the straight thick glass tubes in which he (inventive to the last) grew his cucumbers to stop them curving. George Stephenson College, founded in 2001 on the University of Durham's Queen's Campus in Stockton-on-Tees, is named after him. Also named after him and his son is George Stephenson High School in Killingworth, the Stephenson Railway Museum in North Shields and the Stephenson Locomotive Society.


          As a tribute to his life and works, a bronze statue of Stephenson was unveiled at Chesterfield railway station (which is overlooked by Tapton House, where Stephenson spent the last ten years of his life) on 28 October 2005, marking the completion of improvements to the station. At the event a full-size working replica of Rocket was on show, which then spent two days on public display at the Chesterfield Market Festival.


          Stephenson's portrait appeared on Bank of England 5 notes between 1990 and 2003.


          


          Biographical works
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              	George Thomas Coker
            


            
              	Born July 14, 1943 (1943-07-14)
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              May 1966
            


            
              	Placeof birth

              	Amarillo, Texas
            


            
              	Allegiance

              	United States of America
            


            
              	Service/branch

              	United States Navy
            


            
              	Yearsof service

              	19631986
            


            
              	Rank

              	Commander
            


            
              	Unit

              	Attack Squadron 65, USS Constellation
            


            
              	Battles/wars

              	Vietnam War
            


            
              	Awards

              	Navy Cross

              Silver Star

              Legion of Merit

              Distinguished Flying Cross

              Bronze Star (2)

              Purple Heart (2)

              POW Medal
            


            
              	Otherwork

              	Distinguished Eagle Scout
            

          


          George Thomas Coker (born July 14, 1943) is a retired US Navy commander, honored with the Navy Cross for his leadership as a prisoner of war (POW) during the Vietnam War, and a Distinguished Eagle Scout noted for his devotion to Scouting.


          In 1966, the A-6 Intruder on which Coker was serving as bombardiernavigator was shot down over North Vietnam. He was held as a prisoner of war in the " Hanoi Hilton" and other camps for 6.5years (19661973). After his release, he continued to serve in the Navy until his retirement in 1986. He also returned to active participation in Scouting.


          


          Personal information


          George Coker was born in Amarillo, Texas in 1943. In 1951, his family moved to Linden, New Jersey, where he became a New Jersey high school state wrestling champion in the 142lb weight class and played high school varsity football. Coker attended Rutgers University from 19611963, where he also wrestled. While at Rutgers, he participated in an aviation officer cadet program and was commissioned an Ensign in the United States Navy. After his release from Vietnam, he returned to college to complete his degree. He graduated from the University of San Diego in 1976 with a BS in political science and then studied education and mathematics at Old Dominion University from 19821986. Coker is married and has two daughters and a son.



          


          Scouting life
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              George Thomas Coker after receiving his DESA award; August 9, 2005.
            

          


          Coker grew up in Linden, New Jersey and became an Eagle Scout in Troop 32 of Saint Elizabeth's Catholic Church in Linden on January 27, 1959. His passion for Scouting is one of the things that got him through his 6.5years as a POW in North Vietnam, and he states that it is what got him through his darkest days in the POW camps  to the point that at times all he could remember was the Scout Oath, but not even the names of his family members.


          Both of Coker's older brothers were involved in Scouting and Coker first became involved when he joined Cub Scouts in late 1951. He completed the Cubbing program and joined Troop 32. Troop 32 had about a dozen members at that time but had over 60 members when Coker made Eagle Scout in 1959. During this time the troop formed an Explorer Post and Sea Scout unit. After making Eagle Scout, Coker joined the Sea Scout unit and worked at summer camp before the joined the Navy in October 1963. When Coker returned to Linden after being released from captivity, the Scouts were his biggest supporter. Troop 32 now had over 100 members. Local citizens turned out by the hundreds to greet him. Coker visited many of the local Scouting units. Coker was then inactive in Scouting during a busy Naval career, but got involved again when his son joined Cub Scouts as a Tiger Cub after the family had settled in Virginia Beach, Virginia. He became the den leader of 7 boys, all of whom earned their Arrow of Light, the highest recognition in Cub Scouting. They moved on to Troop 62, Virginia Beach, in May 1994; with five of them later becoming Eagle Scouts, including his son.


          Troop 62's adults asked Coker to become Scoutmaster, a position in which he served for several years. Coker is also a Vigil Honour member of the Order of the Arrow (OA). Coker served as the lodge adviser for Tidewater Council's OA lodge, Blue Heron Lodge, from December 2005 until December 2007. He was honored by the Boy Scouts of America with their Distinguished Eagle Scout Award on August 09, 2005.



          


          Military service
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          Coker served as a naval aviation officer for 23years in the United States Navy from 19631986. He was serving as a BombardierNavigator of an A-6A Intruder from squadron VA-65 operating from the USS Constellation (CV-64), when he and his pilot, John H. "Jack" Fellowes, were shot down over North Vietnam on August 27, 1966 and immediately captured. During his captivity, Coker was notable for the ferocity with which he resisted his incarceration. On March 4, 1973, both Coker and Fellowes were released as part of Operation Homecoming.


          Coker was considered one of "the baddest of the baddest" of the POWs, a reference to his stubborn resistance to his captivity. Coker and Air Force Captain George McKnight (another of the "baddest") were cellmates for a while and were the only POWs to ever escape from the Hao Lo Prison (" Hanoi Hilton"). They swam down the Red River, hid in the mud, and were recaptured 12 1/2 hours later. Coker received the Navy Cross for his action; the citation reads in part:


          
            	...for extraordinary heroism during an extremely daring escape from a solitary confinement cell while a Prisoner of War in Hanoi, North Vietnam on 12 October 1967. During a period of particularly harsh treatment, Lieutenant Commander Coker and another prisoner executed an escape as a two-man team despite the high risk of brutal reprisal or possible loss of life. That night, after opening the cell door by removing door bolt brackets from inside the room, he proceeded over the wall and through several blocks of housing to the Domer Bridge. Walking under the bridge to the Red River's edge, he swam downstream all night and at sunrise buried himself in a mudbank in an effort to remain concealed. He was later discovered, recaptured, severely beaten for many hours, and banished to solitary confinement for two and a half years.

          


          Vietnam-era POWs were released in order of capture. Fellowes and Coker were in the second large release group and were about #123 and #124. Of their 2,382days in captivity (6.5years), 2.5years were in solitary confinement and 2.5years in the "Hanoi Hilton". They also spent time in several other POW camps around Hanoi.


          A fellow POW, CDR Paul Galanti, said "George is one of my heroes...but the real reason we're home is the bad guys wanted to get Coker out of the country. So, you see, George Coker is the real reason we were released." In a scene from the 2005 movie Faith of My Fathers, a biography of future Senator John McCain, McCain's character attempts to memorize the names of fellow POWs. Coker is one of the names he recites in the movie and book. Coker was also shown making patriotic speeches and controversial statements about the Vietnamese in the Academy Award-winning documentary Hearts and Minds.


          


          Military decorations
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              Navy Cross
            

          


          
            	Navy Cross


            	Silver Star


            	Legion of Merit + Combat V


            	Distinguished Flying Cross


            	Bronze Star, two, + Combat V


            	Purple Heart, two


            	Meritorious Service Medal


            	Air Medal, five


            	Navy Commendation, three, + Combat V


            	Combat Action Ribbon


            	Navy Unit Commendation


            	POW Medal


            	National Defense Service Medal


            	Vietnam Service Medal

          


          


          In retirement


          In addition to continued Scouting activities, Coker has been involved in supporting ex-POWs for many years. In December 2004, he was elected Commander of his local POW chapter, the Tidewater ex-POW Association. Coker and his wife are also active in church and civic activities, such as counseling young married couples.
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Location in Guyana
              
            


            
              	Coordinates:
            


            
              	Country

              	[image: ] Guyana
            


            
              	Admin.division

              	Demerara-Mahaica
            


            
              	Population (2002)
            


            
              	-Total

              	213,705
            

          


          Georgetown, estimated population 213,705 (2002 Guyana census), is the capital and largest city of Guyana, located in the Demerara-Mahaica region. It is situated on the Atlantic Ocean coast at the mouth of the Demerara River and it was nicknamed 'Garden City of the Caribbean.' Georgetown is located at . The city serves primarily as a retail and administrative centre. It also serves as a financial services centre.


          


          History


          The city of Georgetown began as a small town in the 18th century. Originally, the capital of the Demerara-Essequibo colony was located on Borselen Island in the Demerara River under the administration of the Dutch. When the colony was captured by the British in 1781, Lieutenant-Colonel Robert Kingston chose the mouth of the Demerara River for the establishment of a town which was situated between Plantations Werk-en-rust and Vlissengen.


          It was the French who developed this town and made it their capital city when they captured the colony in 1782. The French called the capital La Nouvelle Ville. They established stringent regulations for private building in an attempt to guard against the dangers of flood and fire. Buildings were to have brick foundations, kitchens were to be tiled and set apart, and no thatch was to be used. Brickdam, the first paved road, was built by the French, and was known then as Middle Dam.


          When the town was restored to the Dutch in 1784, it was renamed Stabroek after Nicolaas Geelvinck (1732  1787), Lord of Stabroek, and President of the Dutch West India Company. Eventually the town expanded and covered the estates of Vlissengen, La Bourgade and Eve Leary to the North, and Werk-en-rust and La Repentir to the South.


          It was renamed Georgetown on 29 April 1812 in honour of King George III. On 5 May 1812 an ordinance was passed to the effect that the town formerly called Stabroek, with districts extending from La Penitence to the bridges in Kingston and entering upon the road to the military camps, shall be called Georgetown.


          The ordinance provided that the various districts of Georgetown shall be known by their own names. The supervision of Georgetown was to be done by a committee chosen by the Governor and Court of Policy. Estimates of expenditure were to be prepared.


          By 1806 the owner of Vlissingen asked to be exempted from the responsibility of maintaining the road which is now called Camp Street, but the Court refused the request. In 1810 the maintenance of the roads in the area called Georgetown cost 11,000 guilders per annum.


          The governing body of Georgetown was once a Board of Police. The Board of Police was chosen by the governor and the Court of Policy. It came into existence as the result of disputes among various organisations which controlled the districts.


          The Board met monthly but what was discussed is not on the records between 1825 and 1837. Newspapers in the colony were prohibited by law from reporting public matters.


          The post of Commissary of Police was not regarded as important. People elected to the Board invariably declined to attend meetings and never gave reasons for their refusal.


          It was, therefore, decided that individuals elected to the Board were bound to serve for two years, or suffer a penalty of 1,000 guilders.


          The Board of Police was abolished when an ordinance was passed to establish a Mayor and Town Council.
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          Georgetown gained official city status on 24 August 1842 during the reign of Queen Victoria.


          The names of Georgetown's wards and streets reflect the influence of the Dutch, French and English who administered the town at different periods of history.


          Cummingsburg was originally named Plantation La Bourgade by its first owner, Jacques Salignac. It was laid out in streets and building lots by its second proprietor, Thomas Cuming, a Scotsman, after whom it is named. He made a presentation of the Militia Parade Ground and Promenade Gardens to the town as a gift. It is noteworthy that Carmichael Street was named after General Hugh Lyle Carmichael who served as Governor from 1812 to 1813. He died in March 1813 and was buried in the Officers' Cemetery, Eve Leary.


          Water Street was so called because it ran along the riverside and formed the original river dam. High Street formed the leading road from the East Bank to the East Coast of Demerara. The part of High Street that ran through Cummingsburg was called Main Street. Camp Street received its name because it was the road which led to the camp or garrison at the northern end of the city. Kingston got its name from King George of England. It was part of Plantation Eve Leary which was named after the wife or daughter of its owner, Cornelis Leary. Some of the streets of Kingston have military names because the garrison used to be located there, e.g. Parade Street, Barrack Street and Fort Street.


          Lacytown was another leasehold portion of Plantation Vlissengen. L.M. Hill claims that it was named after General Sir De Lacy Evans, a Crimean war hero. However, James Rodway claims that it was named after George Lacy who bought part of the plantation from R.B. Daly, representative of Vlissengen. The owner of Vlissengen was Joseph Bourda, Member of the Court of Policy. After his son and heir disappeared at sea, the government claimed the property under the authority of the Vlissengen Ordinance of 1876. A new district of Bourda was laid out and Lacytown was improved by the Board of Vlissengen Commissioners.


          Bourda Street and the ward of Bourda were named after Joseph Bourda, Member of the Court of Policy and former owner of Pln. Vlissengen. It was laid out by the Commissioner of Vlissengen in 1879. The Bourda Cemetery holds the remains of many old citizens of Georgetown. Only those persons who owned family vaults or burial rights in the enclosed ground used it.


          Alberttown is part of what was formerly called Pln. Thomas and was laid out in 1847. It was named after Prince Albert, husband of Queen Victoria of England. Albert Street was named after him as well. Light Street is named after Sir Henry Light who served as Governor from 1840 to 1848.


          Queenstown was laid out in 1887. It was originally part of Plantation Thomas with an area of 108 acres. The land was bought from Mr Quintin Hogg in 1887 by the Town Council. The ward was named in honour of Queen Victoria who celebrated her Jubilee that year. Forshaw Street was named after George Anderson Forshaw, solicitor and Mayor of Georgetown. Peter Rose Street was named after Peter Rose, an influential Member of the Court of Policy in the 1840s. Irving Street was named after Sir Henry Irving who served as Governor from 1882 to 1887.


          Werk-en-rust developed on the old Dutch estate of Werk-en-rust which means 'Work and Rest'. The first public burial ground was laid out in this area where the St Phillips churchyard lies. This used to be known as the Chinese quarter of Georgetown. A tramway used to run through Water Street, Werk-en-rust. Bishop Street is named after Bishop Austin, the first Anglican Bishop of Guiana, 1842 to 1892. Smyth Street is named after Major-General Sir James Carmichael Smyth who served as Governor from 1833 to 1838. The Mayor and Town Council of Georgetown was incorporated in 1837 under his administration. Wortmanville was incorporated into the city in 1902. It was named after a planter called Henry Wortman.


          Charlestown was built on the front lands of Plantation Le Repentir and was named after Charles, Duke of Brunswick, who died in 1806. The proprietor of Le Repentir and La Penitence was Pierre Louis de Saffon, who came to Guiana to seek asylum after killing his brother by accident. He died in 1784 and left a legacy for the De Saffon Trust which would maintain and educate ten orphan children until the age of sixteen. These orphans inherited his estate. He was buried on his estate next to the Church of St Saviour. Saffon Street was named after him.


          In 1945 a large fire (The Great Fire) broke out in the city causing widespread damage.


          By the late 20th century the city of Georgetown had expanded to include the village of Lodge, Alexander Village, East, West, North and South Ruimveldt, Roxanne Burnham Gardens, Kitty, Campbellville, Subryanville, Bel Air, Prashad Nagar, and Lamaha Gardens. The city extended from Cummings Lodge on the East Coast of Demerara to Agricola on the East Bank of Demerara.


          Some street names were changed after Guyana gained independence. Murray Street was changed to Quamina Street in honour of the respected slave deacon whose son, Jack Gladstone, led the 1823 slave rebellion. Kelly's Dam was extended and renamed Carifesta Avenue to commemorate the Caribbean Festival of Arts which was held in Guyana in 1972. The part of Vlissengen Road extending from the Seawall to Lamaha Street was renamed J.B. Singh Drive. Part of High Street was renamed Avenue of the Republic when Guyana became a Republic.


          More recently another section of High Street was renamed the Cheddi B. Jagan Drive in honour of the late president. Part of D'Urban Street was renamed Joseph Pollydore Street after the popular trade unionist. New roads were created such as Mandela Avenue, Homestretch Avenue, and Aubrey Barker Road. Mandela Avenue was named after the indomitable freedom fighter, Nelson Mandela, the former President of South Africa. Homestretch Avenue was so named because it was built on the former horse-racing ground at D'Urban Park in front of the pavilion which now houses the Ministry of Housing.


          


          The capital city


          Georgetown is the seat of the central Government of Guyana. All Executive Departments are located in the city. Parliament Building, Guyana, Guyana's Legislative Building, is also found in Georgetown and so is the Court of Appeals, Guyana's highest judicial court.


          The Official residence of the Head of State as well as the Head of Government are both located in Guyana's only city. Georgetown is the capital city as well as the economic powerhouse of Guyana.


          


          Economy


          Georgetown is Guyana's largest city and it contains a large portion of the major businesses. It is an important city for Guyana and the Caribbean. Within the metro area there is the CARICOM headquarters, the Administrative Arm of the Caribbean Regional Integration Organisation. Georgetown also is home to a seaport. Guyana's international airport, Cheddi Jagan International Airport, an hour south of Georgetown is a destination for Caribbean Airlines (the airline formerly known as BWIA or ""bwee""), Delta Airlines, LIAT, META, and Travel Span GT.


          Closer to the city is the newly-expanded Ogle Airport, with a new terminal facility geared to handle regional international and inter-Caricom flights, connecting CARICOM states with the CARICOM Secretariat. The city has many highway projects under construction although the four-lane East Coast Highway was completed in 2005. This city accounts for a large portion of Guyana's GDP and it also is the centre of major commercial business.


          


          Construction boom


          Like most Caribbean nations, Guyana hosted matches of the ICC Cricket World Cup 2007. Georgetown experienced a boom in construction including the following "major projects":


          
            	Providence Stadium, Providence (a few miles south)


            	Buddy's Hotel and Resort, Providence


            	East Bank Highway (Four Lanes)


            	Georgetown Centre Shopping Mall (City Mall)


            	Providence Mall


            	Greater Georgetown Conference Centre


            	Repavement of all roads


            	Repairing Demerara Harbour Bridge

          


          


          Businesses


          Businesses include: Demerara sugar, timber, bauxite, gold, and diamonds are exported through Georgetown's harbour.


          List of businesses headquartered in Georgetown:


          
            	AH&L Kissoon


            	Bank of Guyana


            	British Sky Broadcasting (Sky TV)


            	Courts Guyana Ltd


            	Digicel


            	Gafoors Group of Companies


            	Giftland


            	Grace Kennedy Remitence Service


            	Guyana Net


            	Guyana Power & Light


            	Guyana Stores


            	Guyana Telephone & Telegraph Company


            	Guyana Water Inc


            	Hardware Emporium


            	John Lewis Styles


            	Laparkan Group of Companies


            	Le Grande Penthouse Hotel


            	Le Meridien Pegasus Hotel


            	Money Gram Guyana


            	N.Osman Investments


            	National Communications Network


            	National Milling Company of Guyana


            	Nizam Ali and Co.


            	Ram & McRae, Chartered Accountants


            	Royal Jewel House


            	Scotia Bank Guyana


            	Sprint 151


            	St. Joseph's Mercy Hospital


            	Western Union Guyana Ltd


            	Wieting and Richter


            	Kustom Designs

          


          


          Transportation


          Georgetown is serviced by a ferry, the Demerara Harbour Bridge and many newly constructed highways.


          The government is working to rehabilate all roads in the country to help transport people better than ever before. Guyana is preparing for the ICC Cricket World Cup, West Indies 2007. This is a major opportunity for this nation to develop a strong tourism industry as has several of it's sister CARICOM states.


          The Cheddi Jagan International Airport acts as the air transportation hub of the city, which is located on the right bank of the Demerara River, 41 kilometres south of Georgetown.


          


          Mass transport


          Most of West Coast, East Bank, East Coast and Berbice, Guyana are served by numerous buses. Also taxis serve almost everywhere along the coast, primarily (in large numbers) Georgetown.


          


          Politics


          Executive- Georgetown is politically governed by a Mayor. The Mayor's office includes several supporting agencies and divisions including the offices of the Deputy Mayor, City Clerk and City Engineer. The Mayor's office also supervises the city constables, who are city police with special duties. The current mayor of Georgetown is former cabinet minister Hamilton Green. The Mayor is officially given the honour 'His Worship'. The Mayor's office space is housed at City Hall on Avenue of the Republic.


          Legislative- The City Council is the legislative branch of the city government.


          Judiciary- The Georgetown Magistrate Court has judicial responsibility for the Georgetown Magisterial District.


          


          Performing arts


          Georgetown's theatre scene is dominantly concentrated on the stages of the National Cultural Centre.
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          Points of interest


          Georgetown is laid out in a north-south, east-west grid, interlaced with canals protected by kokers, or sluices, built by the Dutch and later the British that provide drainage to a city that lies 3 feet below high-tide level. A long sea wall helps prevent flooding. The city has an abundance of tree-lined streets and avenues and contains many wooden colonial buildings and markets.


          Most of the main buildings are centred around the western region of the town. Around the western-central area is Independence Square and Promenade Gardens, the Walter Roth Museum of Anthropology, the National Library (built by Andrew Carnegie), the Bank of Guyana, the National Museum of Guyana and State House (built 1852) where the President resides, and St. George's Anglican Cathedral. There are many churches, mosques and mandirs in Georgetown.


          The Georgetown Cenotaph, at Main and Church Streets, was built in 1923. It is the site of Remembrance Day (Remembrance Sunday) services in November each year.


          To the south of this region is where the neo- Gothic City Hall (1889) is to be found, as well as the Victoria Law Courts (1887), the Parliament Building (1829- 1834), the large Stabroek Market (1792) containing the prominent cast-iron clock tower that dominates the city sky line, the Roman Catholic Brickdam Cathedral, City Engineer House, the Magistrate's Court, St. Andrew's Kirk (1818) and Independence Arch.


          The northern area of the city near the Atlantic coast contains Fort William Frederick, a park and the Umana Yana, a conical thatched building built by Wai-Wai Amerindians using traditional techniques. It was built for the 1972 Non-Aligned Foreign Ministers Conference. The Georgetown Light House is a famous landmark.


          The City is protected from the Atlantic Ocean by the Georgetown Seawall.


          Georgetown is the seat of the University of Guyana and the Caribbean Community ( CARICOM) Secretariat which are both located at Turkeyen, on the city's outskirts.


          


          Regions of Georgetown
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          Georgetown has expanded dramatically through the years and may be divided into three Geographical regions:


          Georgetown - referring to Central Georgetown includes the Business district as well as the seat of the Federal Government.


          Greater Georgetown - contains some of the most expensive and luxurious metropolitan neighbourhoods.Bel Air Park, Bel Air Gardens, Lamaha Gardens and Bel Air Springs are well known ultimately as places for the rich and powerful. Most residents here are high ranking executives or government officials. These close gated neighbourhoods of the city are mostly concentrated in the northeastern part towards Greater Georgetown and the Atlantic. Greater Georgetown contains some notable places such as:


          
            	The University of Guyana (Headquarters)


            	The Cyril Potter College of Education


            	The Caribbean Community Secretariat (Headquarters of CARICOM)


            	The Guyana International Conference Centre


            	Ocean View International Hotel


            	Guyana Sugar Corporation (Headquarters of the country's largest corporation)


            	Ogle Airport (Guyana's local air transport facility)

          


          South Georgetown - incorporated communities of neighbourhoods along the eastern bank of the Demerara River such as Sophia, Roxanne Burnham Gardens, Albouystown, Guyhoc Park and Agricola. This is a well known and highly regarded poor area of the city. Some places like Houston Estates, Ruimvelt and Thirst Park have retained high levels of affluence.


          


          City neighbourhoods
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          Known for its historic importance, Georgetown remains the administrative centre for the central Government.


          North of Georgetown lies Main Street, where the Head of State's official residence can be found along with several other important Government buildings including the Ministry of Finance. East of Georgetown stretches towards the Avenue of the Republic where Georgetown's City Hall building is located as well as the majestic world famous St. Georges building. Also on the East side is Brickdam which is the single most concentrated area of Executive departments and agencies. The Ministries of Health, Education, Home Affairs, Housing and Water are all located on Brickdam.


          West of Stabroek Market is the Port of Georgetown, the largest and busiest shipping point in Guyana. Stabroek Market itself contains the Ministry of Labour as well as the Ministry of Human Services and Social Security. It is also the host facility for the equally famous Stabroek markets.


          
            	Regent Street - known as Georgetown's premier shopping district. It is said that if you don't find it on Regent Street, you won't find it anywhere else in Georgetown.

          


          
            	Sheriff Street - this is Guyana's main entertainment hot spot. It contains most of the city's clubs, bars and restaurants. It is said to be the only street in Georgetown that never sleeps.

          


          


          Demographics


          


          Suburbs


          Suburban Georgetown consists of Greater Georgetown and Uptown Georgetown and contains the following suburbs of the city:
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            	Republic Park


            	Nandy Park


            	Providence


            	Felicity


            	Bel Air


            	Vreed en Hoop


            	Kingston

          


          


          Travel


          Georgetown is served by the Cheddi Jagan International Airport, 41 km south of the city. International flights/connections from New York, Miami,Toronto, Bridgetown, Port of Spain and Paramaribo are routine. There is also a regular coach service between Georgetown and Boa Vista in Brazil, and once-daily connections to Paramaribo, Suriname via a ferry crossing on the Courantyne River. There are many hotels in the city, including: Blue Wave Apartments, Brandsville's Apartments, Campala Hotel, Cara Lodge, Cara Suites, Grand Coastal Hotels (two locations), Hotel Arizante, Hotel Tower, Le Grand Penthouse Hotel, Le Mridien Pegasus Hotel, Main Street Plaza, Raddison Suites Hotel,


          


          Utilities


          
            	Power is supplied by the state-owned and controlled Guyana Power and Light.


            	Water and solid waste disposal is handled by state-owned and foreign managed Guyana Water Incorporated.


            	Telephone and high-speed Internet access are supplied by U.S.-owned Guyana Telephone & Telegraph Company.


            	Satellite television services are offered by Sky Digital Networks (Guyana) Inc.


            	Wireless Internet and Communication services are provided by Java Technologies.

          


          


          Sister cities


          Georgetown has several sister cities, as designated by Sister Cities International:


          
            	[image: Flag of Trinidad and Tobago] - Port of Spain, Trinidad and Tobago

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Georgetown,_Guyana"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        George VI of the United Kingdom


        
          

          
            
              	George VI
            


            
              	King of Great Britain, Ireland and the British

              dominions beyond the Seas; Emperor of India (more...)
            


            
              	[image: Formal portrait, circa 1940–46.]
            


            
              	Formal portrait, circa 194046.
            


            
              	Reign

              	11 December 1936  6 February 1952

              Emperor of India: 193647

              King of Ireland: 193649
            


            
              	Coronation

              	12 May 1937
            


            
              	Predecessor

              	Edward VIII
            


            
              	Successor

              	Elizabeth II
            


            
              	Consort

              	Elizabeth Bowes-Lyon
            


            
              	Offspring
            


            
              	Elizabeth II

              Margaret, Countess of Snowdon
            


            
              	Full name
            


            
              	Albert Frederick Arthur George
            


            
              	
                
                  Detail
                
Titles and styles
              
            


            
              	HM The King

              HRH The Duke of York

              HRH The Prince Albert

              HRH Prince Albert of Wales

              HRH Prince Albert of Cornwall and York

              HRH Prince Albert of York

              HH Prince Albert of York
            


            
              	Royal house

              	House of Windsor
            


            
              	Royal anthem

              	God Save the King
            


            
              	Father

              	George V
            


            
              	Mother

              	Mary of Teck
            


            
              	Born

              	14 December 1895(1895-12-14)

              Sandringham House, Norfolk, England
            


            
              	Baptised

              	17 February 1896

              St. Mary Magdalene's Church, Sandringham, England
            


            
              	Died

              	6 February 1952 (aged56)

              Sandringham House, Norfolk, England
            


            
              	Burial

              	15 February 1952

              St George's Chapel, Windsor, England
            

          


          George VI (Albert Frederick Arthur George; 14 December 1895  6 February 1952) was King of the United Kingdom and the British Dominions from 11 December 1936 until his death. He was the last Emperor of India (until 1947) and the last King of Ireland (until 1949).


          As the second son of King George V, he was not expected to inherit the throne and spent his early life in the shadow of his elder brother, Edward. He served in the Royal Navy during World War I, and after the war took on the usual round of public engagements. He married Lady Elizabeth Bowes-Lyon in 1923, and they had two daughters, Elizabeth (who succeeded him as Queen Elizabeth II) and Margaret.


          At the death of his father in 1936, the future George VI's brother ascended the throne as Edward VIII. However, less than a year later Edward expressed his desire to marry the twice-divorced American socialite Wallis Simpson. For political and religious reasons, the British Prime Minister, Stanley Baldwin, advised Edward that he could not marry Mrs. Simpson and remain king. So, Edward abdicated in order to marry. By reason of this abdication, unique in the history of the British Isles (previous abdications were forced by military or political pressures), George VI ascended the throne as the third monarch of the House of Windsor.


          Within 24 hours of his accession the Irish parliament (the Oireachtas) passed the External Relations Act, which essentially removed the power of the monarch in Ireland. Further events greatly altered the position of the monarchy during his reign: three years after his accession, his realms, except Ireland, were at war with Nazi Germany. In the next two years, war with Italy and the Empire of Japan followed. A major consequence of World War II was the decline of the British Empire, with the United States and the Soviet Union rising as pre-eminent world powers. With the independence of India and Pakistan in 1947, and the foundation of the Republic of Ireland in 1949, King George's reign saw the acceleration of the break-up of the British Empire and its transition into the Commonwealth of Nations.


          


          Birth and family


          The future George VI was formally known as Prince Albert, and informally as "Bertie" to his family. He was born at York Cottage, on the Sandringham Estate in Norfolk, during the reign of his great-grandmother Queen Victoria. His father was Prince George, Duke of York (later King George V), the second and eldest-surviving son of the Prince (later Edward VII) and Princess of Wales (later Queen Alexandra). His mother was the Duchess of York (later Queen Mary), the eldest daughter of Prince Francis, Duke of Teck and Princess Mary Adelaide of Cambridge.


          Albert's birthday ( 14 December 1895) was the anniversary of the death of his great-grandfather, Prince Albert, the Prince Consort. Uncertain of how the Prince Consort's widow Queen Victoria would take the news of the birth, the Prince of Wales wrote to his son, Prince George, Duke of York, that the Queen had been "rather distressed". Two days later, he wrote again: "I really think it would gratify her if you yourself proposed the name Albert to her". This mollified the baby's great-grandmother, who wrote to the baby's mother, the Duchess of York: "I am all impatience to see the new one, born on such a sad day but rather more dear to me, especially as he will be called by that dear name which is a byword for all that is great and good". He was baptised Albert Frederick Arthur George at St Mary Magdalene's Church near Sandringham three months later. However, his maternal grandmother Princess Mary Adelaide of Cambridge did not like the first name the baby had been given, and she wrote prophetically that she hoped the last name "may supplant the less favoured one". As the second son, Albert was fourth in line for the throne at birth. The third in line to the throne, his older brother Edward, was born more than a year earlier, on 23 June 1894.


          


          Early life


          
            [image: Four kings: King Edward VII (far right), his son George, Prince of Wales (far left), and grandsons Princes Albert (foreground) and Edward (rear), c. 1908.]
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          As a great-grandson of Queen Victoria, Albert was styled His Highness Prince Albert of York from birth. In 1898, Queen Victoria issued Letters Patent that granted the children of the eldest son of the Prince of Wales the style Royal Highness, and at age two, Albert became His Royal Highness Prince Albert of York.


          He often suffered from ill health and was described as "easily frightened and somewhat prone to tears". His parents, the Duke and Duchess of York, were generally removed from their children's day-to-day upbringing, as was the norm in aristocratic families of that era. Albert developed a stammer that lasted for many years, as well as chronic stomach problems. He suffered from knock knees, and to correct this he was forced to wear splints, which were extremely painful. He was also forced to write with his right hand although he was naturally left-handed.


          Queen Victoria died on 22 January 1901, and the Prince of Wales succeeded her as King Edward VII. The Duke of York became the new Prince of Wales. Prince Edward was then second in line to the throne, and Prince Albert was third.


          


          Military career and education


          From 1909, Albert attended the Royal Naval College, Osborne as a naval cadet. He came bottom of the class in the final examination, but despite this he progressed to the Royal Naval College, Dartmouth in 1911. When Edward VII died on 6 May 1910, Albert's father became King George V. Prince Edward was created Prince of Wales on 2 June 1910, and Albert was now second in line to the throne.


          Albert was commissioned as a midshipman on 15 September 1913 and one year later began service in World War I. His fellow officers gave their royal peer the ordinary nickname "Mr. Johnson". He saw action aboard HMS Collingwood in the Battle of Jutland ( 31 May  1 June 1916), which ended as a tactical victory for Germany but a strategic victory for the United Kingdom. Albert did not see further action in the War largely because of ill health caused by a duodenal ulcer. In February 1918 Prince Albert was appointed Officer in Charge of Boys at the Royal Naval Air Service's training establishment at Cranwell. With the establishment of the Royal Air Force later that year and the transfer of Cranwell from Navy to Air Force control, Albert transferred from the Royal Navy to the Royal Air Force. He was later appointed Officer Commanding Number 4 Squadron of the Boys' Wing at Cranwell and he remained there until August 1918. During the closing weeks of the War, Albert served on the staff of the Independent Air Force at its headquarters in Nancy.


          After the war, Prince Albert studied history, economics and civics for a year at Trinity College, Cambridge, from October 1919. On 3 June 1920, Prince Albert was created Duke of York, Earl of Inverness and Baron Killarney. He then began to take on royal duties, representing his father, the King, touring coal mines, factories, and railyards, acquiring the nickname of the "Industrial Prince".


          His speech impediment, and his embarrassment over it, together with his tendency to shyness, caused him to appear much less impressive than his older brother the Prince of Wales. However, he was physically active and enjoyed playing tennis.


          


          Marriage


          
            
              	British Royalty
            


            
              	House of Windsor
            


            
              	[image: ]
            


            
              	George VI
            


            
              	Elizabeth II
            


            
              	 Margaret, Countess of Snowdon
            

          


          In a time when royals were expected to marry fellow royals, it was unusual that Albert had a great deal of freedom in choosing a prospective wife. In 1920 he met Lady Elizabeth Bowes-Lyon, the youngest daughter of Claude Bowes-Lyon, 14th Earl of Strathmore and Kinghorne and Cecilia Cavendish-Bentinck. He became determined to marry her.


          Although Lady Elizabeth was a descendant of King Robert I of Scotland and King Henry VII of England, she was, according to British law, a commoner. She rejected his proposal twice and hesitated for nearly two years, reportedly because she was reluctant to make the sacrifices necessary to become a member of the royal family. In the words of Lady Elizabeth's mother, Albert would be "made or marred" by his choice of wife, and after a protracted courtship Elizabeth agreed to marry him.


          They were married on 26 April 1923 in Westminster Abbey. The newly-formed British Broadcasting Company wished to record and broadcast the event on radio, but the Chapter vetoed the idea (although the Dean, Herbert Edward Ryle, was in favour). Lady Elizabeth was styled Her Royal Highness The Duchess of York after their marriage. Albert's marriage to a British commoner was considered a modernising gesture.


          The Duke and Duchess of York had two children, Elizabeth (called "Lilibet" by the family), born 21 April 1926, who succeeded her father as Elizabeth II, and Margaret, born 21 August 1930. The Duke and Duchess and their two daughters lived a relatively sheltered life at their London residence, 145 Piccadilly. One of the few stirs arose when the Canadian Prime Minister, R. B. Bennett, considered the Duke for Governor General of Canada in 1931a proposal that the King rejected on the advice of his ministers.


          The Duchess helped him overcome his dread (due to stammering) of public speaking. He was introduced by her to Lionel Logue, an Australian-born expert on speech. The Duke and Logue practiced breathing exercises, and the Duchess rehearsed with him patiently. As a result of the training, the Duke's opening address at Australia's Federal Parliament at Canberra in 1927 went successfully, and he was able to speak thereafter with only a slight hesitation.


          


          Reluctant king


          On 20 January 1936, King George V died and Prince Edward ascended the throne as Edward VIII. As Edward had no children, Albert was the heir presumptive to the throne until his unmarried brother had any legitimate children, or died. George V had had severe reservations about Edward, saying, "I pray God that my eldest son will never marry and that nothing will come between Bertie and Lilibet and the throne." Less than a year later, on 11 December 1936, Edward VIII abdicated the throne in order to marry his mistress, the twice-divorced Wallis Warfield Simpson. Edward had been advised by Prime Minister Stanley Baldwin that he could not remain King and marry a divorced woman with two living ex-husbands. Edward chose abdication in preference to abandoning his marriage plans. Thus Prince Albert, Duke of York, was now king, a position he was reluctant to accept. The day before the abdication, he went to London to see his mother, Queen Mary. He wrote in his diary, "When I told her what had happened, I broke down and sobbed like a child."


          Courtier and journalist Dermot Morroh alleged that there was brief speculation as to the desirability of bypassing Albert and his brother, Prince Henry, Duke of Gloucester, in favour of the younger brother Prince George, Duke of Kent. This seems to have been suggested on the grounds that Prince George was at that time the only brother with a son.


          


          Reign


          Albert assumed the style and title King George VI to emphasise continuity with his father and restore confidence in the monarchy. The beginning of George VI's reign was taken up by questions surrounding his predecessor and brother, whose titles, style and position were uncertain. He had been introduced as "His Royal Highness Prince Edward" for the Abdication broadcast, but George VI felt that by abdicating and renouncing the succession Edward had lost the right to bear Royal titles, including "Royal Highness". In settling the issue, George's first act as King was to confer upon his brother the title HRH The Duke of Windsor. But the Letters Patent creating the dukedom prevented any wife and children from bearing royal styles. George VI was also forced to buy the royal residences of Balmoral Castle and Sandringham House from Prince Edward, as these were private properties and did not pass to George VI on his accession. Three days after his accession, on his 41st birthday, he invested his wife, the new Queen, with the Order of the Garter.


          George VI's coronation took place on 12 May 1937, the previously intended date of Edward's coronation. In a break with tradition, Queen Mary attended the coronation as a show of support for her son. There was no Durbar held in Delhi for George VI, as had occurred for his father, as the cost would have been a burden to the government of India. Rising Indian nationalism made the welcome that the royal couple would have received likely to be muted at best, and a prolonged absence from Britain would have been undesirable in the tense period before World War II. Two overseas tours were undertaken, to France and North America, both of which promised greater strategic advantages in the event of war.


          The growing likelihood of war in Europe dominated the early reign of George VI. The King was constitutionally bound to support Prime Minister Neville Chamberlain's appeasement stance towards Adolf Hitler. However, when the King and Queen greeted Chamberlain on his return from negotiating the Munich Agreement in 1938, they invited him to appear on the balcony of Buckingham Palace with them. This public association of the monarchy with a politician was exceptional, as balcony appearances were traditionally restricted to the royal family.


          
            [image: George VI, as King of Canada, grants Royal Assent to laws in the Canadian Senate, 19 May 1939. His consort, Queen Elizabeth, is to the right.]

            
              George VI, as King of Canada, grants Royal Assent to laws in the Canadian Senate, 19 May 1939. His consort, Queen Elizabeth, is to the right.
            

          


          In 1939, the King and Queen undertook an extensive tour of Canada, during which they made a brief visit to the United States. From Ottawa, the royal couple were accompanied throughout the trip by the Prime Minister of Canada, and not a British minister, meaning they were present in both Canada and the US as King and Queen of Canada. George was the first reigning Monarch of Canada to visit North America, though he had been to his Canadian realm previously as Prince Albert and as Duke of York. The Canadian Prime Minister at the time, William Lyon Mackenzie King, hoped that the King's presence in Canada would allow him to demonstrate in reality the principles of the Statute of Westminster 1931, which gave full self-government to the Dominions and recognised each Dominion as having a separate crown. Thus, at his Canadian residence, Rideau Hall, George VI personally accepted and approved the Letter of Credence of the newly appointed U.S. Ambassador to Canada, Daniel Calhoun Roper. The official Royal Tour historian, Gustave Lanctot, stated: "When Their Majesties walked into their Canadian residence, the Statute of Westminster had assumed full reality: the King of Canada had come home."


          The entire trip was a measure intended to soften the strong isolationist tendencies among the North American public vis--vis the developing tensions in Europe. Although the aim of the tour was mainly political, to shore up Atlantic support for Britain in any upcoming war, the King and Queen were enthusiastically received by the Canadian public. The fear that George would be unfavourably compared to his predecessor, Edward VIII, was dispelled. They were also warmly received by the American people, visiting the 1939 New York World's Fair and staying with President Franklin D. Roosevelt at the White House and at his private estate at Hyde Park, New York.


          When war broke out in 1939, George VI and his wife resolved to stay in London and not flee to Canada, as had been suggested. The King and Queen officially stayed in Buckingham Palace throughout the war, although they usually spent nights at Windsor Castle to avoid bombing raids. George VI and Queen Elizabeth narrowly avoided death when two German bombs exploded in a courtyard at Buckingham Palace while they were there.


          
            [image: Eleanor Roosevelt (centre), King George VI and Queen Elizabeth in London, 23 October 1942.]

            
              Eleanor Roosevelt (centre), King George VI and Queen Elizabeth in London, 23 October 1942.
            

          


          In 1940 Neville Chamberlain was replaced as Prime Minister by Winston Churchill. Throughout the war, the King and Queen provided morale-boosting visits throughout the UK, visiting bomb sites and munitions factories. The Royal Family adhered to rationing restrictions in the country at the time; indeed, U.S. First Lady Eleanor Roosevelt during her stay at Buckingham Palace during the war reported expressly on the rationed food served in the Palace and the limited bathwater that was permitted.


          Author Will Swift has suggested that a strong bond of friendship was forged between the King and Queen and President and First Lady during the 1939 Royal Tour, which had major significance in the relations between the United States and the United Kingdom through the war years. However, there have never been credible suggestions that the King took any strategic role in the war; his frequent letters to the President were mostly unanswered, and it was Roosevelt's relationship with Churchill that was critical. Eleanor Roosevelt took a wry view of the utility of kings and queens and the substance of George and Elizabeth ("a little self-consciously regal," was her verdict on Elizabeth).


          In 1945, in an echo of Chamberlain's appearance, the King invited Churchill to appear with him on the balcony of Buckingham Palace for the VE Day celebrations.


          


          Empire to Commonwealth
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              Statue of George VI at Carlton House Terrace, London.
            

          


          George VI's reign saw the acceleration of the dissolution of the British Empire, which had begun with the Balfour Declaration at the Imperial Conference of 1926, when the Commonwealth came into being and the Dominions were acknowledged to have evolved into sovereign states over a period of years previousa declaration which was formalised in the Statute of Westminster 1931.


          Britain's brief League of Nations Mandate over Iraq ended in 1932 with Iraqi independence without membership in the as-yet ill-defined Commonwealth even being considered. This process gathered pace after World War II. Transjordan became independent as the Hashemite Kingdom of Jordan in 1946, Burma in January 1948, and Palestine (although divided between Israel and the Arab states) that May; all three opted out of the Commonwealth. After declaring itself a Republic, southern Ireland left the Commonwealth the following year. India became the two independent dominions of India and Pakistan. George relinquished the title of Emperor of India, and became King of India and King of Pakistan instead. He remained King of Pakistan until his death, but in 1950 George ceased to be King of India when that country became a republic within the Commonwealth of Nations, recognising George's new title as Head of the Commonwealth.


          


          Illness and death


          The stress of the war had taken its toll on the King's health, exacerbated by his heavy smoking and subsequent development of lung cancer among other ailments including arteriosclerosis. Increasingly his daughter Princess Elizabeth, the heiress presumptive, took on more royal duties as her father's health deteriorated. In September 1951, George VI underwent a pneumonectomy where his left lung was removed following the discovery of a malignant tumour.


          In January 1952, despite advice from those close to him, he went to the airport to see off Princess Elizabeth, who was going on a tour of Australia via Kenya. Before takeoff he reportedly said to Bobo Macdonald, Elizabeth's nanny in childhood who was accompanying her on the trip, "Take care of Lilibet for me", and she promised she would. It was the last time he was to see her.


          On 6 February 1952, George VI died from a coronary thrombosis in his sleep at Sandringham House in Norfolk, at the age of 56. After lying in state at Westminster Hall, his funeral took place on 15 February, and he was interred in St George's Chapel at Windsor Castle. In 2002, the remains of his wife Queen Elizabeth and the ashes of his daughter, Princess Margaret, were interred in the King George VI Memorial Chapel in St George's Chapel alongside him.


          He was succeeded by the next in line to the throne, his daughter Elizabeth, who became Queen Elizabeth II.


          


          Legacy


          There are a number of geographical features, roads, and institutions named after George VI. These include King George Hospital in London; King George VI Highway and King George Station in the Metro Vancouver district of British Columbia; George VI Sound in Antarctica; and the King George VI Chase, a horse race in the United Kingdom.


          A statue of the king is also found in the Hong Kong Zoological and Botanical Gardens.


          


          In popular culture


          George has been portrayed on screen by:


          
            	Lyndon Brook in the BBC TV drama Churchill and the Generals (1979)


            	Owen Holder in the TV drama series Lord Mountbatten: The Last Viceroy (1986)


            	James Wilby in the Carlton Television drama Bertie and Elizabeth (2002)


            	Anthony Andrews in the BBC TV series Cambridge Spies (2003)


            	Mike Rose in the TV drama Ike: Countdown to D-Day (2004)


            	Harry Enfield in the spoof Churchill: The Hollywood Years (2004)

          


          


          Titles, styles and honours
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              A plaque on Manchester Town Hall records George VI's titles before giving up the title Emperor of India.
            

          


          


          Titles and styles


          [image: Flag of the United Kingdom]United Kingdom of Great Britain and Ireland


          
            	14 December 1895  28 May 1898: His Highness Prince Albert of York


            	28 May 1898  22 January 1901: His Royal Highness Prince Albert of York


            	22 January 1901  9 November 1901: His Royal Highness Prince Albert of Cornwall and York


            	9 November 1901  6 May 1910: His Royal Highness Prince Albert of Wales


            	6 May 1910  3 June 1920: His Royal Highness The Prince Albert


            	
              3 June 1920  11 December 1936: His Royal Highness The Duke of York

              
                	in Scotland: May 1929: His Grace The Lord High Commissioner

              

            


            	11 December 1936  6 February 1952: His Majesty The King

          


          and, occasionally, outside of the United Kingdom, and with regard to India (until the King ceased to use the imperial title upon India's independence)


          
            	19361947: His Imperial Majesty The KingEmperor

          


          
            [image: ]
          


          Isle of Man:


          
            	19361952: Lord of Mann
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          [image: ] Islands of Guernsey & Jersey:


          
            	19361952: Duke of Normandy

          


          
            
              	Monarchical Styles of

              King George VI of the United Kingdom
            


            
              	[image: ]
            


            
              	Reference style

              	His Majesty
            


            
              	Spoken style

              	Your Majesty
            


            
              	Alternative style

              	Sir
            

          


          From his brother's ascension to the throne, on 20 January 1936, until his own accession, on 11 December 1936, Prince Albert held the style His Royal Highness, The Prince Albert, Duke of York, Earl of Inverness and Baron Killarney.
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              Albert's arms as Duke of York.
            

          


          His full style as king was, from 11 December 1936, George the Sixth, by the Grace of God, of Great Britain, Ireland and the British Dominions beyond the Seas King, Defender of the Faith, Emperor of India. Following 1948 the style Emperor of India was dropped, and the King was styled George the Sixth, by the Grace of God, of Great Britain, Ireland and the British Dominions beyond the Seas King, Defender of the Faith.


          


          Honours


          


          Arms


          The Duke of York bore the royal arms, differenced with a label argent of three points, the centre bearing an anchor azurea difference later awarded to his grandson, Prince Andrew, Duke of York. As king, he bore the royal arms undifferenced.


          


          Ancestors


          
            
              	
                
Ancestors of George VI of the United Kingdom
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        George V of the United Kingdom


        
          

          
            
              	George V
            


            
              	King of the United Kingdom and her dominions

              beyond the Seas; Emperor of India (more...)
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              	King George V
            


            
              	Reign

              	6 May 1910 - 20 January 1936
            


            
              	Coronation

              	22 June 1911
            


            
              	Predecessor

              	Edward VII
            


            
              	Successor

              	Edward VIII
            


            
              	Consort

              	Mary of Teck
            


            
              	Issue
            


            
              	Edward VIII

              George VI

              Mary, Princess Royal

              Henry, Duke of Gloucester

              George, Duke of Kent

              Prince John
            


            
              	Full name
            


            
              	George Frederick Ernest Albert
            


            
              	
                
                  Detail
                
Titles and styles
              
            


            
              	HM The King

              HRH The Prince of Wales

              HRH The Duke of Cornwall

              HRH The Duke of York

              HRH Prince George of Wales
            


            
              	Royal house

              	House of Windsor

              House of Saxe-Coburg-Gotha
            


            
              	Royal anthem

              	God Save the King
            


            
              	Father

              	Edward VII
            


            
              	Mother

              	Alexandra of Denmark
            


            
              	Born

              	3 June 1865

              Marlborough House, London
            


            
              	Baptised

              	7 July 1865

              Windsor Castle, Windsor
            


            
              	Died

              	Template:Euro death date and age

              Sandringham House, Norfolk
            


            
              	Burial

              	29 January 1936

              St George's Chapel, Windsor
            

          


          George V ( 3 June 1865  20 January 1936), born George Frederick Ernest Albert, was the first British monarch belonging to the House of Windsor, which he created from the British branch of the German House of Saxe-Coburg-Gotha. As well as being King of the United Kingdom, and the Commonwealth Realms, George was also the Emperor of India and the first King of the Irish Free State. George reigned from 6 May 1910 through World War I (19141918) until his death in 1936.


          From the age of 12 George served in the Royal Navy, but upon the unexpected death of his elder brother, Prince Albert Victor, Duke of Clarence, he became heir to the throne and married his brother's fiance, Mary of Teck. Although they occasionally toured the British Empire, George preferred to stay at home with his stamp collection, and lived what later biographers would consider a dull life because of its conventionality.


          When George's father, King Edward VII died in 1910, he became King-Emperor. He was the only Emperor of India to be crowned there. During World War I he relinquished all German titles and styles on behalf of his relatives who were British subjects; and changed the name of the royal house from Saxe-Coburg-Gotha to Windsor. During his reign, the Statute of Westminster separated the crown so that George ruled the dominions as separate kingdoms, and the rise of socialism, fascism and Irish republicanism changed the political spectrum.


          George was plagued by illness throughout much of his later reign; he was succeeded by his eldest son, Edward, upon his death.


          


          Early life and education


          George was born on 3 June 1865, at Marlborough House, London. His father was The Prince of Wales (later King Edward VII), the eldest son of Queen Victoria and Prince Albert of Saxe-Coburg-Gotha. His mother was the Princess of Wales (later Queen Alexandra), the eldest daughter of King Christian IX of Denmark. As a grandson of Queen Victoria in the male line, George was styled His Royal Highness Prince George of Wales at birth.


          He was baptised in the Private Chapel of Windsor Castle on 7 July 1865. As a younger son of the Prince of Wales, there was no expectation that George would become King as his elder brother, Prince Albert Victor, was second in line to the throne after their father.


          Given that George was born only fifteen months after his brother Prince Albert Victor, it was decided to educate both royal princes together. The Prince of Wales appointed John Neale Dalton as their tutor, although neither Albert Victor nor George excelled intellectually. In September 1877 both brothers joined the training ship HMS Britannia at Dartmouth. Their father thought that the navy was "the very best possible training for any boy."


          For three years from 1879 the royal brothers served as midshipmen on HMS Bacchante, accompanied by Dalton. They toured the British Empire, visiting Norfolk, Virginia, the colonies in the Caribbean, South Africa and Australia, as well as the Mediterranean, South America, the Far East and Egypt. Dalton wrote an account of their journey entitled The Cruise of HMS Bacchante. Between Melbourne and Sydney, Dalton records a sighting of the Flying Dutchman, a mythical ghost ship. When they returned to the UK, the brothers were separated with Albert Victor attending Trinity College, Cambridge and George continuing in the Royal Navy. He travelled the world and visited many areas of the British Empire, serving actively in the navy until his last command in 1891. From then on his naval rank was largely honorary.


          
            
              	British Royalty
            


            
              	House of Windsor
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              	George V
            


            
              	Edward VIII
            


            
              	George VI
            


            
              	 Mary, Princess Royal
            


            
              	 Henry, Duke of Gloucester
            


            
              	 George, Duke of Kent
            


            
              	 Prince John
            


            
              	Grandchildren
            


            
              	Elizabeth II
            


            
              	 Margaret, Countess of Snowdon
            


            
              	 Prince William of Gloucester
            


            
              	 Richard, Duke of Gloucester
            


            
              	 Edward, Duke of Kent
            


            
              	 Prince Michael of Kent
            


            
              	 Princess Alexandra
            

          


          



          


          Marriage


          As a young man destined to serve in the Navy, Prince George served for many years under the command of his uncle, Prince Alfred, Duke of Edinburgh, who was stationed in Malta. There, he grew close to and fell in love with his uncle's daughter, his first cousin, Marie of Edinburgh. His grandmother, father and uncle all approved the match, but the mothers, the Princess of Wales and the Duchess of Edinburgh, both opposed it. The Princess of Wales thought the family was too pro-German, and the Duchess of Edinburgh disliked England. When George proposed, Marie refused, guided by her mother. She later became Queen of Romania.


          In 1891, Prince Albert Victor, Duke of Clarence became engaged to his second cousin once removed, Princess Victoria Mary of Teck (always called "May"), the only daughter of Prince Francis, Duke of Teck and Princess Mary Adelaide of Cambridge. However, Albert Victor died of pneumonia six weeks later, leaving George second in line to the throne and likely to succeed after his father. This effectively ended George's naval career, as he was now expected to assume a more political role.


          Queen Victoria still favoured Princess May as a suitable candidate to marry a future king, so she persuaded George to propose to May. George duly proposed and May accepted. The marriage was a success, and throughout their lives the couple exchanged notes of endearment and loving letters.


          The marriage of George and May took place on 6 July 1893 at the Chapel Royal, St. James's Palace in London. The Times claimed that at the wedding, the crowd may have been confused as to who was the Duke of York (later George V) and who was the Tsarevitch (later Nicholas II) of Russia, because their beards and dress made them look alike superficially. However, their remaining facial features were quite different up close.


          


          Duke of York


          On 24 May 1892 Queen Victoria created George, Duke of York, Earl of Inverness and Baron Killarney. After George's marriage to May, she was styled Her Royal Highness The Duchess of York.


          The Duke and Duchess of York lived mainly at York Cottage, a relatively small house in Sandringham, Norfolk where their way of life mirrored that of a comfortable middle-class family rather than grand royalty. George preferred the simple, almost quiet, life in marked contrast to his parents. Even his official biographer despaired of George's time as Duke of York, writing: "He may be all right as a young midshipman and a wise old king, but when he was Duke of York...he did nothing at all but kill [i.e. shoot] animals and stick in stamps."


          George was a well-known stamp collector, and played a large role in building the Royal Philatelic Collection into the most comprehensive collection of United Kingdom and Commonwealth stamps in the world, in some cases setting record purchase prices for items. His enthusiasm for stamps was denigrated by the intelligentsia.
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              George as Duke of Cornwall and York in 1901.
            

          


          Randolph Churchill claimed that George was a strict father, to the extent that his children were terrified of him, and that George had remarked to Edward Stanley, 17th Earl of Derby: "My father was frightened of his mother, I was frightened of my father, and I am damned well going to see to it that my children are frightened of me." In reality there is no direct source for the quote and it is likely that George's parenting style was little different from that adopted by most people at the time. George and May had five sons and a daughter.


          As Duke and Duchess of York, George and May carried out a wide variety of public duties. In 1901, they toured the British Empire, visiting Australia, where the Duke opened the first session of the Australian Parliament upon the creation of the Commonwealth of Australia. Their tour also included South Africa, Canada, and New Zealand, where (as they were now the Duke and Duchess of Cornwall and York) Cornwall Park in Auckland was named in their honour by its donor, John Logan Campbell, then Mayor of Auckland.


          


          Prince of Wales


          On 22 January 1901, Queen Victoria died, and George's father, Albert Edward, ascended the throne as King Edward VII. At that point George inherited the titles of Duke of Cornwall and Duke of Rothesay. For the rest of that year, George was styled His Royal Highness The Duke of Cornwall and York, until 9 November 1901 when he was created Prince of Wales and Earl of Chester.


          King Edward VII wished his son to have more preparation and experience prior to his future role. In contrast to Edward himself, whom Queen Victoria had excluded from state affairs, George was given wide access to state documents and papers by his father. George in turn allowed his wife access to his papers, as he valued her counsel, and May often helped write her husband's speeches.


          In 1906 he toured India, where he was disgusted by racial discrimination and campaigned for greater involvement of Indians in the government of the country.


          


          King and Emperor


          On 6 May 1910, King Edward VII died, and the Prince of Wales ascended the throne. George was now King George V and May was Queen. George had never liked his wife's habit of signing official documents and letters as "Victoria Mary" and insisted she drop one of the names. Neither thought she should be called Queen Victoria, and so she became Queen Mary. Their coronation took place at Westminster Abbey on 22 June 1911. In 1911, the King and Queen travelled to India for the Delhi Durbar on December 12, where they were presented to an assembled audience of Indian dignitaries and princes as the Emperor and Empress of India. George wore the newly-created Imperial Crown of India at the ceremony. Later, the Emperor and Empress travelled throughout India, visiting their new subjects. George took the opportunity to indulge in hunting tigers, shooting 21. On 18 December 1913 George shot over a thousand pheasants in six hours at the home of Lord Burnham, although even he had to acknowledge that "we went a little too far" that day.
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              "A good riddance"

              A 1917 Punch cartoon depicting King George V sweeping away his German titles. Changing the name of his family's royal house from Saxe-Coburg-Gotha to Windsor was a popular move.
            

          


          


          World War I


          From 1914 to 1918 Britain was at war with Germany. The German Emperor Wilhelm II, who for the British public came to symbolise all the horrors of the war, was the King's first cousin. Queen Mary, although British herself, was the daughter of the Duke of Teck, a descendant of the German Royal House of Wrttemberg.


          The King's paternal grandfather was Prince Albert of Saxe-Coburg-Gotha; the King and his children bore the titles Prince and Princess of Saxe-Coburg and Gotha and Duke and Duchess of Saxony. The King had brothers-in-law and cousins who were British subjects but who bore German titles such as Duke and Duchess of Teck, Prince and Princess of Battenberg, Prince and Princess of Hesse and by Rhine, and Prince and Princess of Schleswig-Holstein-Snderburg-Augustenberg. Writer H. G. Wells wrote about Britain's "alien and uninspiring court", and George famously replied: "I may be uninspiring, but I'll be damned if I'm alien."


          On 17 July 1917, George V issued an Order-in-Council that changed the name of the British Royal House from the German-sounding House of Saxe-Coburg-Gotha to the House of Windsor, to appease British nationalist feelings. He specifically adopted Windsor as the surname for all descendants of Queen Victoria then living in the United Kingdom, excluding females who married into other families and their descendants.


          Finally, on behalf of his various relatives who were British subjects he relinquished the use of all German titles and styles, and adopted British-sounding surnames. George compensated several of his male relatives by creating them British peers. Thus, overnight his cousin, Prince Louis of Battenberg, became Louis Mountbatten, 1st Marquess of Milford Haven, while his brother-in-law, the Duke of Teck, became Adolphus Cambridge, 1st Marquess of Cambridge. Others, such as Princess Marie Louise of Schleswig-Holstein and Princess Helena Victoria of Schleswig-Holstein, simply stopped using their territorial designations. In Letters Patent gazetted on 11 December 1917, the King restricted the style "His (or Her) Royal Highness" and the titular dignity of "Prince (or Princess) of Great Britain and Ireland" to the children of the Sovereign, the children of the sons of the Sovereign, and the eldest living son of the eldest living son of a Prince of Wales.
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          The Letters Patent also stated that "the titles of Royal Highness, Highness or Serene Highness, and the titular dignity of Prince and Princess shall cease except those titles already granted and remaining unrevoked." Relatives of the British Royal Family who fought on the German side, such as Prince Ernst August of Hanover, 3rd Duke of Cumberland and Teviotdale (the senior male-line great grandson of George III) and Prince Carl Eduard, Duke of Albany and the reigning Duke of Saxe-Coburg-Gotha (a male line grandson of Queen Victoria), were simply cut off; their British peerages were suspended by a 1919 Order in Council under the provisions of the Titles Deprivation Act 1917. George also removed their garter flags from St George's Chapel at Windsor Castle under pressure from his mother, Queen Alexandra.


          When Tsar Nicholas II of Russia, a first cousin of George through his mother, Queen Alexandra (Nicholas II's mother was Maria Fyodorovna, Queen Alexandra's sister) was overthrown in the Russian Revolution of 1917, the British Government offered asylum to the Tsar and his family but worsening conditions for the British people, and fears that revolution might come to the British Isles, led George to think that the presence of the Romanovs might seem inappropriate under the circumstances. Despite the later claims of Lord Mountbatten of Burma that David Lloyd George, the Prime Minister, was opposed to the rescue of the Romanovs, records of the King's private secretary, Lord Stamfordham, suggest that George V opposed the rescue against the advice of Lloyd George. Advanced planning for a rescue was undertaken by MI1, a branch of the British secret service, but because of the strengthening Bolshevik position and wider difficulties with the conduct of the war, the plan was never put into operation. The Tsar and his immediate family thus remained in Russia and were murdered by Bolshevik revolutionaries in Yekaterinburg in 1918.


          Two months after the end of the war, the King's youngest son, John, died aged 13 after a short lifetime of ill-health. George was informed of the death by the Queen who wrote, "[John] had been a great anxiety to us for many yearsThe first break in the family circle is hard to bear but people have been so kind & sympathetic & this has helped us much."


          


          Later life


          During and after World War I, many of the monarchies which had ruled most European countries fell. In addition to Russia, the monarchies of Austria, Germany, Greece, and Spain also fell to revolution and war, although the Greek monarchy was restored again shortly before George's death. Most of these countries were ruled by relatives of George. In 1922, a Royal Navy ship was sent to Greece to rescue his cousins, Prince Andrew of Greece and Denmark and Princess Alice of Battenberg and their children, including Prince Philip, who would later marry George's granddaughter, Elizabeth II.


          George also took an interest in the political turmoil in Ireland, expressing his horror at government-sanctioned killings and reprisals to Prime Minister Lloyd George. During the General Strike of 1926 the King took exception to suggestions that the strikers were 'revolutionaries' saying, "Try living on their wages before you judge them." He also advised the Government against taking inflammatory action.


          In 1932 George agreed to deliver a Royal Christmas speech on the radio, an event which was to become an annual event. He was not in favour of the innovation originally but was persuaded by the argument that it was what his people wanted. He was concerned by the rise of the Nazi Party in Germany, and warned the British ambassador in Berlin to be suspicious of the fascists. By the silver jubilee of his reign in 1935, he had become a well-loved king, saying in response to the crowd's adulation, "I cannot understand it, after all I am only a very ordinary sort of fellow." But George's relationship with his heir, Prince Edward deteriorated in these later years. George was disappointed in Edward's failure to settle down in life and appalled by his many affairs with married women. He was reluctant to see Edward inherit the crown. In contrast, he was fond of his second eldest son, Prince Albert (later George VI) and doted on his eldest granddaughter, Princess Elizabeth; he nicknamed her "Lilibet", and she affectionately called him "Grandpa England". George was quoted as saying about his son Edward: "After I am dead the boy will ruin himself within 12 months," and later about Albert and Lilibet: "I pray to God my eldest son will never marry and have children, and that nothing will come between Bertie and Lilibet and the throne."


          


          Death
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          World War I took a toll on George's health, and his heavy smoking exacerbated recurring breathing problems. A bout of illness saw him retire to the seaside resort of Bognor Regis in West Sussex. A myth later grew that the King's last words, upon being told that he would soon be well enough to revisit the town, were " bugger Bognor!"


          George never fully recovered. In the evening of 15 January 1936, the King took to his bedroom at Sandringham House complaining of a cold; he would never leave the room alive. The King became gradually weaker, drifting in and out of consciousness. The diary of his physician, Lord Dawson of Penn, reveals that the King's last words, a mumbled "God damn you!", were addressed to his nurse when she gave him a sedative on the night of the 20 January. When the King was already comatose and close to death, Dawson admits hastening the King's end by giving him a lethal injection of cocaine and morphine, both to prevent further strain on the family and so that the news of his death could be announced in the morning edition of The Times newspaper. He died at 11.55 p.m. and is buried at St George's Chapel, Windsor Castle.


          At the procession to George's Lying in State in Westminster Hall, as the cortege turned into New Palace Yard, the Maltese Cross fell from the Imperial Crown and landed in the gutter. The new King, Edward VIII, saw it fall and wondered whether this was a bad omen for his new reign.


          As a mark of respect to their father, George's four surviving sons, King Edward VIII, the Duke of York, the Duke of Gloucester and the Duke of Kent, mounted the guard at the catafalque on the night of 28 January, the day before the funeral.


          


          Tributes
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          A statue of King George V was unveiled outside the Brisbane City Hall in 1938 as a tribute to the King from the citizens of Brisbane, Queensland, Australia. The square on which the statue stands was originally called Albert Square, but was later renamed King George Square in honour of King George V. In London, a statue by William Reid Dick stands outside the east end of Westminster Abbey.


          The King George's Fields in London were created as a memorial by a committee in 1936 chaired by the then Lord Mayor of London. Today they are each registered charities and are under the guidance of the National Playing Fields Association. The national stadium of Newfoundland in St. John's was named King George V Park in 1925. Rehov ha-Melekh George ha-Hamishi ("King George V Street") is a major thoroughfare in both Jerusalem and Tel-Aviv, the only streets in these Israeli cities named after a non-Jewish monarch. In Paris, France, a large avenue from the top of the Champs-Elyses down to the Seine river and an underground station were named for George V.


          The World War I Royal Navy battleship HMS King George V and the World War II Royal Navy battleship HMS King George V were named in his honour.


          


          Other information
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          Titles


          
            	18651892: His Royal Highness Prince George of Wales


            	18921901: His Royal Highness The Duke of York


            	1901: His Royal Highness The Duke of Cornwall and York


            	
              19011910: His Royal Highness The Prince of Wales

              
                	in Scotland: 19011910: His Royal Highness The Prince George, Duke of Rothesay

              

            


            	
              19101936: His Majesty The King

              
                	and, occasionally, outside of the United Kingdom, and with regard to India: 1910-1936: His Imperial Majesty The King-Emperor

              

            

          


          


          Ancestors


          
            
              George V's ancestors in three generations
            

            
              	George V of the United Kingdom


              	Father:

              Edward VII of the United Kingdom


              	Paternal grandfather:

              Albert, Prince Consort


              	Paternal great-grandfather:

              Ernst I, Duke of Saxe-Coburg and Gotha

            


            
              	Paternal great-grandmother:

              Louise of Saxe-Gotha-Altenburg

            


            
              	Paternal grandmother:

              Victoria of the United Kingdom


              	Paternal great-grandfather:

              Prince Edward Augustus, Duke of Kent and Strathearn

            


            
              	Paternal great-grandmother:

              Princess Victoria of Saxe-Coburg-Saalfeld

            


            
              	Mother:

              Alexandra of Denmark


              	Maternal grandfather:

              Christian IX of Denmark


              	Maternal great-grandfather:

              Friedrich Wilhelm, Duke of Schleswig-Holstein-Sonderburg-Glcksburg

            


            
              	Maternal great-grandmother:

              Louise Caroline of Hesse-Kassel

            


            
              	Maternal grandmother:

              Louise of Hesse-Kassel


              	Maternal great-grandfather:

              Prince William of Hesse

            


            
              	Maternal great-grandmother:

              Charlotte of Denmark

            

          


          


          Issue


          
            
              	Name

              	Birth

              	Death

              	Notes
            


            
              	King Edward VIII

              	23 June 1894

              	28 May 1972

              	later the Duke of Windsor; married Wallis Simpson; no issue
            


            
              	King George VI

              	14 December 1895

              	6 February 1952

              	married Lady Elizabeth Bowes-Lyon; had issue (including Elizabeth II)
            


            
              	Mary, Princess Royal

              	25 April 1897

              	28 March 1965

              	married Henry Lascelles, 6th Earl of Harewood; and had issue
            


            
              	Prince Henry, Duke of Gloucester

              	31 March 1900

              	10 June 1974

              	married Lady Alice Montagu-Douglas-Scott; had issue
            


            
              	Prince George, Duke of Kent

              	20 December 1902

              	25 August 1942

              	married Princess Marina of Greece and Denmark; had issue
            


            
              	Prince John

              	12 July 1905

              	18 January 1919

              	Died from seizures
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/George_V_of_the_United_Kingdom"
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        George W. Bush


        
          

          
            
              	George Walker Bush
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                  43rdPresident of the United States
                

              
            


            
              	Incumbent
            


            
              	Assumedoffice

              January 20, 2001
            


            
              	VicePresident

              	Dick Cheney
            


            
              	Precededby

              	Bill Clinton
            


            
              	Succeededby

              	44th President
            


            
              	
                


                
                  46th Governor of Texas
                

              
            


            
              	Inoffice

              January 17, 1995 December 21, 2000
            


            
              	Lieutenant

              	Bob Bullock

              Rick Perry
            


            
              	Precededby

              	Ann Richards
            


            
              	Succeededby

              	Rick Perry
            


            
              	
                

              
            


            
              	Born

              	July 6, 1946 (1946-07-06)

              New Haven, Connecticut, United States
            


            
              	Politicalparty

              	Republican
            


            
              	Spouse

              	Laura Bush
            


            
              	Residence

              	White House (official)

              Crawford, Texas (private)
            


            
              	Almamater

              	Yale University

              Harvard Business School
            


            
              	Occupation

              	Businessman ( oil, baseball)
            


            
              	Religion

              	United Methodist
            


            
              	Signature

              	[image: George W. Bush's signature]
            

          


          George Walker Bush (born July 6, 1946) is the forty-third and current President of the United States of America who was first inaugurated on January 20, 2001. He previously served as the forty-sixth Governor of Texas from 1995 to 2000 and is the eldest son of former United States President George Herbert Walker Bush. President Bush's current term is scheduled to end on January 20, 2009.


          After graduating from college, Bush worked in his family's oil businesses before making an unsuccessful run for the U.S. House of Representatives in 1978. He later co-owned the Texas Rangers baseball team before returning to politics in a campaign for Governor of Texas. He defeated Ann Richards and was elected Governor of Texas in 1994. Bush was elected to the Presidency in 2000 as the Republican candidate in a close and controversial contest, in which he lost the nationwide popular vote, but won the electoral vote.


          As president, Bush signed into law a US$1.35 trillion tax cut program in 2001, and in 2002 the No Child Left Behind Act. In October 2001, after the attacks on September 11, 2001, Bush announced a global War on Terrorism and ordered an invasion of Afghanistan to overthrow the Taliban, destroy Al-Qaeda, and to capture Osama bin Laden. In March 2003, Bush ordered the invasion of Iraq, asserting that Iraq was in possession of weapons of mass destruction and that the war was necessary for the protection of the United States.


          Running in the midst of the Iraq War, Bush was re-elected on November 2, 2004; his presidential campaign against Senator John Kerry was successful despite controversy over Bush's prosecution of the Iraq War and domestic issues. After his re-election, Bush received increasingly heated criticism. He has the distinction of having some of the highest and lowest approval ratings of any president in history during his term. His domestic approval has ranged from 90 percent (the highest ever recorded by The Gallup Organization) immediately after the September 11, 2001 attacks to a low of 24 percent, with a disapproval rating of 65 percent, the highest level of disfavor for any sitting presidents since Richard Nixon and Harry Truman. Internationally, Bush tops the list of the most unpopular politicians, with disapproval of 87% in France and Germany, and 88% in Spain.


          


          Childhood to mid-life
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          Born in New Haven, Connecticut on July 6, 1946, Bush was the first child of George H. W. Bush and Barbara Bush (ne Pierce). Bush was raised in Midland and Houston, Texas, with his four siblings, Jeb, Neil, Marvin, and Dorothy. Another younger sister, Robin, died in 1953 at the age of three from leukemia. Bush's grandfather, Prescott Bush, was a U.S. Senator from Connecticut, and his father served as U.S. President from 1989 to 1993.


          Bush attended Phillips Academy in Andover, Massachusetts, where he played baseball, and was the head cheerleader at the all-boys school during his senior year. Following in his father's footsteps, Bush attended Yale University, where he received a Bachelor's degree in history in 1968. As a college senior, Bush became a member of the secretive Skull and Bones society. By his own characterization, Bush was an average student.


          In May 1968, at the height of the ongoing Vietnam War, Bush was accepted into the Texas Air National Guard despite only scoring in the 25th percentile on the pilot's written aptitude test, which was the lowest acceptable passing grade. This was at a time when more than ten thousand Air National Guard personnel, many fighter pilots, had been called to active duty to serve both in Vietnam, and in support of operations there. After training, he was assigned to duty in Houston, flying Convair F-102s out of Ellington Air Force Base. Critics have alleged that Bush was favorably treated during his time of service due to his father's political standing and that he was irregular in attendance. The United States Department of Defense has released all of the records of Bush's Texas Air National Guard service which it says remain in its official archives. In 1970 Bush applied to the University of Texas School of Law and was rejected. Bush took a transfer to the Alabama Air National Guard in 1972 to work on a Republican senate campaign, and in October 1973 he was discharged from the Texas Air National Guard almost eight months early to attend Harvard Business School and completed his six-year service obligation in the inactive reserve.


          There are a number of accounts of substance abuse and otherwise disorderly conduct by Bush from this time. Bush has admitted to drinking "too much" in those years and described this period of his life as his "nomadic" period of "irresponsible youth". On September 4, 1976, at the age of 30, Bush was arrested for driving under the influence of alcohol ( DUI) near his family's summer home in Kennebunkport, Maine. He pled guilty, was fined US$150, and had his driver's license suspended in Maine until 1978.
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          After obtaining an MBA from Harvard University, Bush entered the oil industry in Texas. In 1977, he was introduced by friends to Laura Welch, a schoolteacher and librarian. They married and settled in Midland, Texas. Bush left his family's Episcopal Church to join his wife's United Methodist Church.


          In 1978, Bush ran for the U.S. House of Representatives from the 19th Congressional District of Texas. His opponent Kent Hance portrayed Bush as being out of touch with rural Texans; Bush lost by 6,000 votes. Bush returned to the oil industry, becoming a senior partner or chief executive officer of several ventures, such as Arbusto Energy, Spectrum 7, and, later, Harken Energy. These ventures suffered from the general decline of oil prices in the 1980s that had affected the industry and the regional economy. Additionally, questions of possible insider trading involving Harken have arisen, though the Securities and Exchange Commission's (SEC) investigation of Bush concluded that he did not have enough insider information before his stock sale to warrant a case.


          Bush moved with his family to Washington, D.C., in 1988, to work on his father's campaign for the U.S. presidency. Returning to Texas after the campaign, Bush purchased a share in the Texas Rangers baseball franchise in April 1989, where he served as managing general partner for five years. Bush actively led the team's projects and regularly attended its games, often choosing to sit in the open stands with fans. The sale of Bush's shares in the Rangers in 1998 brought him over US$15 million from his initial US$800,000 investment.


          


          Elected positions


          


          Governor of Texas


          Bush declared his candidacy for the 1994 Texas gubernatorial election as his brother, Jeb, sought the governorship of Florida. Winning the Republican primary easily, Bush faced incumbent Governor Ann Richards, a popular Democrat who was considered the favorite.


          Bush was aided by several political advisers, including Karen Hughes, Joe Allbaugh, and Karl Rove. The Bush campaign was criticized for allegedly using controversial methods to disparage Richards. Following an impressive performance in the debates, however, Bush's popularity grew. He won with 52 percent against Richards' 47 percent.


          As governor, Bush successfully sponsored legislation for tort reform, increased education funding, set higher standards for schools, and reformed the criminal justice system. Under his leadership, Texas executed a record 152 prisoners. Bush used a budget surplus to push through a $2 billion tax-cut plan, the largest in Texas history, which cemented Bush's credentials as a pro-business fiscal conservative.


          Bush also pioneered faith-based welfare programs by extending government funding and support for religious organizations that provide social services such as education, alcohol and drug abuse prevention, and reduction of domestic violence. He proclaimed June 10 to be Jesus Day in Texas, a day where he "urge[d] all Texans to answer the call to serve those in need."


          In 1998, Bush won re-election in a landslide victory with nearly 69 percent of the vote. Within a year, he had decided to seek the Republican nomination for the presidency.


          [bookmark: 2000_Presidential_candidacy]


          2000 Presidential candidacy


          


          Primary


          Bush's campaign was managed by Rove, Hughes and Allbaugh, as well as by other political associates from Texas. He was endorsed by a majority of Republicans in 38 state legislatures. After winning the Iowa caucus, Bush lost to U.S. Senator John McCain of Arizona in the New Hampshire primary. Bush then picked up eleven of the next sixteen primaries, effectively clinching the Republican nomination.


          In the televised Republican presidential debate held in Des Moines, Iowa on December 13, 1999, all of the participating candidates were asked "What political philosopher or thinker do you most identify with and why?" Unlike most of the other candidates, who cited former presidents and other political figures, Bush responded, "Christ, because he changed my heart". Bush's appeal to religious values seems to have aided him in the general election. In a Gallup poll those who said they "attend church weekly" gave him 56% of their vote in 2000, and 63% of their vote in 2004. During the election cycle, Bush labeled himself a " compassionate conservative", and his political campaign promised to "restore honour and dignity to the White House," a reference to the scandals and impeachment of his predecessor.


          


          General election


          On July 25, 2000, Bush surprised some observers by asking Halliburton Corporation chief executive officer Dick Cheney, a former White House Chief of Staff, U.S. Representative and Secretary of Defense, to be his Vice Presidential running mate. Cheney was then serving as head of Bush's Vice-Presidential search committee.


          While stressing his successful record as governor of Texas, Bush's campaign criticized the Democratic nominee, incumbent Vice President Al Gore, over gun control and taxation.


          Bush won the 2000 election in a controversial victory that saw the state of Florida appearing in exit polls to go to Gore, then to Bush. The closeness of the outcome, as well as reports of votes being miscounted, led to the Florida election recount. Two initial counts went to Bush, but that outcome was tied up in courts for a month until reaching the U.S. Supreme Court. On December 9, in the Bush v. Gore case, the Court reversed a Florida Supreme Court ruling ordering a third count, and stopped an ordered statewide hand recount based on the argument that the different standards that different counting procedures would have used violated the Equal Protection Clause of the 14th Amendment of the U.S. Constitution. The machine recount stated that Bush had won the Florida vote by a margin of 537 votes out of 6 million cast. The famous episode pushed terms such as hanging chad into the popular lexicon.


          Bush received 271 electoral votes to Gore's 266 as a result of the Florida outcome. However, he lost the popular vote by more than half a million votes making him the first president elected without at least a plurality of the popular vote since Benjamin Harrison in 1888.
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          2004 Presidential candidacy
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          Bush commanded broad support in the Republican Party and did not encounter a primary challenge. He appointed Kenneth Mehlman as campaign manager, with a political strategy devised by Rove. Bush outlined an agenda that included a strong commitment to the wars in Iraq and Afghanistan, a renewal of the USA PATRIOT Act, making earlier tax cuts permanent, cutting the budget deficit in half, promoting education, as well as reform in tort law, reforming Social Security, and creation of an ownership society.


          The Bush campaign advertised across the U.S. against Democratic candidates, including Bush's emerging opponent, Massachusetts Senator John Kerry. Kerry and other Democrats attacked Bush on the war in Iraq, perceived excesses of the USA PATRIOT Act and for allegedly failing to stimulate the economy and job growth. The Bush campaign portrayed Kerry as a staunch liberal who would raise taxes and increase the size of government. The Bush campaign continuously criticized Kerry's seemingly contradictory statements on the war in Iraq, and claimed Kerry lacked the decisiveness and vision necessary for success in the war on terrorism. Bush carried 31 of 50 states for a total of 286 Electoral College votes.


          Bush won an outright majority of the popular vote, the first president to do so since his father in 1988. In addition, Bush's re-election occurring along with the Republican Party maintaining its majorities in both houses of Congress was the first time this instance occurred since Calvin Coolidge's election in 1924.


          


          Presidency


          
            
              	The Bush Cabinet
            


            
              	OFFICE

              	NAME

              	TERM
            


            
              	
            


            
              	President

              	George W. Bush

              	2001present
            


            
              	Vice President

              	Dick Cheney

              	2001present
            


            
              	
            


            
              	Secretary of State

              	Colin Powell

              	20012005
            


            
              	Condoleezza Rice

              	2005present
            


            
              	
            


            
              	Secretary of Treasury

              	Paul O'Neill

              	20012002
            


            
              	John Snow

              	20032006
            


            
              	Henry Paulson

              	2006present
            


            
              	
            


            
              	Secretary of Defense

              	Donald Rumsfeld

              	20012006
            


            
              	Robert Gates

              	2006present
            


            
              	
            


            
              	Attorney General

              	John Ashcroft

              	20012005
            


            
              	Alberto Gonzales

              	20052007
            


            
              	Michael Mukasey

              	2007present
            


            
              	
            


            
              	Secretary of the Interior

              	Gale Norton

              	20012006
            


            
              	Dirk Kempthorne

              	2006present
            


            
              	
            


            
              	Secretary of Agriculture

              	Ann Veneman

              	20012005
            


            
              	Mike Johanns

              	20052007
            


            
              	Ed Schafer

              	2008present
            


            
              	
            


            
              	Secretary of Commerce

              	Donald Evans

              	20012005
            


            
              	Carlos Gutierrez

              	2005present
            


            
              	
            


            
              	Secretary of Labor

              	Elaine Chao

              	2001present
            


            
              	
            


            
              	Secretary of Health and

              Human Services

              	Tommy Thompson

              	20012005
            


            
              	Michael Leavitt

              	2005present
            


            
              	
            


            
              	Secretary of Education

              	Rod Paige

              	20012005
            


            
              	Margaret Spellings

              	2005present
            


            
              	
            


            
              	Secretary of Housing and

              Urban Development

              	Mel Martinez

              	20012003
            


            
              	Alphonso Jackson

              	20032008
            


            
              	Steve Preston

              	2008present
            


            
              	
            


            
              	Secretary of Transportation

              	Norman Mineta

              	20012006
            


            
              	Mary Peters

              	2006present
            


            
              	
            


            
              	Secretary of Energy

              	Spencer Abraham

              	20012005
            


            
              	Samuel Bodman

              	2005present
            


            
              	
            


            
              	Secretary of Veterans Affairs

              	Anthony Principi

              	20012005
            


            
              	Jim Nicholson

              	20052007
            


            
              	James Peake

              	2007present
            


            
              	
            


            
              	Secretary of Homeland Security

              	Tom Ridge

              	20032005
            


            
              	Michael Chertoff

              	2005present
            


            
              	
            


            
              	Chief of Staff

              	Andrew Card

              	20012006
            


            
              	Joshua Bolten

              	2006present
            


            
              	
            


            
              	Administrator of the

              Environmental Protection Agency

              	Christine Todd Whitman

              	20012003
            


            
              	Michael Leavitt

              	20032005
            


            
              	Stephen Johnson

              	2005present
            


            
              	
            


            
              	Director of the Office of

              Management and Budget

              	Mitch Daniels

              	20012003
            


            
              	Joshua Bolten

              	20032006
            


            
              	Rob Portman

              	20062007
            


            
              	Jim Nussle

              	2007present
            


            
              	
            


            
              	Director of the Office of

              National Drug Control Policy

              	John Walters

              	2001present
            


            
              	
            


            
              	United States Trade Representative

              	Robert Zoellick

              	20012005
            


            
              	Rob Portman

              	20052006
            


            
              	Susan Schwab

              	2006present
            

          


          


          Economic policy


          Facing opposition in Congress, Bush held town hall-style public meetings across the U.S. in 2001 to increase public support for his plan for a US$1.35 trillion tax cut programone of the largest tax cuts in U.S. history. Bush and his economic advisers argued that unspent government funds should be returned to taxpayers. With reports of the threat of recession from Federal Reserve Chairman Alan Greenspan, Bush argued that such a tax cut would stimulate the economy and create jobs. Others, including the Treasury Secretary at the time Paul O'Neill, were opposed to some of the tax cuts on the basis that they would contribute to budget deficits and undermine Social Security.


          Under the Bush Administration, Real GDP has grown at an average annual rate of 2.5 percent, considerably below the average for business cycles from 1949 to 2000. The Dow Jones Industrial Average has grown by about 30 percent since January 2001. Unemployment rose from 4.2 percent in January 2001 to 6.3 percent in June 2003, dropping to 4.5 percent as of July 2007. The on-budget deficit for 2006 was US$434 billion, a change from an US$86 billion surplus in 2000. Inflation-adjusted median household income has been flat while the nation's poverty rate has increased. By August 23, 2007, the national debt had officially risen to US$8.98 trillion dollars; the national debt has increased US$3.25 trillion dollars since Bush took office.


          While some argue that the Bush-era economy has mostly benefited the wealthy and not the majority of middle and lower-class citizens, and still others have claimed the exact opposite; information available suggests that the standard of living has increased on all rungs of the socio-economic strata -- with the bulk of income gains having gone to the top 1 percent, whose share of income has increased substantially.


          Another significant part of the Bush economic plan was the Bankruptcy Abuse Prevention and Consumer Protection Act of 2005.


          


          Education and health
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          The No Child Left Behind Act aimed to measure and close the gap between rich and poor student performance, provide options to parents with students in low-performing schools, and target more federal funding to low-income schools. Critics argue that Bush has underfunded his own program, and Democratic Senator Ted Kennedy has claimed: "The tragedy is that these long-overdue reforms are finally in place, but the funds are not." Many educational experts have criticized these reforms, contending that NCLBA's focus on "high stakes testing" and quantitative outcomes is counterproductive. Bush increased funding for the National Science Foundation and National Institutes of Health in his first years of office, and created education programs to strengthen the grounding in science and mathematics for American high school students. However, funding for NIH failed to keep up with inflation in 2004 and 2005, and was actually cut in 2006, the first such cut in 36 years.


          In 2007, Bush opposed and vetoed State Children's Health Insurance Program (SCHIP) legislation which was tied by the Democrats onto a war funding bill and passed by Congress. The SCHIP legislation would have significantly expanded federally-funded health care benefits and plans to children of some low-income families from about 6 million to 10 million children. It was to be funded by an increase in the cigarette tax. Bush viewed the legislation as a move toward the liberal platform of socialized health care, and claimed that the program could benefit families making as much as US$83,000 per year who would not have otherwise needed the help.


          


          Social services and Social Security


          Bush promoted increased deregulation and investment options in social services, leading Republican efforts to pass the Medicare Act of 2003, which added prescription drug coverage to Medicare and created Health Savings Accounts, which would permit people to set aside a portion of their Medicare tax to build a "nest egg". The retired persons lobby group AARP worked with the Bush Administration on the program and gave their endorsement. Bush said the law, estimated to cost US$400 billion over the first 10 years, would give the elderly "better choices and more control over their health care".


          Bush began his second term by outlining a major initiative to reform Social Security, which was facing record deficit projections beginning in 2005. Bush made it the centerpiece of his agenda despite contrary beliefs in the media and in the U.S. Congress, which saw the program as the " third rail of politics," with the American public being suspicious of any attempt to change it. It was also widely believed to be the province of the Democratic Party, with Republicans in the past having been accused of efforts to dismantle or privatize it. In his 2005 State of the Union address, Bush discussed the allegedly impending bankruptcy of the program and attacked political inertia against reform. He proposed options to permit Americans to divert a portion of their Social Security tax (FICA) into secured investments, creating a "nest egg" that he claimed would enjoy steady growth. Despite emphasizing safeguards and remaining open to other plans, Bush's proposal was criticized for its high cost, and Democrats attacked it as an effort to partially privatize the system, and for leaving Americans open to the whims of the market. Bush embarked on a 60-day national tour, campaigning vigorously for his initiative in media events ("Conversations on Social Security") in a largely unsuccessful attempt to gain support from the general public. Despite energetic campaign by Bush to promote his Social Security reform plan, by May 2005 the public support for the Bush proposal declined substantially and the House GOP leadership decided not to put Social Security reform on the priority list for the remainder of their 2005 legislative agenda. The proposal's legislative prospects were further diminished by the political fallout from the Hurricane Katrina in the fall of 2005. In the run-up to the 2006 congressional elections, the Republican leadership in Congress put the hot-button issue of the Social Security reform on the back burner. No substantive legislative action was taken on this issue in 2006. After the Democrats took over control of both houses of Congress as a result of the 2006 mid-term elections, the prospects of any further congressional action on the Bush proposal appeared to be dead for the remainder of his term in office.


          


          Environmental policy and global warming


          Upon arriving in office in 2001, Bush did not support the Kyoto Protocol, an amendment to the United Nations Convention on Climate Change which seeks to impose mandatory targets for reducing greenhouse gas emissions. Bush partially based this decision on the fact that the Senate had voted 950 in 1997 on a resolution expressing its disapproval of the protocol. Bush asserted he would not support it because the treaty exempted 80 percent of the world's population and would have cost the economy tens of billions of dollars per year, and was based on the uncertain science of climate change. The Bush Administration's stance on global warming has remained controversial in the scientific and environmental communities during his presidency.


          In 2004, the Director of NASA's Goddard Institute, James Hansen, publicly and harshly accused the Administration of misinforming the public by suppressing the scientific evidence of the dangers of greenhouse gases, saying the Bush Administration wanted to hear only scientific results that fit predetermined, inflexible positions and edited reports to make the dangers sound less threatening in what he asserted was "direct opposition to the most fundamental precepts of science." Other experts, such as former United States Department of Energy official Joseph Romm, have decried the Bush administration as a "denier and delayer" of government action essential to reduce carbon emissions and deter global warming. Bush had said that he has consistently noted that global warming is a serious problem, but asserted there is a "debate over whether it's manmade or naturally caused". In his 2007 State of the Union Address, Bush renewed his pledge to work toward diminished reliance on foreign oil by reducing fossil fuel consumption and increasing alternative fuel production.


          In 2002, Bush announced the Clear Skies Initiative, aimed at amending the Clean Air Act to reduce air pollution through the use of emissions trading programs. Critics contended that it would have weakened the original legislation by allowing higher levels of pollutants than were permitted at that time. The initiative was introduced to Congress, but failed to make it out of committee.


          In 2006, Bush declared the Northwestern Hawaiian Islands a national monument, creating the largest marine reserve to date. It comprises 84 million acres (340,000km) and is home to 7,000 species of fish, birds and other marine animals, many of which are specific to only those islands. The move was hailed by conservationists for "its foresight and leadership in protecting this incredible area."


          


          Stem cell research and first use of veto power


          Federal funding for medical research involving the creation or destruction of human embryos through the Department of Health and Human Services and the National Institutes of Health has been forbidden by law since the Republican Revolution of 1995. Bush has asserted that he supports stem cell research, but only to the extent that human embryos are not destroyed in order to harvest additional stem cells. On August 9, 2001, Bush signed an executive order lifting the ban on federal funding for the 71 existing "lines" of stem cells, but the ability of these existing lines to provide an adequate medium for testing has been questioned. Testing can only be done on 12 of the original lines, and all of the approved lines have been cultured in contact with mouse cells, which makes it highly unlikely the FDA would ever approve them for administration to humans. On July 19, 2006, Bush used his veto power for the first time in his presidency to veto the Stem Cell Research Enhancement Act. The bill would have reversed the Dickey Amendment, permitting federal money to be used for research where stem cells are derived from the destruction of an embryo.


          


          Immigration


          In 2006, Bush shifted focus somewhat to re-emphasize immediate and comprehensive immigration reform. Going beyond calls from Republicans and conservatives to secure the border, Bush demanded that Congress create a "temporary guest-worker program" to allow more than 12 million illegal immigrants to obtain legal status. Bush continues to argue that the lack of legal status denies the protections of U.S. laws to millions of people who face dangers of poverty and exploitation, and penalizes employers despite a demand for immigrant labor.


          Bush urged Congress to provide additional funding for border security, and committed to deploying 6,000 National Guard troops to the United States-Mexico border. In May-June 2007 Bush strongly supported the Comprehensive Immigration Reform Act of 2007 which was written by a bipartisan group of U.S. senators with the active participation of the Bush administration. The bill envisioned: a legalization program for undocumented immigrants, with an eventual path to citizenship; establishing a guest worker program; a series of border and worksite enforcement measures; a reform of the green card application process and the introduction of a point-based "merit" system for green cards; elimination of "chain migration" and of the diversity Green Card Lottery; and other measures.


          A heated public debate followed, which resulted in a substantial rift within the Republican Party, with the majority of the conservative base opposing the bill because of its legalization or "amnesty" provisions. The bill was finally defeated in the Senate on June 28, 2007, when a cloture motion failed on a 46-53 vote, whereas 60 positive votes were needed for the motion to pass. Bush was very disappointed in the bill's failure that also represented a defeat of one of his signature domestic initiatives. The Bush administration later proposed a series of immigration enforcement measures that do not require a change in law.


          


          Civil liberties and treatment of detainees


          Following the events of September 11, Bush issued an executive order authorizing the NSA to monitor communications between suspected terrorists outside the U.S. and parties within the U.S. without obtaining a warrant pursuant to the Foreign Intelligence Surveillance Act, maintaining that the warrant requirements of FISA were implicitly superseded by the subsequent passage of the Authorization for Use of Military Force. The program proved to be controversial, as critics of the administration, as well as organizations such as the American Bar Association, claimed it was illegal. In August 2006, a U.S. district court judge ruled that the Terrorist Surveillance Program was unconstitutional, though the decision was later dismissed. On January 17, 2007, Attorney General Alberto Gonzales informed U.S. Senate leaders that the program would not be reauthorized by the president, but would be subjected to judicial oversight.


          On October 17, 2006 Bush signed into law the Military Commissions Act of 2006, a bill passed in the wake of the Supreme Court's decision on Hamdan v. Rumsfeld, which allows the U.S. government the ability to prosecute unlawful enemy combatants by military commission rather than the standard trial. The bill also eliminates habeas corpus and, while barring torture of detainees, allows the president to determine what constitutes torture.


          


          Hurricane Katrina


          One of the worst natural disasters in U.S. history, Hurricane Katrina, struck early in Bushs second term. Katrina formed in late August during the 2005 Atlantic hurricane season and devastated much of the north-central Gulf Coast of the United States, particularly New Orleans.
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          Bush declared a state of emergency in Louisiana on August 27, and in Mississippi and Alabama on August 28; he authorized the Department of Homeland Security (DHS) and Federal Emergency Management Agency (FEMA) to manage the disaster, but his announcement failed to spur these agencies to action. The eye of the hurricane made landfall on August 29, and New Orleans started to flood due to levee breaches; later that day, Bush declared that a major disaster existed in Louisiana, officially authorizing FEMA to start using federal funds to help with the recovery effort. On August 30, Department of Homeland Security secretary Michael Chertoff declared it "an incident of national significance," triggering the first use of the newly created National Response Plan. Three days later, on September 2, National Guard troops first entered the city of New Orleans. The same day, Bush toured parts of Louisiana, Mississippi, and Alabama and declared that the success of the recovery effort up to that point was "not enough."


          Due to mounting criticism as the disaster in New Orleans intensified, Bush claimed full responsibility for the failures on the part of the federal government in its response to the hurricane. Criticisms of Bush focused on three main issues. First, leaders from both parties attacked the president for having appointed incompetent leaders to positions of power at FEMA, most notably Michael D. Brown, who worked for the Arabian Horse Association before commanding FEMA. Bush had praised the work of Brown just as weaknesses in the FEMA response were becoming obvious to the public. Second, many people argued that the inadequacy of the federal response was the result of the Iraq War and the demands it placed on the armed forces and the federal budget. Third, in the days immediately following the disaster, Bush denied having received warnings about the possibility of floodwaters breaching the levees protecting New Orleans. However, the presidential videoconference briefing of August 28 shows Max Mayfield warning the president that overflowing the levees was "obviously a very, very grave concern." Critics claimed that the president was misrepresenting his administration's role in what they saw as a flawed response.


          


          Foreign policy
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          The Bush administration withdrew U.S. support for several international agreements, including the Anti-Ballistic Missile Treaty (ABM) with Russia. It pursued a national missile defense which was previously barred by the ABM treaty and was never ratified by Congress. Bush also expressed U.S. support for the defense of Taiwan following the stand-off in April 2001 with the People's Republic of China over the Hainan Island incident, when an EP-3E spy plane collided with a Chinese Air Force jet, leading to the detention of U.S. personnel. In 20032004, Bush authorized U.S. military intervention in Haiti and Liberia to protect U.S. interests.
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          Bush emphasized a careful approach to the conflict between Israel and the Palestinians. Bush denounced Palestine Liberation Organization leader Yasser Arafat for alleged support of violence. However, he sponsored dialogs between prime ministers Ariel Sharon and Mahmoud Abbas. Bush supported Sharon's unilateral disengagement plan, and lauded the democratic elections held in Palestine after Arafat's death.
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          In his State of the Union Address in January 2003, Bush outlined a five-year strategy for global emergency AIDS relief, the President's Emergency Plan For AIDS Relief. Bush announced US$15 billion for this effortUS$3 billion per year for five yearsbut requested less in annual budgets.


          Bush condemned the attacks by militia forces on the people of Darfur, and denounced the killings in Sudan as genocide. Bush said that an international peacekeeping presence was critical in Darfur, but opposed referring the situation to the International Criminal Court.
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          Bush began his second term with an emphasis on improving strained relations with European nations. He appointed long-time adviser Karen Hughes to oversee a global public relations campaign. Bush lauded the pro-democracy struggles in Georgia and Ukraine. In March 2006, Bush visited India, leading to renewed ties between the two countries, particularly in areas of nuclear energy and counter-terrorism cooperation. Midway through Bush's second term, many analysts observed a retreat from his freedom and democracy agenda, highlighted in policy changes toward some oil-rich former Soviet republics in central Asia.


          Bush has voiced his staunch support for the independence of Kosovo. On June 10, 2007, he met with Albanian Prime Minister Sali Berisha and became the first president to visit Albania. He repeated his support for Kosovo's independence: "At some point in time, sooner rather than later, youve got to say, Enough is enough. Kosovo is independent."


          


          September 11, 2001
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          The September 11 terrorist attacks were a major turning point in Bush's presidency. That evening, he addressed the nation from the Oval Office, promising a strong response to the attacks but emphasizing the need for the nation to come together and comfort the families of the victims. On September 14, he visited the World Trade Centre site, meeting with Mayor Rudy Giuliani and firefighters, police officers, and volunteers. Bush addressed the gathering via megaphone while standing on a heap of rubble:


          
            
              	

              	I can hear you. The rest of the world hears you. And the people who knocked these buildings down will hear all of us soon.

              	
            

          


          In a September 20, 2001 speech, Bush condemned Osama bin Laden and al Qaeda, and issued the Taliban regime in Afghanistan, where bin Laden was operating, an ultimatum to "hand over the terrorists, or  share in their fate." Bush announced a global War on Terrorism, and after the Afghan Taliban regime was not forthcoming with Osama bin Laden, he ordered the invasion of Afghanistan to overthrow the Taliban regime.


          


          War on Terror


          After the September 11, 2001 attacks on the United States by the al Qaeda organization of Osama bin Laden and the invasion of Afghanistan in response, Bush announced a global War on Terror in his January 29, 2002 State of the Union address and asserted that an " axis of evil" consisting of North Korea, Iran, and Iraq was "arming to threaten the peace of the world" and "pose[d] a grave and growing danger". The Bush Administration proceeded to assert a right and intention to engage in preemptive war, also called preventive war, in response to perceived threats. This would form a basis for what became known as the Bush Doctrine. The broader "War on Terror", allegations of an "axis of evil", and, in particular, the doctrine of preemptive war, began to weaken the unprecedented levels of international and domestic support for Bush and United States action against al Qaeda following the September 11 attacks.


          Some national leaders alleged abuse by U.S. troops and called for the U.S. to shut down detention centers in Guantanamo Bay and elsewhere. Dissent from, and criticism of, Bush's leadership in the War on Terror increased as the war in Iraq expanded. In 2006, a National Intelligence Estimate expressed the combined opinion of the United States' own intelligence agencies, concluding that the Iraq War had become the " cause celebre for jihadists" and that jihad movement was growing.


          


          Afghanistan
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          On October 7, 2001, U.S. and Australian forces initiated bombing campaigns that led to the arrival on November 13 of Northern Alliance troops in Kabul. The main goals of the war were to defeat the Taliban, drive al Qaeda out of Afghanistan, and capture key al Qaeda leaders. By December 2001, the UN had installed the Afghan Interim Authority chaired by Hamid Karzai.


          Efforts to kill or capture al Qaeda leader Osama bin Laden failed as he escaped a battle in December 2001 in the mountainous region of Tora Bora, which the Bush Administration later acknowledged to have resulted from a failure to commit enough U.S. ground troops. Bin Laden and al Qaeda's number two leader, Ayman al-Zawahiri, as well as the leader of the Taliban, Mohammed Omar, remain at large as of December 2007.


          Despite the initial success in driving the Taliban from power in Kabul, by early 2003 the Taliban was regrouping, amassing new funds and recruits. In 2006 the Taliban insurgency appeared larger, fiercer, and better organized than expected, with large-scale allied offensives such as Operation Mountain Thrust attaining limited success.


          


          Iraq


          Beginning with his January 29, 2002 State of the Union address, President Bush began publicly focusing attention on Iraq, which he labeled as part of an " axis of evil" allied with terrorists and posing "a grave and growing danger" to U.S. interests through possession of " weapons of mass destruction". In the latter half of 2002, Central Intelligence Agency reports requested by the administration contained conflicting assertions on whether Saddam Hussein was intent on reconstituting nuclear weapons programs, had not properly accounted for Iraqi biological and chemical weapons, and that some Iraqi missiles had a range greater than allowed by the UN sanctions. The question of whether the Bush Administration manipulated or exaggerated the threat and evidence of Iraq's weapons of mass destruction capabilities or attempted to create a tie between Saddam Hussein and al Qaeda attacks would eventually become a major point of criticism and controversy for the president. In late 2002 and early 2003, President Bush urged the United Nations to enforce Iraqi disarmament mandates, precipitating a diplomatic crisis. In November 2002, Hans Blix and Mohamed ElBaradei led UN weapons inspectors in Iraq, but were forced to depart Iraq four days prior to the U.S. invasion, despite their requests for more time to complete their tasks. The U.S. initially sought a UN Security Council resolution authorizing the use of military force but dropped the bid for UN approval due to vigorous opposition from several countries.


          
            Image:20030501-15 d050103-2-664v.jpg

            
              President Bush, with Naval Flight Officer Lieutenant Ryan Philips, in the flight suit he wore for his televised arrival and speech aboard the USS Abraham Lincoln in 2003.
            

          


          The war effort was joined by more than 20 other nations (most notably the United Kingdom), designated the " coalition of the willing". The invasion of Iraq commenced on March 20, 2003 and the Iraqi military was quickly defeated. Kofi Annan, Boutros Boutros-Ghali, as well as leaders of several nations made statements implying that the attack constituted a war crime. The capital, Baghdad, fell on April 9, 2003. On May 1, 2003, President Bush declared the end of major combat operations in Iraq. The initial success of U.S. operations had increased President Bush's popularity, but the U.S. and allied forces faced a growing insurgency led by sectarian groups. As the situation deteriorated, Bush's May 1, 2003 " Mission Accomplished" speech would be criticized as premature. The Bush Administration was also criticized in subsequent months following the report of the Iraq Survey Group, which did not find the large quantities of weapons that the regime was believed to possess. On December 14, 2005, Bush stated that "It is true that much of the intelligence turned out to be wrong." Bush nevertheless continued to assert the war had been worthwhile and confirmed he would have made the same decision if he had known more.
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          Iraqi elections and a referendum to approve a constitution were held in January and December 2005. From 2004 through 2007, the situation in Iraq deteriorated further, with some observers arguing that the country was engaged in a full scale civil war. Bush's policies regarding the war in Iraq met increasing criticism, with demands within the United States to set a timetable to withdraw troops from Iraq. In 2006 a National Intelligence Estimate asserted that the Iraq war had increased Islamic radicalism and worsened the terror threat. The 2006 report of the bipartisan Iraq Study Group led by James Baker, concluded that the situation in Iraq was "grave and deteriorating". While Bush admitted that there were strategic mistakes made in regards to the stability of Iraq, he maintained he would not change the overall Iraq strategy. On January 10, 2007 Bush addressed the U.S. about the situation in Iraq. In his speech he announced the surge of 21,500 more troops for Iraq, as well as a job program for Iraqis, more reconstruction proposals, and US$1.2 billion for these programs. On May 1, 2007, Bush used his veto for only the second time in his presidency, rejecting a congressional bill setting a deadline for the withdrawal of U.S. troops from Iraq.


          


          North Korea


          Bush publicly condemned Kim Jong-Il of North Korea, naming North Korea one of three states in an " axis of evil," and saying that "[t]he United States of America will not permit the world's most dangerous regimes to threaten us with the world's most destructive weapons." Within months, "both countries had walked away from their respective commitments under the U.S.-DPRK Agreed Framework of October 1994." North Korea's October 9, 2006 detonation of a nuclear device further complicated Bush's foreign policy, which centered for both terms of his presidency on "[preventing] the terrorists and regimes who seek chemical, biological or nuclear weapons from threatening the United States and the world." Bush condemned North Korea's claims, reaffirmed his commitment to "a nuclear-free Korean Peninsula," and stated that "transfer of nuclear weapons or material by North Korea to states or non-state entities would be considered a grave threat to the United States," for which North Korea would be held accountable. On May 7, 2007, North Korea agreed to shut down its nuclear reactors immediately pending the release of frozen funds held in a foreign bank account. This was a result of a series of three-way talks initiated by the United States and including China. On September 2, 2007, North Korea agreed to disclose and dismantle all of its nuclear programs by the end of 2007.


          


          Assassination attempt


          On May 10, 2005, while Bush was giving a speech in the Freedom Square in Tbilisi, Georgia, a live hand grenade was thrown by Vladimir Arutinian towards the podium where he and Georgian President Mikhail Saakashvili were seated. It landed in the crowd about 65feet (20m) from the podium after hitting a girl; it did not detonate. Arutinian was arrested in July 2005, confessed, and was convicted and given a life sentence in January 2006.


          


          Midterm dismissal of U.S. attorneys


          During Bush's second term, controversy arose over the Department of Justice's unprecedented midterm dismissal of seven United States Attorneys. The White House maintains the U.S. attorneys were fired due to performance issues. Gonzales would later resign over the issue, along with other senior members of the Justice Department. Although Congressional investigations have focused on whether the Department of Justice and the White House were using the U.S. Attorney positions for political advantage, no official findings have been released.


          On November 29, 2007, Chairman of the Senate Judiciary Committee, Vermont's senior senator, the Democrat Patrick Leahy, stated that there is "significant and uncontroverted evidence that the president had no involvement in these firings." This was a reversal of Leahy's previous demands to know what, if any, role the president played, or knowledge that he had, of the firings.


          


          Criticism and public perception


          


          Domestic perceptions
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          Bush began his presidency with approval ratings near 50 percent; following the September 11, 2001 attacks, Bush gained an approval rating of greater than 85 percent, maintaining 8090 percent approval for four months after the attacks. Since then, his approval ratings and approval of his handling of domestic and foreign policy issues have steadily dropped. Bush has received heavy criticism for his handling of the Iraq War, his response to Hurricane Katrina, and to the Abu Ghraib prisoner abuse, NSA warrantless surveillance of terrorists or individuals suspected of involvement with terrorist groups, Scooter Libby, and Guantanamo Bay detainment camp controversies. Additionally, critics have decried his frequent use of signing statements, contending that they are unconstitutional. The decision of Rep. John Conyers (D-MI) the House Judiciary Chair to hold hearings on Bushs use of  signing statements, has been hailed by the presidents critics as a step towards impeachment.


          In the 2004 elections, 9598 percent of the Republican electorate approved of him. This support waned, however, due mostly to Republicans' growing frustration with Bush on the issues of spending and illegal immigration. Some Republican leaders began criticizing Bush on his policies in Iraq, Iran, and the Palestinian Territories. Bush's approval rating has been below the 50 percent mark in AP-Ipsos polling since December 2004.


          Polls conducted in 2006 showed an average of 37 percent approval ratings for Bush; the lowest for any second term president in this point of term since Harry Truman in March 1951, when his approval rating was 28 percent, which contributed to what Bush called the "thumping" of the GOP in the 2006 mid-term elections. In the average of major polls Bush's approval rating was, as of September 25, 2007, 33.8 percent. In a Newsweek poll of June 21, 2007, Bush received an approval rating of 26 percent, the lowest point of his presidency, and the second lowest of any president in the last thirty five years, second only to Richard Nixon's record low of 23 percent, seven months before he resigned from office.


          Calls for the impeachment of Bush have been made by various groups and individuals, with their reasons usually centering on the NSA warrantless surveillance controversy, the Bush administration's justification for the war in Iraq, and violations of the Geneva Conventions. Opinion polling has shown that about half of Americans would support impeaching Bush if it was found that he had lied about the reasons for the war in Iraq. In a July 2007 poll, a plurality of registered voters favored the House of Representatives beginning impeachment proceedings against Bush. The same poll shows that a plurality of all adults oppose such actions.


          Bush's intellectual capacities have been questioned by the news media, as well as other politicians. Detractors tended to cite the various linguistic errors made by Bush during his public speeches, which are colloquially known as Bushisms.


          Activist and filmmaker Michael Moore released Fahrenheit 9/11 in 2004, making a plethora of accusations against Bush, most notably using public sentiments following 9/11 for political purposes, financial connections between the Bush family and the prominent Saudi Arabian families such as the royal family and the bin Laden family, and lying about the cause for war in Iraq. In 2000 and again in 2004, Time magazine named George W. Bush as its Person of the Year, a title awarded to someone who, "for better or for worse,  has done the most to influence the events of the year." In 2006, Rolling Stone magazine featured an article by historian Sean Wilentz contending Bush is one of the worst presidents in American history.


          On November 14, 2007, President Bush topped the annual Film Threat Frigid 50 list of Hollywood's coldest people. President Bush was cited because of the large number of hostile film and television programs that criticized his presidency, and because of the excess number of documentaries that called his domestic and foreign policy judgments into question. "With all due respect to Hollywood, the mighty W is as much a cinema celebrity as the next despotic tyrant," said Film Threat, adding: "President George W. Bush has been a fixture on the big and small screens for the length of his historically tragic run."


          


          Foreign perceptions
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          Bush has been widely criticized internationally; he was targeted by the global anti-war and anti-globalization campaigns, and criticized for his foreign policy in general. Bush's policies were also the subject of heated criticism in the 2002 elections in Germany and the 2006 elections in Canada. Bush was openly condemned by current and former international leaders such as Gerhard Schrder, Jean Chrtien, Mohammad Khatami, Jos Luis Rodrguez Zapatero, Romano Prodi, Paul Martin, and particularly Hugo Chvez. Later in Bush's presidency, tensions arose between himself and Vladimir Putin, which has led to a cooling of their relationship.


          Bush has been described as having especially close personal relationships with Tony Blair and Vicente Fox, although formal relations are sometimes strained.


          In 2006, a majority of respondents in 18 of 21 countries surveyed around the world were found to hold an unfavorable opinion of Bush. Respondents indicated that they judged his administration as "negative" for world security. A poll conducted in Britain named Bush the second biggest "threat to world peace" after bin Laden, beating North Korean leader Kim Jong-Il. According to a poll taken in November 2006, Finns also believed that Bush was the biggest "threat to world peace" after bin Laden. Kim Jong-Il came in third in the poll and Mahmoud Ahmadinejad and Hassan Nasrallah tied for fourth.


          A March 2007 survey of Arab opinion conducted by Zogby International and the University of Maryland found that George W. Bush is the most disliked leader in the Arab world. More than three times as many respondents registered their dislike for Bush as for the second most unpopular leader, Ariel Sharon. According to a 2006 poll conducted by the Iraq Centre for Research and Strategic studies, a majority of Iraqis believe that the U.S. has lost its global credibility as a result of Bush's foreign policies.


          The Pew Research Centre's 2007 Global Attitudes poll found that out of 47 countries, only respondents from Israel and some sub-Saharan countries expressed "a lot" or "some" confidence in George W. Bush more than 50% of the time. Of European respondents surveyed, Italy and the Czech Republic expressed 30% or greater confidence in Bush.


          During a June 2007 visit to Albania Bush was greeted with a "rockstar reception" as the Albanian people cheered, shook his hands, and kissed his cheeks. A commemorative stamp was issued for the occasion. Albanian prime minister, Sali Berisha commented that Bush "was [the] greatest and most distinguished guest we have ever had in all times." Albania has troops in both Iraq and Afghanistan and the country's government is highly supportive of American foreign policy. Along with the "hero's welcome" a huge image of the President now hangs in the middle of the capital city of Tirana flanked by Albanian and American flags.


          


          Electoral history


          Republican Texas gubernatorial primary, 1994


          
            	George W. Bush - 520,130 (93.32%)


            	Ray Hollis - 37,210 (6.68%)

          


          Texas gubernatorial election, 1994


          
            	George W. Bush (R) - 2,350,994 (53.48%)


            	Ann Richards (D) (inc.) - 2,016,928 (45.88%)


            	Keary Ehlers (Lib.) - 28,320 (0.64%)

          


          Republican Texas gubernatorial primary, 1998


          
            	George W. Bush (inc.) - 576,528 (96.60%)


            	R.C. Crawford - 20,311 (3.40%)

          


          Texas gubernatorial election, 1998


          
            	George W. Bush (R) (inc.) - 2,550,821 (68.24%)


            	Garry Mauro (D) - 1,165,592 (31.18%)


            	Lester Turlington (Lib.) - 20,711 (0.55%)


            	Susan Lee Solar ( write-in) - 954 (0.03%)

          


          United States presidential election, 2000 (Republican primaries):


          
            	George W. Bush - 12,034,676 (62.00%)


            	John McCain - 6,061,332 (31.23%)


            	Alan Keyes - 985,819 (5.08%)


            	Steve Forbes - 171,860 (0.89%)


            	Unpledged - 61,246 (0.32%)


            	Gary Bauer - 60,709 (0.31%)


            	Orrin Hatch - 15,958 (0.08%)


            	Al Gore (write-in) - 1,155 (0.01%)


            	Bill Bradley (write-in) - 1,025 (0.01%)

          


          United States presidential election, 2000


          
            	George W. Bush/ Dick Cheney (R) - 50,460,110 (47.9%) and 271 electoral votes (30 states carried)


            	Al Gore/ Joe Lieberman (D) - 51,003,926 (48.4%) and 266 electoral votes (20 states and D.C. carried)


            	Abstaining - 1 electoral vote ( faithless elector from D.C.)


            	Ralph Nader/ Winona LaDuke (Green) - 2,883,105 (2.7%)


            	Pat Buchanan/ Ezola B. Foster (Reform) - 449,225 (0.4%)


            	Harry Browne/ Art Olivier (Libertarian) - 384,516 (0.4%)


            	Howard Phillips/ Curtis Frazier (Constitution) - 98,022 (0.1%)


            	John Hagelin/ Nat Goldhaber (Natural Law) - 83,702 (0.1%)

          


          United States presidential election, 2004


          
            	George W. Bush/ Dick Cheney (R) (inc.) - 62,040,610 (50.7%) and 286 electoral votes (31 states carried)


            	John Kerry/ John Edwards (D) - 59,028,111 (48.3%) and 251 electoral votes (19 states and D.C. carried)


            	John Edwards (D) - 1 electoral vote ( faithless elector from Minnesota)
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          George Washington ( February 22, 1732  December 14, 1799) was the first President of the United States, (17891797), and led the Continental Army to victory over the Kingdom of Great Britain in the American Revolutionary War (17751783).


          Washington was chosen to be the commander-in-chief of the American revolutionary forces in 1775. The following year, he forced the British out of Boston, lost New York City, and crossed the Delaware River in New Jersey and defeated the surprised enemy units later that year. As a result of his strategy, Revolutionary forces captured the two main British combat armies at Saratoga and Yorktown. Negotiating with Congress, the colonial states, and French allies, he held together a tenuous army and a fragile nation amid the threats of disintegration and failure. Following the end of the war in 1783, Washington retired to his plantation on Mount Vernon, prompting even King George III to name him "the greatest man in the world."


          Dissatisfied with the Articles of Confederation, he presided over the Philadelphia Convention that drafted the United States Constitution in 1787. Washington became President of the United States in 1789 and established many of the customs and usages of the new government's executive department. He sought to create a great nation capable of surviving in a world torn asunder by war between Britain and France. His unilateral Proclamation of Neutrality of 1793 provided a basis for avoiding any involvement in foreign conflicts. He supported plans to build a strong central government by funding the national debt, implementing an effective tax system, and creating a national bank. Washington avoided the temptation of war and began a decade of peace with Britain via the Jay Treaty in 1795; he used his prestige to get it ratified over intense opposition from the Jeffersonians. Although never officially joining the Federalist Party, he supported its programs and was its inspirational leader. Washington's farewell address was a primer on republican virtue and a stern warning against partisanship, sectionalism and involvement in foreign wars.


          Washington is seen as a symbol of the United States and republicanism in practice. His devotion to civic virtue made him an exemplary figure among early American politicians. Washington died in 1799, and in his funeral oration, Henry Lee said that of all Americans, he was "first in war, first in peace, and first in the hearts of his countrymen." Washington has been consistently ranked by scholars as one of the greatest U.S. Presidents.


          


          Early life
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          George Washington was born on February 22, 1732 [ O.S. February 11, 1731] the first son of Augustine Washington and his second wife, Mary Ball Washington, on the family's Pope's Creek Estate near present-day Colonial Beach in Westmoreland County, Virginia. He was educated in the home by his father and older brother.


          In his youth, Washington worked as a surveyor, and acquired what would become invaluable knowledge of the terrain around his native Colony of Virginia. Washington embarked upon a career as a planter and in 1748 was invited to help survey Baron Fairfax's lands west of the Blue Ridge. In 1749, he was appointed to his first public office, surveyor of newly created Culpeper County, and through his half-brother, Lawrence Washington, he became interested in the Ohio Company, which aimed to exploit Western lands. In 1751, George and his half-brother travelled to Barbados, staying at Bush Hill House, hoping for an improvement in Lawrence's tuberculosis. This was the only time George Washington travelled outside what is now the United States. After Lawrence's death in 1752, George inherited part of his estate and took over some of Lawrence's duties as adjutant of the colony.


          Washington was appointed a district adjutant general in the Virginia militia in 1752, which made him Major Washington at the age of 20. He was charged with training the militia in the quarter assigned him. At age 21, in Fredericksburg, Washington became a Master Mason in the organization of Freemasons, a fraternal organization that was a lifelong influence.
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          In December 1753, Washington was asked by Governor Robert Dinwiddie of Virginia to carry a British ultimatum to the French on the Ohio frontier. Washington assessed French military strength and intentions, and delivered the message to the French at Fort Le Boeuf in present day Waterford, Pennsylvania. The message, which went unheeded, called for the French to abandon their development of the Ohio country, setting in motion two colonial powers toward worldwide conflict. Washington's report on the affair was widely read on both sides of the Atlantic.


          


          Boyhood home


          Archaeologists and an excavation team, led by Philip Levy, associate professor of history at the University of South Florida, and David Muraca, director of archeology for the George Washington Foundation, owner of the National Historic Landmark site Ferry Farm, announced on July 2, 2008, the discovery of remains of George's boyhood home just across the Rappahannock River from Fredericksburg, VA, 50 miles south of Washington. Built in the 1740s 113-acre Ferry Farm, the county-level gentry house was a 1 1/2-story residence perched on a bluff. George was 6 when the family moved to the farm in 1738. George inherited the farm and lived in the house until his early 20s, though he also stayed with his half-brother Lawrence at Mount Vernon. Washingtons mother lived in the house until 1772, when she moved to Fredericksburg, and the farm was sold in 1777. As goal, they were set to restore the house.


          


          French and Indian War (Seven Years War)
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          In 1754, Dinwiddie commissioned Washington a lieutenant colonel and ordered him to lead an expedition to Fort Duquesne to drive out the French. With his American Indian allies led by Tanacharison, Washington and his troops ambushed a French scouting party of some 30 men, led by Joseph Coulon de Jumonville. Washington and his troops were overwhelmed at Fort Necessity by a larger and better positioned French and Indian force. The terms of surrender included a statement that Washington had assassinated the scouts and their leader at the Battle of Jumonville Glen. Released by the French, Washington returned to Virginia, where he resigned rather than accept demotion.


          In 1755, Washington was an aide to British General Edward Braddock on the ill-fated Monongahela expedition. This was a major effort to retake the Ohio Country. While Braddock was killed and the expedition ended in disaster, Washington distinguished himself as the Hero of the Monongahela. While Washington's role during the battle has been debated, biographer Joseph Ellis asserts that Washington rode back and forth across the battlefield, rallying the remnant of the British and Virginian forces to a retreat. Subsequent to this action, Washington was given a difficult frontier command in the Virginia mountains, and was rewarded by being promoted to colonel and named commander of all Virginia forces.


          In 1758, Washington participated as a brigadier general in the Forbes expedition that prompted French evacuation of Fort Duquesne, and British establishment of Pittsburgh. Later that year, Washington resigned from active military service and spent the next sixteen years as a Virginia planter and politician.


          


          Between the wars
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          George Washington was introduced to Martha Dandridge Custis, a widow who was living at the White House Plantation on the south shore of the Pamunkey River in New Kent County, Virginia, by friends of Martha when George was on leave from the French and Indian War. George only visited her home twice before proposing marriage to her 3 weeks after they met. George and Martha were each 27 years old when they married on January 6, 1759 at her home, known as The White House, which shares its name with the future presidential mansion. The newlywed couple moved to Mount Vernon, where he took up the tuckahoe life of a genteel planter and political figure. They had a good marriage, and together they raised her two children by her previous marriage to Daniel Parke Custis, John Parke Custis and Martha Parke Custis, affectionately called "Jackie" and "Patsy." George and Martha never had any children together  an earlier bout with smallpox followed by tuberculosis may have left him sterile. Later the Washingtons raised two of Mrs. Washington's grandchildren, Eleanor Parke Custis ("Nelly") and George Washington Parke Custis ("Washy") after their father died in 1781.


          Washington's marriage to a wealthy widow greatly increased his property holdings and social standing. He acquired one-third of the 18,000 acre (73km) Custis estate upon his marriage, and managed the remainder on behalf of Martha's children. He frequently purchased additional land in his own name, and was granted land in what is now West Virginia as a bounty for his service in the French and Indian War. By 1775, Washington had doubled the size of Mount Vernon to 6,500acres (26km), with over 100 slaves. As a respected military hero and large landowner, he held local office and was elected to the Virginia provincial legislature, the House of Burgesses, beginning in 1758, and he served as a justice of Fairfax, and held court in Alexandria, Virginia between 1760 and 1774.


          Washington first took a leading role in the growing colonial resistance in 1769, when he introduced a proposal drafted by his friend George Mason which called for Virginia to boycott imported English goods until the Townshend Acts were repealed. Parliament repealed the Acts in 1770. Washington also took an active interest in helping his fellow citizens. On September 21, 1771 Washington wrote a letter to Neil Jameson on behalf of Jonathan Plowman Jr., a merchant from Baltimore whose ship had been seized for exporting non-permitted items by the Boston Frigate, and requested his help toward recovery of Plowman's ship. Washington regarded the passage of the Intolerable Acts in 1774 as "an Invasion of our Rights and Privileges." In July 1774, he chaired the meeting at which the Fairfax Resolves were adopted, which called for, among other things, the convening of a Continental Congress. In August, he attended the First Virginia Convention, where he was selected as a delegate to the First Continental Congress.


          


          American Revolution
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          After fighting broke out in April 1775, Washington appeared at the Second Continental Congress in military uniform, signaling that he was prepared for war. Washington had the prestige, the military experience, the charisma and military bearing, the reputation of being a strong patriot, and he was supported by the South, especially Virginia. Although he did not explicitly seek the office of commander and even claimed that he was not equal to it, there was no serious competition. Congress created the Continental Army on June 14, 1775; the next day, on the nomination of John Adams of Massachusetts, Washington was appointed Major General and elected by Congress to be Commander-in-chief.


          Washington assumed command of the Continental Army in the field at Cambridge, Massachusetts in July 1775, during the ongoing siege of Boston. Realizing his army's desperate shortage of gunpowder, Washington asked for new sources. British arsenals were raided (including some in the Caribbean) and some manufacturing was attempted; a barely adequate supply (about 2.5 million pounds) was obtained by the end of 1776, mostly from France. Washington reorganized the army during the long standoff, and forced the British to withdraw by putting artillery on Dorchester Heights overlooking the city. The British evacuated Boston and Washington moved his army to New York City.


          Although negative toward the patriots in the Continental Congress, British newspapers routinely praised Washington's personal character and qualities as a military commander. Moreover, both sides of the aisle in Parliament found the American general's courage, endurance, and attentiveness to the welfare of his troops worthy of approbation and examples of the virtues they and most other Britons found wanting in their own commanders. Washington's refusal to become involved in politics buttressed his reputation as a man fully committed to the military mission at hand and above the factional fray.
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          In August 1776, British General William Howe launched a massive naval and land campaign designed to seize New York and offer a negotiated settlement. The Continental Army under Washington engaged the enemy for the first time as an army of the newly-declared independent United States at the Battle of Long Island, the largest battle of the entire war. This and several other British victories sent Washington scrambling out of New York and across New Jersey, leaving the future of the Continental Army in doubt. On the night of December 25, 1776, Washington staged a counterattack, leading the American forces across the Delaware River to capture nearly 1,000 Hessians in Trenton, New Jersey. Washington followed up his victory at Trenton, with another one at Princeton in early January. These winter victories quickly raised the morale of the army, secured Washington's position as Commander, and insprised young men to join the army.


          Washington was defeated at the Battle of Brandywine on September 11, 1777. On September 26, Howe outmaneuvered Washington and marched into Philadelphia unopposed. Washington's army unsuccessfully attacked the British garrison at Germantown in early October. Meanwhile Burgoyne, out of reach from help from Howe, was trapped and forced to surrender his entire army at Saratoga, New York. As a result of this battle, France entered the war as an open ally of the Americans, turning the Revolution into a major world-wide war. Washington's loss of Philadelphia prompted some members of Congress to discuss removing Washington from command. This attempt failed after Washington's supporters rallied behind him.


          Washington's army encamped at Valley Forge in December 1777, where it stayed for the next six months. Over the winter, 2,500 men (out of 10,000) died from disease and exposure. The next spring, however, the army emerged from Valley Forge in good order, thanks in part to a full-scale training program supervised by Baron von Steuben, a veteran of the Prussian general staff. Washington personally led an attack on the British at Monmouth, driving the British frrom the field of combat. The British evacuated Philadelphia in 1778 and returned to New York City. Meanwhile, Washington remained with his army outside New York, and in the summer of 1779, at Washington's direction, General John Sullivan, in retaliation for Iroquois and Tory attacks against American settlements earlier in the war, carried out a decisive scorched earth campaign that destroyed at least forty Iroquois villages throughout what is now upstate New York. He delivered the final blow in 1781, after a French naval victory allowed American and French forces to trap a British army in Virginia. The surrender at Yorktown on October 17, 1781 marked the end of most fighting. Though known for his successes in the war and of his life that followed, Washington suffered many defeats before achieving victory.
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          In March 1783, Washington used his influence to disperse a group of Army officers who had threatened to confront Congress regarding their back pay. The Treaty of Paris (signed that September) recognized the independence of the United States. Washington disbanded his army and, on November 2, gave an eloquent farewell address to his soldiers. On November 25, the British evacuated New York City, and Washington and the governor took possession. At Fraunces Tavern on December 4, Washington formally bade his officers farewell and on December 23, 1783, he resigned his commission as commander-in-chief, emulating the Roman general Cincinnatus, an exemplar of the republican ideal of citizen leadership who rejected power. During this period, the United States was governed under the Articles of Confederation without a President, the forerunner to the Constitution.


          Washington's retirement to Mount Vernon was short-lived. He made an exploratory trip to the western frontier in 1784, was persuaded to attend the Constitutional Convention in Philadelphia in the summer of 1787, and was unanimously elected president of the Convention. He participated little in the debates involved (though he did vote for or against the various articles), but his high prestige maintained collegiality and kept the delegates at their labors. The delegates designed the presidency with Washington in mind, and allowed him to define the office once elected. After the Convention, his support convinced many, including the Virginia legislature, to vote for ratification; the new Constitution was ratified by all 13 states.


          


          Presidency: 17891797


          
            
              	The Washington Cabinet
            


            
              	Office

              	Name

              	Term
            


            
              	
            


            
              	President

              	George Washington

              	17891797
            


            
              	Vice President

              	John Adams

              	17891797
            


            
              	
            


            
              	Secretary of State

              	Thomas Jefferson

              	17901793
            


            
              	Edmund Randolph

              	17941795
            


            
              	Timothy Pickering

              	17951797
            


            
              	
            


            
              	Secretary of Treasury

              	Alexander Hamilton

              	17891795
            


            
              	Oliver Wolcott, Jr.

              	17951797
            


            
              	
            


            
              	Secretary of War

              	Henry Knox

              	17891794
            


            
              	Timothy Pickering

              	17951795
            


            
              	James McHenry

              	17961797
            


            
              	
            


            
              	Attorney General

              	Edmund Randolph

              	17891794
            


            
              	William Bradford

              	17941795
            


            
              	Charles Lee

              	17951797
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          The Electoral College elected Washington unanimously in 1789, and again in the 1792 election; he remains the only president to receive 100% of electoral votes. John Adams was elected vice president. Washington took the oath of office as the first President under the Constitution for the United States of America on April 30, 1789 at Federal Hall in New York City although, at first, he had not wanted the position.


          The 1st United States Congress voted to pay Washington a salary of $25,000 a yeara large sum in 1789. Washington, already wealthy, declined the salary, since he valued his image as a selfless public servant. At the urging of Congress, however, he ultimately accepted the payment.


          Washington attended carefully to the pomp and ceremony of office, making sure that the titles and trappings were suitably republican and never emulated European royal courts. To that end, he preferred the title "Mr. President" to the more majestic names suggested.


          Washington proved an able administrator. An excellent delegator and judge of talent and character, he held regular cabinet meetings to debate issues before making a final decision. In handling routine tasks, he was "systematic, orderly, energetic, solicitous of the opinion of others but decisive, intent upon general goals and the consistency of particular actions with them."


          Washington reluctantly served a second term as president. He refused to run for a third, establishing the customary policy of a maximum of two terms for a president which later became law by the 22nd Amendment to the Constitution.


          


          Domestic issues


          
            
              	States admitted to Union
            


            
              	North Carolina  November 21, 1789 12th state
            


            
              	Rhode Island  May 29, 1790 13th state
            


            
              	Vermont  May 4, 1791 14th state
            


            
              	Kentucky  June 1, 1792 15th state
            


            
              	Tennessee  June 1, 1796 16th state
            

          


          Washington was not a member of any political party, and hoped that they would not be formed out of fear of the conflict and stagnation they could cause governance. His closest advisors, however, formed two factions, setting the framework for the future First Party System. Secretary of Treasury Alexander Hamilton had bold plans to establish the national credit and build a financially powerful nation, and formed the basis of the Federalist Party. Secretary of State Thomas Jefferson, founder of the Jeffersonian Republicans, strenuously opposed Hamilton's agenda, but Washington favored Hamilton over Jefferson.


          In 1791, Congress imposed an excise on distilled spirits, which led to protests in frontier districts, especially Pennsylvania. By 1794, after Washington ordered the protesters to appear in U.S. district court, the protests turned into full-scale riots known as the Whiskey Rebellion. The federal army was too small to be used, so Washington invoked the Militia Act of 1792 to summon the militias of Pennsylvania, Virginia and several other states. The governors sent the troops and Washington took command, marching into the rebellious districts. There was no fighting, but Washington's forceful action proved the new government could protect itself. It also was one of only two times that a sitting President would personally command the military in the field. These events marked the first time under the new constitution that the federal government used strong military force to exert authority over the states and citizens.


          


          Foreign affairs
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          In 1793, the revolutionary government of France sent diplomat Edmond-Charles Gent, called "Citizen Gent," to America. Gent issued letters of marque and reprisal to American ships so they could capture British merchant ships. He attempted to turn popular sentiment towards American involvement in the French war against Britain by creating a network of Democratic-Republican Societies in major cities. Washington rejected this interference in domestic affairs, demanded the French government recall Gent, and denounced his societies.


          To normalize trade relations with Britain, remove them from western forts, and resolve financial debts left over from the Revolution, Hamilton and Washington designed the Jay Treaty. It was negotiated by John Jay, and signed on November 19, 1794. The Jeffersonians supported France and strongly attacked the treaty. Washington and Hamilton, however, mobilized public opinion and won ratification by the Senate by emphasizing Washington's support. The British agreed to depart their forts around the Great Lakes, the Canadian-U.S. boundary was adjusted, numerous pre-Revolutionary debts were liquidated, and the British opened their West Indies colonies to American trade. Most importantly, the treaty avoided war with Britain and instead brought a decade of prosperous trade with Britain. It angered the French and became a central issue in political debates.


          


          Supreme Court appointments


          George Washington appointed the following Justices to the Supreme Court:


          
            	John Jay ( Chief Justice)  1789


            	William Cushing ( Associate Justice)  1789


            	John Rutledge (Associate Justice)  1789


            	James Wilson  1789


            	John Blair  1789


            	James Iredell  1790


            	Thomas Johnson  1792


            	William Paterson  1793


            	John Rutledge (Chief Justice)  1795


            	William Cushing (Chief Justice, disputed)  1796


            	Samuel Chase  1796


            	Oliver Ellsworth (Chief Justice)  1796

          


          


          Farewell Address
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          Washington's Farewell Address (issued as a public letter in 1796) was one of the most influential statements of American political values. Drafted primarily by Washington himself, with help from Hamilton, it gives advice on the necessity and importance of national union, the value of the Constitution and the rule of law, the evils of political parties, and the proper virtues of a republican people. While he declined suggested versions that would have included statements that there could be no morality without religion, he called morality "a necessary spring of popular government". He said, "Whatever may be conceded to the influence of refined education on minds of peculiar structure, reason and experience both forbid us to expect that national morality can prevail in exclusion of religious principle."


          Washington's public political address warned against foreign influence in domestic affairs and American meddling in European affairs. He warned against bitter partisanship in domestic politics and called for men to move beyond partisanship and serve the common good. He called for an America wholly free of foreign attachments, saying the United States must concentrate primarily on American interests. He counseled friendship and commerce with all nations, but warned against involvement in European wars and entering into long-term "entangling" alliances. The address quickly set American values regarding religion and foreign affairs.


          


          Retirement and death


          After retiring from the presidency in March 1797, Washington returned to Mount Vernon with a profound sense of relief. He devoted much time to farming and, in that year, constructed (or oversaw the construction of) a 2,250 square foot (75-by-30feet, 200m) distillery, which was one of the largest in the new republic, housing five copper stills, a boiler and 50 mash tubs, at the site of one of his unprofitable farms. At its peak, two years later, the distillery produced 11,000gallons of corn and rye whiskey worth $7,500, and fruit brandy.


          On July 13, 1798, Washington was appointed by President John Adams to be Lieutenant General and Commander-in-chief of all armies raised or to be raised for service in a prospective war with France. He served as the senior officer of the United States Army between July 13, 1798 and December 14, 1799. He participated in the planning for a Provisional Army to meet any emergency that might arise, but did not take the field.
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          On December 12, 1799, Washington spent several hours inspecting his farms on horseback, in snow and later hail and freezing rain. He sat down to dine that evening without changing his wet clothes. The next morning, he awoke with a bad cold, fever and a throat infection called quinsy that turned into acute laryngitis and pneumonia. Washington died on the evening of December 14, 1799, at his home aged 67, while attended by Dr. James Craik, one of his closest friends, and Tobias Lear V, Washington's personal secretary. Lear would record the account in his journal, writing that Washington's last words were Tis well.


          Modern doctors believe that Washington died largely because of his treatment, which included calomel and bloodletting, resulting in a combination of shock from the loss of five pints of blood, as well as asphyxia and dehydration. Washington's remains were buried at Mount Vernon. To protect their privacy, Martha Washington burned the correspondence between her husband and herself following his death. Only three letters between the couple have survived.


          Following his death, the British Navy lowered their flags at half mast, the American army wore black armbands for 6 months and Napoleon ordered 10 days of mourning throughout France.


          During the United States Bicentennial year, George Washington was posthumously appointed to the grade of General of the Armies of The United States by the congressional joint resolution Public Law 94-479 of January 19, 1976, approved by President Gerald R. Ford on October 11, 1976, and formalized in Department of the Army Order Number 31-3 of March 13, 1978 with an effective appointment date of July 4, 1976. This restored Washington's position as the highest ranking military officer in U.S. history, which had been undone when General John J. Pershing was made General of the Armies at the end of World War I.


          


          Legacy
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          Congressman Henry Lee, a Revolutionary War comrade and father of the Civil War general Robert E. Lee, famously eulogized Washington as:


          
            	First in war, first in peace, and first in the hearts of his countrymen, he was second to none in humble and enduring scenes of private life. Pious, just, humane, temperate, and sincere; uniform, dignified, and commanding; his example was as edifying to all around him as were the effects of that example lastingCorrect throughout, vice shuddered in his presence and virtue always felt his fostering hand. The purity of his private character gave effulgence to his public virtuesSuch was the man for whom our nation mourns.

          


          Lee's words set the standard by which Washington's overwhelming reputation was impressed upon the American memory. Washington set many precedents for the national government and the presidency in particular.


          As early as 1778, Washington was lauded as the " Father of His Country."


          He was upheld as a shining example in schoolbooks and lessons: as courageous and farsighted, holding the Continental Army together through eight hard years of war and numerous privations, sometimes by sheer force of will; and as restrained: at war's end taking affront at the notion he should be King; and after two terms as President, stepping aside.


          Washington manifested himself as the exemplar of republican virtue in America. More than any American he was extolled for his great personal integrity, and a deeply held sense of duty, honour and patriotism. He is often seen more as a character model than war hero or founding father. One of Washington's greatest achievements, in terms of republican values, was refraining from taking more power than was due. He was conscientious of maintaining a good reputation by avoiding political intrigue. He rejected nepotism or cronyism. Jefferson observed, "The moderation and virtue of a single character probably prevented this Revolution from being closed, as most others have been, by a subversion of that liberty it was intended to establish."


          


          Monuments and memorials
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          Today, Washington's face and image are often used as national symbols of the United States, along with the icons such as the flag and great seal. Perhaps the most prominent commemoration of his legacy is the use of his image on the one-dollar bill and the quarter-dollar coin. Washington, together with Theodore Roosevelt, Thomas Jefferson, and Abraham Lincoln, is depicted in stone at the Mount Rushmore Memorial. The Washington Monument, one of the most well-known American landmarks, was built in his honour. The George Washington Masonic National Memorial in Alexandria, Virginia, constructed entirely with voluntary contributions from members of the Masonic Fraternity, was also built in his honour.


          Many things have been named in honour of Washington. Washington's name became that of the nation's capital, Washington, D.C., and the State of Washington, the only state to be named after an American ( Maryland, the Virginias, the Carolinas and Georgia are named in honour of British monarchs). George Washington University and Washington University in St. Louis were named for him, as was Washington and Lee University (once Washington Academy), which was renamed due to Washingtons large endowment in 1796. Countless American cities and towns feature a Washington Street among their thoroughfares.


          The Confederate Seal prominently featured George Washington on horseback, in the same position as a statue of him in Richmond, Virginia.


          


          Washington and slavery


          For most of his life, Washington operated his plantations as a typical Virginia slave owner. In the 1760s, he dropped tobacco (which was prestigious but unprofitable) and shifted to hemp and wheat growing and diversified into milling flour, weaving cloth, and distilling brandy. By the time of his death, there were 317 slaves at Mount Vernon.


          Before the American Revolution, Washington expressed no moral reservations about slavery, but by 1778 he did not want to break up slave families and stopped selling slaves without their consent.


          Since maintaining a large (and increasingly elderly) slave population was not economically profitable, Washington wrote to his manager at Mount Vernon that he wished to sell his slaves and "to get quit of negroes" while he was at war in 1778. Washington could not legally sell "dower slaves" (those that belonged to his wife) however, and because these slaves had long intermarried with his own slaves, he could not sell his slaves without breaking up families.


          Washington was the only prominent, slaveholding Founding Father who succeeded at emancipating his slaves. He did not free his slaves in his lifetime, however, but instead included a provision in his will to free his slaves upon the death of his wife. Not all the slaves at his estate at Mt. Vernon were owned by him; his wife Martha owned a large number of slaves and Washington did not feel that he could unilaterally free slaves that came to Mt. Vernon from his wife's estate. His actions were influenced by his close relationship with the Marquis de La Fayette. Martha Washington would free slaves to which she had title late in her own life. He did not speak out publicly against slavery, argues historian Dorothy Twohig, because he did not wish to risk splitting apart the young republic over what was already a sensitive and divisive issue.


          


          Religious beliefs


          Washington was baptized into the Church of England. In 1765, when the Church of England was still the state religion, he served on the vestry (lay council) for his local church. Throughout his life, he spoke of the value of righteousness, and of seeking and offering thanks for the "blessings of Heaven."


          In a letter to George Mason in 1785, Washington wrote that he was not among those alarmed by a bill "making people pay towards the support of that [religion] which they profess," but felt that it was "impolitic" to pass such a measure, and wished it had never been proposed, believing that it would disturb public tranquility.


          His adopted daughter, Nelly Custis Lewis, stated: "I have heard her [Nelly's mother, Eleanor Calvert Custis, who resided in Mount Vernon for two years] say that General Washington always received the sacrament with my grandmother [Martha Washington] before the revolution." After the revolution, Washington frequently accompanied his wife to Christian church services; however, there is no record of his ever taking communion, and he would regularly leave services before communionwith the other non-communicants (as was the custom of the day), until he ceased attending at all on communion Sundays. Prior to communion, believers are admonished to take stock of their spiritual lives and not to participate in the ceremony unless he finds himself in the will of God. Historians and biographers continue to debate the degree to which he can be counted as a Christian, and the degree to which he was a deist.


          He was an early supporter of religious toleration and freedom of religion. In 1775, he ordered that his troops not show anti-Catholic sentiments by burning the pope in effigy on Guy Fawkes Night. When hiring workmen for Mount Vernon, he wrote to his agent, "If they be good workmen, they may be from Asia, Africa, or Europe; they may be Mohammedans, Jews, or Christians of any sect, or they may be Atheists." In 1790, he wrote a response to a letter from the Touro Synagogue, in which he said that as long as people remain good citizens, their faith does not matter. This was a relief to the Jewish community of the United States, since the Jews had been either expelled from or prejudiced against in many European countries. (The United States Bill of Rights was in the process of being ratified at the time.)


          


          Personal life
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          In addition to Martha's biological family noted above, George Washington had a close relationship with his nephew and heir Bushrod Washington, son of George's younger brother John Augustine Washington, who became an Associate Justice on the Supreme Court after George's death.


          As a young man, Washington had red hair. A popular myth is that he wore a wig, as was the fashion among some at the time. Washington did not wear a wig; instead he powdered his hair, as represented in several portraits, including the well-known unfinished Gilbert Stuart depiction.


          Washington suffered from problems with his teeth throughout his life. He lost his first tooth when he was twenty-two and had only one left by the time he became President. According to John Adams, he lost them because he used them to crack Brazil nuts, although modern historians suggest it was probably the mercury oxide he was given to treat illnesses such as smallpox and malaria. He had several sets of false teeth made, four of them by a dentist named John Greenwood. Contrary to popular belief, none of the sets were made from wood. The set made when he became President was carved from hippopotamus and elephant ivory, held together with gold springs. The hippo ivory was used for the plate, into which real human teeth and also bits of horses and donkeys teeth were inserted. Dental problems left Washington in constant discomfort, for which he took laudanum, and this distress may be apparent in many of the portraits painted while he was still in office, including the one still used on the $1 bill.


          One of the most enduring myths about George Washington involves him as a young boy chopping down his father's cherry tree and, when asked about it, using the famous line "I cannot tell a lie, I did it with my little hatchet." In fact, there is no evidence that this ever occurred. It, along with the story of Washington throwing a silver dollar across the Potomac River, was part of a book of stories authored by Mason Weems that made Washington somewhat of a legendary figure.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/George_Washington"
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              	Motto: ძალა ერთობაშია

              "Strength is in Unity"
            


            
              	Anthem:" თავისუფლება"

              "Freedom"
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              	Capital

              (and largest city)

              	Tbilisi

            


            
              	Official languages

              	Georgian1
            


            
              	Demonym

              	Georgian
            


            
              	Government

              	Unitary semi-presidential republic
            


            
              	-

              	President of Georgia

              	Mikheil Saakashvili
            


            
              	-

              	Prime Minister

              	Lado Gurgenidze
            


            
              	Consolidation
            


            
              	-

              	Kingdom of Georgia

              	1008
            


            
              	-

              	Democratic Republic of Georgia

              	May 26, 1918
            


            
              	-

              	Georgian Soviet Socialist Republic

              	February 25, 1921
            


            
              	-

              	Independence from the Soviet Union

              Declared

              Finalized

              	

              

              April 9, 1991

              December 25, 1991
            


            
              	Area
            


            
              	-

              	Total

              	69,700km( 121st)

              26,916 sqmi
            


            
              	Population
            


            
              	-

              	2008estimate

              	4,630,8412( 115th)
            


            
              	-

              	Density

              	66/km( 132)

              172/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$20.67 billion( 117th)
            


            
              	-

              	Per capita

              	$4,400( 112th)
            


            
              	HDI(2007)

              	▲ 0.755(medium)( 95th)
            


            
              	Currency

              	Lari (ლ) ( GEL)
            


            
              	Time zone

              	UTC ( UTC+4)
            


            
              	Internet TLD

              	.ge
            


            
              	Calling code

              	+995
            


            
              	1

              	Also Abkhaz within the Autonomous Republic of Abkhazia.
            


            
              	2

              	From CIA World Factbook. Population figure excludes those parts of Abkhazia and South Ossetia that are not controlled by the Government of Georgia.
            

          


          Georgia ( Georgian: საქართველო, transliterated as Sakartvelo) is a Eurasian country, chiefly located in the South Caucasus, at the juncture of Eastern Europe and Western Asia. Georgia borders four countries: Turkey to the southwest, Russia to the north, Armenia to the south, and Azerbaijan to the east. In addition, there is a western coastline on the Black Sea. Georgias population is over 4.3 million, nearly 84% of which are ethnic Georgians (2002).


          Ancient Georgia was the site of the kingdoms of Colchis and Iberia. The latter, one of the first countries in the world to adopt Christianity as an official religion early in the 4th century, subsequently provided a nucleus around which the medieval Kingdom of Georgia was formed in the 11th century. After a period of political, economic and cultural flourishing, this kingdom went in decline in the 13th century and eventually fragmented into several kingdoms and principalities in the 16th century. The three subsequent centuries of Ottoman and Persian hegemony over these entities were followed by a piecemeal absorption into the Russian Empire in the course of the 19th century. After the Russian Revolution of 1917, Georgia had a brief period of independence as a Democratic Republic (1918-1921), which was terminated by the Red Army invasion of Georgia. Georgia became part of the Soviet Union in 1922 and regained its independence in 1991. Early post-Soviet years was marked by a civil unrest and economic crisis. Georgia began to gradually stabilize in 1995, and achieved more effective functioning of state institutions following a bloodless change of power in the so-called Rose Revolution of 2003. However, Georgia continues to suffer from the unresolved secessionist conflicts in Abkhazia and South Ossetia. The relations with Russia remain tense over these issues as well as Georgias aspiration of NATO membership.


          Georgia is a representative democracy, organized as a secular, unitary, semi-presidential republic. It is currently a member of the United Nations, the Council of Europe, the Commonwealth of Independent States, the World Trade Organization, the Organization of the Black Sea Economic Cooperation, and GUAM. The country seeks to join NATO and, in the longer term, accession to the European Union.


          


          Etymology
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          Georgians call themselves Kartvelebi (ქართველები), their land Sakartvelo (საქართველო), and their language Kartuli (ქართული). According to legend, the ancestor of the Kartvelian people was Kartlos, the great grandson of the Biblical Japheth. Ancient Greeks ( Strabo, Herodotus, Plutarch, Homer, etc.) and Romans ( Titus Livius, Cornelius Tacitus, etc.) referred to early eastern Georgians as Iberians (Iberoi in some Greek sources) and western Georgians as Colchians.


          The origin of the name Georgia is still disputed and has been explained in the following ways:


          1. Linking it semantically to Greek and Latin roots (respectively,  "tiller of the land" and georgicus "agricultural")

          2. Its derivation from the name of St. George. At least, popularity of the cult of Saint George in Georgia influenced the spread of the term.

          3. Under various Persian empires (536 BC-AD 638), Georgians were called Gurjhān (Gurzhan/Gurjan), or "Gurj/Gurzh people." The early Islamic/Arabic sources spelled the name Kurz/Gurz and the country Gurjistan (see Baladhuri, Tabari, Jayhani, Istakhri, Ibn Hawqal, etc.). This also could evolve or at least contribute to the later name of Georgia.


          The terms Georgia and Georgians appeared in Western Europe in numerous medieval annals including that of Crusaders and later in the official documents and letters of the Florentine deMedici family. Jacques de Vitry and English traveler, Sir John Mandeville, stated that Georgians are called Georgian because they especially revere and worship Saint George. Notably, the country recently adopted the five-cross flag, featuring the Saint George's Cross; it has been argued that the flag was used in Georgia since the 5th century.


          


          History


          The territory of modern-day Georgia has been continuously inhabited since the early Stone Age. The classic period saw the rise of the early Georgian states of Colchis and Iberia. The proto-Georgian tribes first appear in written history in the 12th century BC. Archaeological finds and references in ancient sources reveal elements of early political and state formations characterized by advanced metallurgy and goldsmith techniques that date back to the 7th century BC and beyond. In the 4th century BC a unified kingdom of Georgia - an early example of advanced state organization under one king and the hierarchy of aristocracy, was established.
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          Christianity was declared the state religion as early as AD 337 proving a great stimulus to literature, arts and the unification of the country. As a crossroad between Christian and Islamic traditions, Georgia experienced the dynamic exchange between these two worlds which culminated in a true renaissance around 12-13th centuries AD.


          This early Georgian renaissance, which preceded its European analogue, was characterized by the flourishing of romantic- chivalric tradition, breakthroughs in philosophy, and an array of political innovations in society and state organization, including religious and ethnic tolerance. The Golden age of Georgia left a legacy of great cathedrals, romantic poetry and literature, and the epic poem " The Knight in the Panther's Skin". This Golden Age was interrupted at its peak by the Mongol Invasion in the 13th century AD. Throughout the next six centuries, Georgia experienced repeated invasions by Persians and Turks, resulting in the disintegration of the state into several small kingdoms. Under this climate of insecurity, in 1783 Georgia signed the Treaty of Georgievsk with the Russian Empire, placing the eastern Georgian kingdom of Kartli-Kakheti under the Russian patronage. Despite Russia's commitment to defend Georgia, it rendered no assistance when the Turks invaded in 1785 and again in 1795. This period culminated in the 1801 Russian annexation of remaining Georgian lands and the deposing of the Bagrationi dynasty.


          A few decades later, Georgian society produced a modernist nationalistic elite which united Georgian society around the dream of the restoration of their once glorious state. In 1918, this dream was fulfilled as the Democratic Republic of Georgia was established. The republic was short-lived, as in 1921 Georgia was invaded and occupied by Bolsheviks eventually being incorporated into the Soviet Union in 1922. After the collapse of the Soviet Union, Georgia declared its independence in 1991, soon to be embroiled in a civil war and subsequent severe economic hardships.The bloodless Rose Revolution of 2003 installed a new, pro- Western reformist government that aspired to join NATO and attempted to bring the secessionist territories (Abkhazia and South Ossetia lost in the civil war and de facto independent ever since) back under Georgia's control. These efforts resulted in severe deterioration of relations with Russia, fuelled also by Russia's open assistance and support to the two secessionists areas. Russian military bases (dating back to Soviet era) in Georgia were evacuated, with the last remaining base in Batumi handed over to Georgia in 2007.


          


          Georgia in antiquity
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          The two early Georgian kingdoms of late antiquity, known to ancient Greeks and Romans as Iberia ( Georgian: იბერია) (in the east of the country) and Colchis ( Georgian: კოლხეთი) (in the west), were among the first nations in the region to adopt Christianity (in AD 337, or in AD 319 as recent research suggests.).


          In Greek Mythology, Colchis was the location of the Golden Fleece sought by Jason and the Argonauts in Apollonius Rhodius' epic tale Argonautica. The incorporation of the Golden Fleece into the myth may have derived from the local practice of using fleeces to sift gold dust from rivers.In the last centuries of the pre-Christian era, the area, in the form of the kingdom of Kartli-Iberia, was strongly influenced by Greece to the west and Persia to the east. After the Roman Empire completed its conquest of the Caucasus region in 66 B.C., the kingdom was a Roman client state and ally for nearly 400 years. In AD 330, King Marian III's acceptance of Christianity ultimately tied the kingdom to the neighboring Byzantine Empire, which exerted a strong cultural influence for several centuries.
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          Known to its natives as Egrisi or Lazica, Colchis was often the battlefield and buffer-zone between the rival powers of Persia and Byzantine Empire, with the control of the region shifting hands back and forth several times. The early kingdoms disintegrated into various feudal regions by the early Middle Ages. This made it easy for Arabs to conquer Georgia in the 7th century. The rebellious regions were liberated and united into a unified Georgian Kingdom at the beginning of the 11th century. Starting in the 12th century AD, the rule of Georgia extended over a significant part of the Southern Caucasus, including the northeastern parts and almost the entire northern coast of what is now Turkey.


          Although Arabs captured the capital city of Tbilisi in AD 645, Kartli-Iberia retained considerable independence under local Arab rulers. In AD 813, the prince Ashot I also known as Ashot Kurapalat became the first of the Bagrationi family to rule the kingdom: Ashot's reign began a period of nearly 1,000 years during which the Bagrationi, as the house was known, ruled at least part of what is now the republic.


          Western and eastern Georgia were united under Bagrat V (r. 1027-72). In the next century, David IV (called the Builder, r. 1099-1125) initiated the Georgian golden age by driving the Turks from the country and expanding Georgian cultural and political influence southward into Armenia and eastward to the Caspian Sea.
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          Medieval Georgia


          The Georgian Kingdom reached its zenith in the 12th to early 13th centuries. This period has been widely termed as Georgia's Golden Age or Georgian Renaissance during the reign of David the Builder and Queen Tamar. The revival of the Georgian Kingdom was short-lived however, in 1226 Tblisi was captured by Mingburnu and the Kingdom was eventually subjugated by the Mongols in 1236. Thereafter, different local rulers fought for their independence from central Georgian rule, until the total disintegration of the Kingdom in the 15th century. Neighbouring kingdoms exploited the situation and from the 16th century, the Persian Empire and the Ottoman Empire subjugated the eastern and western regions of Georgia, respectively.


          The rulers of regions which remained partly autonomous organized rebellions on various occasions. Subsequent Persian and Ottoman invasions further weakened local kingdoms and regions. As a result of wars the population of Georgia was reduced to 250,000 inhabitants at one point.


          


          Within the Russian Empire
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          In 1783, Russia and the eastern Georgian kingdom of Kartli-Kakheti signed the Treaty of Georgievsk, according to which Kartli-Kakheti received protection by Russia. This, however, did not prevent Tbilisi from being sacked by the Persians in 1795.


          On December 22, 1800, Tsar Paul I of Russia, at the alleged request of the Georgian King George XII, signed the proclamation on the incorporation of Georgia (Kartli-Kakheti) within the Russian Empire, which was finalized by a decree on January 8, 1801, and confirmed by Tsar Alexander I on September 12, 1801. The Georgian envoy in Saint Petersburg reacted with a note of protest that was presented to the Russian vice-chancellor Prince Kurakin. In May 1801, Russian General Carl Heinrich Knorring dethroned the Georgian heir to the throne David Batonishvili and instituted a government headed by General Ivan Petrovich Lasarev.


          The Georgian nobility did not accept the decree until April 1802 when General Knorring compassed the nobility in Tbilisi's Sioni Cathedral and forced them to take an oath on the Imperial Crown of Russia. Those who disagreed were arrested temporarily.


          In the summer of 1805, Russian troops on the Askerani River near Zagam defeated the Persian army and saved Tbilisi from conquest.


          
            [image: Democratic Republic of Georgia, 1918-1921]

            
              Democratic Republic of Georgia, 1918-1921
            

          


          In 1810, after a brief war, the western Georgian kingdom of Imereti was annexed by Tsar Alexander I of Russia. The last Imeretian king and the last Georgian Bagrationi ruler Solomon II died in exile in 1815. From 1803 to 1878, as a result of numerous Russian wars against Turkey and Iran, several territories were annexed to Georgia. These areas ( Batumi, Akhaltsikhe, Poti, and Abkhazia) now represent a large part of the territory of Georgia. The principality of Guria was abolished in 1828, and that of Samegrelo (Mingrelia) in 1857. The region of Svaneti was gradually annexed in 185759.


          


          Brief independence period and Soviet era


          
            [image: Declaration of independence by the Georgian parliament, 1918]

            
              Declaration of independence by the Georgian parliament, 1918
            

          


          After the Russian Revolution of 1917, Georgia declared independence on May 26, 1918 in the midst of the Russian Civil War. The parliamentary election was won by the Georgian Social-Democratic Party, considered to be pro- Mensheviks, and its leader, Noe Zhordania, became prime minister. In 1918 a GeorgianArmenian war erupted over parts of Georgian provinces populated mostly by Armenians which ended due to British intervention. In 191819 Georgian general Giorgi Mazniashvili led a Georgian attack against the White Army led by Moiseev and Denikin in order to claim the Black Sea coastline from Tuapse to Sochi and Adler for independent Georgia. The country's independence did not last long, however. Georgia was under British protection from 1918-1920.


          
            [image: Prince Kakutsa Cholokashvili leader of the anti-Bolshevik uprising in August of 1924, venerated as national hero of Georgia]

            
              Prince Kakutsa Cholokashvili leader of the anti-Bolshevik uprising in August of 1924, venerated as national hero of Georgia
            

          


          In February 1921 Georgia was attacked by the Red Army. The Georgian army was defeated and the Social-Democrat government fled the country. On February 25, 1921 the Red Army entered capital Tbilisi and installed a puppet communist government led by Georgian Bolshevik Filipp Makharadze. Nevertheless the Soviet rule was firmly established only after the 1924 revolt was brutally suppressed. Georgia was incorporated into the Transcaucasian SFSR uniting Georgia, Armenia and Azerbaijan. The TSFSR was disaggregated into its component elements in 1936 and Georgia became the Georgian SSR.


          The Georgian-born communist radical Ioseb Jughashvili, better known by his nom de guerre Stalin (from the Russian word for steel: сталь) was prominent among the Russian Bolsheviks, who came to power in the Russian Empire after the October Revolution in 1917. Stalin was to rise to the highest position of the Soviet state.


          From 1941 to 1945, during World War II, almost 700,000 Georgians fought as Red Army soldiers against Nazi Germany. (A number also fought with the German army). About 350,000 Georgians died in the battlefields of the Eastern Front. As during this period the Chechen, Ingush, Karachay and the Balkarian peoples from the Northern Caucasus, were deported to Siberia for alleged collaboration with the Nazis and their respective autonomous republics were abolished, the Georgian SSR was briefly granted some of their territory, until 1957.


          The Dissidential movement for restoration of Georgian statehood started to gain popularity in the 1960s. Among the Georgian dissidents, two of the most prominent activists were Merab Kostava and Zviad Gamsakhurdia. Dissidents were heavily persecuted by Soviet government and their activities were harshly suppressed.


          


          Post-Soviet independence
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          On April 9, 1989, a peaceful demonstration in the Georgian capital Tbilisi ended in a massacre in which several people were killed by Soviet troops. Before the October 1990 elections to the national assembly, the Umaghlesi Sabcho (Supreme Council)  the first polls in the USSR held on a formal multi-party basis  the political landscape was reshaped again. While the more radical groups boycotted the elections and convened an alternative forum (National Congress), another part of the anticommunist opposition united into the Round TableFree Georgia (RT-FG) around the former dissidents like Merab Kostava and Zviad Gamsakhurdia. The latter won the elections by a clear margin, with 155 out of 250 parliamentary seats, whereas the ruling Communist Party (CP) received only 64 seats. All other parties failed to get over the 5%-threshold and were thus allotted only some single-member constituency seats.


          On April 9, 1991, shortly before the collapse of the USSR, Georgia declared independence. On May 26, 1991, Zviad Gamsakhurdia was elected as a first President of independent Georgia. However, he was soon deposed in a bloody coup d'tat, from December 22, 1991 to January 6, 1992. The coup was instigated by part of the National Guards and a paramilitary organization called " Mkhedrioni". The country became embroiled in a bitter civil war which lasted almost until 1995. Eduard Shevardnadze returned to Georgia in 1992 and joined the leaders of the coup  Kitovani and Ioseliani  to head a triumvirate called the "State Council".


          In 1995, Shevardnadze was officially elected as a president of Georgia. At the same time, two regions of Georgia, Abkhazia and South Ossetia, quickly became embroiled in disputes with local separatists that led to widespread inter-ethnic violence and wars. Supported by Russia, Abkhazia and South Ossetia achieved de facto independence from Georgia. More than 250,000 Georgians were ethnically cleansed from Abkhazia by Abkhaz separatists and North Caucasians volunteers, (including Chechens) in 1992-1993. More than 25,000 Georgians were expelled from Tskhinvali as well, and many Ossetian families were forced to abandon their homes in the Borjomi region and move to Russia.


          In 2003, Shevardnadze (who won reelection in 2000) was deposed by the Rose Revolution, after Georgian opposition and international monitors asserted that the November 2 parliamentary elections were marred by fraud. The revolution was led by Mikheil Saakashvili, Zurab Zhvania and Nino Burjanadze, former members and leaders of Shavarnadze's ruling party. Mikheil Saakashvili was elected as President of Georgia in 2004.


          Following the Rose Revolution, a series of reforms was launched to strengthen the country's military and economic capabilities. The new government's efforts to reassert the Georgian authority in the southwestern autonomous republic of Ajaria led to a major crisis early in 2004. Success in Ajaria encouraged Saakashvili to intensify his efforts, but without success, in the breakaway South Ossetia.


          


          Government and politics
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          Following a crisis involving allegations of ballot fraud in the 2003 parliamentary elections, Eduard Shevardnadze resigned as president on November 23, 2003, in the bloodless Rose Revolution. The interim president was the speaker of the outgoing parliament (whose replacement was annulled), Nino Burjanadze. On January 4, 2004 Mikheil Saakashvili, leader of the United National Movement won the country's presidential election and was inaugurated on January 25. Fresh parliamentary elections were held on March 28 where NMD secured the vast majority of the seats (with ca. 75% of the votes) with only one other party reaching the 7% threshold (the Rightist Opposition with ca. 7.5%). The vote is believed to have been one of the freest ever held in independent Georgia although an upsurge of tension between the central government and the Ajarian leader Aslan Abashidze affected the elections in this region. Despite recognizing progress the OSCE noted the tendency to misuse state administration resources in favour of the ruling party.


          The tension between the Georgian government and that of Ajaria grew increasingly after the elections until late April. Climaxing on May 1 when Abashidze responded to military maneuvers held by Georgia near the region with having the three bridges connecting Ajaria and the rest of Georgia over the Choloki River blown up. On May 5, Abashidze was forced to flee Georgia as mass demonstrations in Batumi called for his resignation and Russia increased their pressure by deploying Security Council secretary Igor Ivanov.


          On February 3, 2005, Prime Minister Zurab Zhvania allegedly died of carbon monoxide poisoning in an apparent gas leak at the home of Raul Usupov, deputy governor of Kvemo Kartli region. Later, Zhvania's close friend and a long-time ally, Finance Minister Zurab Nogaideli was appointed for the post by President Saakashvili.


          Since coming to power in 2004, Saakashvili has boosted spending on the country's armed forces and increased its overall size to around 45,000. Of that figure, 12,000 have been trained in advanced techniques by U.S. military instructors. Some of these troops have been stationed in Iraq as part of the international coalition in the region, serving in Baqubah and the Green Zone of Baghdad. In May 2005, the 13th "Shavnabada" Light Infantry Battalion became the first full battalion to serve outside of Georgia. This unit was responsible for two checkpoints to the Green Zone, and provided security for the Iraqi Parliament. In October 2005, the unit was replaced by the 21st Infantry Battalion. Soldiers of the 13th "Shavnabada" Light Infantry Battalion wear the "combat patches" of the American unit they served under, the Third Infantry Division.


          The Georgian government claims to have restored "constitutional order" in the Upper Kodori Gorge - The sole Georgia-controlled part of breakaway region Abkhazia.


          Georgia has in the past few years significantly reduced corruption. Transparency International ranked Georgia at 79th in the world in its 2007 Corruption Perceptions Index, giving it a score of 2.8 (with number 10 being considered the best possible score). This is a significant improvement on Georgia's 2005 and 2006 Corruption Perceptions Index, where it was rated joint 130th and joint 99th, respectively. On November 7, 2007, during a period of mass protests, President Saakashvili declared Tbilisi to be in a state of emergency. There had been massive demonstrations and protests by the civil opposition. The opposition has been demanding the resignation of President Saakashvili. The Georgian police used teargas, batons, water cannons and high tech acoustic weapons to clear the streets of Tbilisi. Later the same day, the President declared a state of emergency in the whole country of Georgia lasting for 15 days. The Russian government denies accusations of being involved or of interfering in the situation. President Saakashvili rejected all demands that he resign his position, but announced early presidential elections to be held in January 2008, effectively cutting his term in office by a year.


          On November 16, 2007, Prime Minister of Georgia Zurab Noghaideli announced his resignation due to poor health conditions. Noghaideli underwent heart operation in April 2007 at St. Luke's Episcopal Hospital in Houston, USA which was led by the leading US surgeon Dr. Charles Frazier.


          President Saakashvili invited Vladimer Gurgenidze, MBA holder from Emory University, USA and former business executive, to succeed Noghaideli on the position of the PM on the same day. Lado Gurgenidze was formally approved on the position and granted the trust of the Parliament of Georgia on 22 November 2007. Gurgenidze implemented only two changes in the Cabinet of Georgia so far, replacing Alexandre Lomaia, the former Minister for Education and Science and new Secretary of National Security Council with Maia Miminoshvili, former Head of the National Assessment and Examination Centre (NAEC). Prime Minister also invited Koba Subeliani, former Head of Municipal Accomplishment Service to succeed Giorgi Kheviashvili, former Minister for Refugees and Accommodation. New Prime Minister and two Ministers Koba Subeliani and Maia Miminoshvili were approved on their positions on 22 November 2007 by a confidence vote of the Parliament of Georgia.


          Mikheil Saakashvili resigned from the position of the President on 25 November 2007 as the Constitution of Georgia requires the president stands down at least 45 days before the next election in order to be eligible for retaking part him/herself. The Speaker of the Parliament of Georgia Mrs. Nino Burjanadze took over the position until the results were announced on 5 January 2008.


          The registration for presidential elections was officially closed on 27 November. 22 people, including the most recent president Mikheil Saakashvili, approved candidate of the united opposition Levan Gachechiladze, influential businessman Badri Patarkatsishvili, Leader of the New Right Party David Gamkrelidze, the Leader of the Georgian Labour Party Shalva Natelashvili, the Leader of Hope Party Irina Sarishvili-Chanturia and Giorgi Maisashvili put forward themselves for forthcoming elections.


          On 27 November it was announced that a NATO membership referendum and election date referendum will also be held on the election day together with presidential elections. The November 7th elections determined that more than 77% of the population voted in favour to NATO membership.


          The presidential election votes came back with Mikheil Saakashvili winning with 1,060,042 votes, 53.47% of the vote, over double the amount of his nearest rival Levan Gachechiladze, coming second with 25.69%.


          Mikhail Saakashvili on May 22, 2008 announced his confident victory for his ruling party in parliamentary polls amid fears of political unrest, and rising tensions between Georgia and Russia. Early official results indicated his United National Movement had 63% of the votes against the opposition's 13%, with about a quarter of the 3,664 precincts.


          


          Foreign relations
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          Georgia maintains good relations with its direct neighbours Armenia, Azerbaijan and Turkey and participates actively in regional organizations, such as the Black Sea Economic Council and the GUAM. Georgia also maintains close political, economic and military relations with Ukraine.


          The growing US and European Union influence in Georgia, notably through the Train and Equip military assistance programme and the construction of the Baku-Tbilisi-Ceyhan pipeline, have frequently strained Tbilisis relations with Russia.


          Georgia is currently working to become a full member of NATO. In August of 2004, the Individual Partnership Action Plan of Georgia was submitted officially to NATO. On October 29, 2004, the North Atlantic Council of NATO approved the Individual Partnership Action Plan (IPAP) of Georgia and Georgia moved on to the second stage of Euro-Atlantic Integration. In 2005, by the decision of the President of Georgia, a state commission was set up to implement the Individual Partnership Action Plan, which presents an interdepartmental group headed by the Prime Minister. The Commission was tasked with coordinating and controlling the implementation of the Individual Partnership Action Plan. On February 14, 2005, the agreement on the appointment of Partnership for Peace (PfP) liaison officer between Georgia and the North Atlantic Treaty Organization came into force, whereby a liaison officer for the South Caucasus was assigned to Georgia. On March 2, 2005, the agreement was signed on the provision of the host nation support to and transit of NATO forces and NATO personnel. On March 6-9, 2006, the IPAP implementation interim assessment team arrived in Tbilisi. On April 13, 2006, the discussion of the assessment report on implementation of the Individual Partnership Action Plan was held at NATO Headquarters, within 26+1 format. In 2006, the Georgian parliament voted unanimously for the bill which calls for integration of Georgian into NATO. The majority of Georgians and politicians in Georgia support the push for NATO membership. Currently, it is expected that Georgia will join NATO in 2009.


          


          George W. Bush became the first sitting U.S. president to visit the country. The street leading to Tbilisi International Airport has since been dubbed George W. Bush Avenue.


          From the European commission website: President Saakashvili views membership of the EU and NATO as a long term priority. As he does not want Georgia to become an arena of Russia-US confrontation he seeks to maintain close relations with the United States and European Union, at the same time underlining his ambitions to advance co-operation with Russia.


          On October 2, 2006, Georgian and the European Union signed a joint statement on the agreed text of the Georgia-European Union Action Plan within the European Neighbourhood Policy (ENP). The Action Plan was formally approved at the EU-Georgia Cooperation Council session on November 14, 2006 in Brussels.


          On February 2, 2007, Georgia officially became the most recent regional member of the Asian Development Bank. They currently hold 12,081 shares in the bank, 0.341 percent of the total.


          


          Regions, republics, and districts
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          Georgia is divided into nine regions, two autonomous republics (avtonomiuri respublika), and one city (k'alak'i). The regions are further subdivided into 69 districts (raioni).


          
            	The nine regions are Guria, Imereti, Kakheti, Kvemo Kartli, Mtskheta-Mtianeti, Racha-Lechkhumi and Kvemo Svaneti, Samegrelo-Zemo Svaneti, Samtskhe-Javakheti, and Shida Kartli.

          


          
            	
              
                	Currently, the status of South Ossetia, a former autonomous administrative district, also known as the Tskhinvali region, is being negotiated with the Russian-supported separatist government. Recently these negotiations have more or less broken down in light of Russian decisions to reinforce the region militarily and grant South Ossetians Russian passports. The government of Georgia has expressed that it views these moves as attempts by Russia to effectively annex the region. The Georgian government levels the same criticism against Russian involvement in another of its breakaway regions, Abkhazia. Abkhazia has the status of an autonomous republic, but operates as a defacto state. This condition follows the ethnic cleansing of at least 200,000 Georgians in the War in Abkhazia in 1992-1993. Upper Kodori Gorge is the only part of Abkhazia that remains under effective Georgian control. Ajaria gained autonomy unilaterally under local strongman Aslan Abashidze with help from a Russian military brigade located on a base in Ajaria. Current Georgian president Mikheil Saakashvili restored the region to Georgian control after a local uprising against Abashidze's perceived corruption.

              

            

          


          
            	The largest city is Tbilisi.

          


          The Districts of Georgia are: Abasha, Adigeni, Akhalgori, Akhalkalaki, Akhaltsikhe, Akhmeta, Ambrolauri, Aspindza, Baghdati, Batumi, Bolnisi, Borjomi, Chiatura, Chkhorotsku, Chokhatauri, Dedoplistskaro, Dmanisi, Dusheti, Gagra, Gali, Gardabani, Gori, Gudauta, Gulripshi, Gurjaani, Java, Kareli, Kaspi, Kedi, Kharagauli, Khashuri, Khelvachauri, Khobi, Khoni, Khulo, Kobuleti, Kutaisi, Kvareli, Lagodekhi, Lanchkhuti, Lentekhi, Marneuli, Martvili, Mestia, Mtskheta, Ninotsminda, Oni, Ozurgeti, Poti, Rustavi, Sachkhere, Sagarejo, Samtredia, Senaki, Shuakhevi, Sighnaghi, Sukhumi, Stepantsminda, Telavi, Terjola, Tetritskaro, Tianeti, Tkibuli, Tsageri, Tskhinvali, Tsalenjikha, Tsalka, Tskaltubo, Vani, Zestaponi, and Zugdidi.


          The main cities of Georgia are:


          
            	Tbilisi 1,066,100 (metro area 1,270,800)


            	Kutaisi 183,300


            	Batumi 116,900

          


          Other major cities include Chiatura, Gagra, Gori, Poti, Rustavi, Sukhumi, Tkibuli, Tskaltubo, and Tskhinvali.


          


          Geography and climate
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          In the north, Georgia has a 723 km common border with Russia, specifically with the Northern Caucasus federal district. The following Russian republics/subdivisions  from west to east  border Georgia: Krasnodar Krai, Karachay-Cherkessia, Kabardino-Balkaria, North Ossetia-Alania, Ingushetia, Chechnya, Dagestan. Georgia also shares borders with Azerbaijan (322 km) to the south-east, Armenia (164 km.) to the south, and Turkey (252 km.) to the south-west.


          Mountains are the dominant geographic feature of Georgia. The Likhi Range divides the country into eastern and western halves. Historically, the western portion of Georgia was known as Colchis while the eastern plateau was called Iberia. Due to a complex geographic setting, mountains also isolate the northern region of Svaneti from the rest of Georgia.


          The Greater Caucasus Mountain Range separates Georgia from the North Caucasian Republics of Russia. The southern portion of the country is bounded by the Lesser Caucasus Mountains. The Greater Caucasus Mountain Range is much higher in elevation than the Lesser Caucasus Mountains, with the highest peaks rising more than 5,000 meters (16,400 ft) above sea level.


          
            [image: Kazbek in the Khokh Range]

            
              Kazbek in the Khokh Range
            

          


          The highest mountain in Georgia is Mount Shkhara at 5,201 meters (17,059 ft), and the second highest is Mount Janga ( Jangi-Tau) at 5,051 meters (16,572 ft) above sea level. Other prominent peaks include Kazbegi ( Kazbek) at 5,047 meters (16,554 ft), Tetnuldi (4,974 m./16,319ft.), Shota Rustaveli (4,960 m./16,273ft.), Mt. Ushba (4,710 m./15,453ft.), and Ailama (4,525 m./14,842ft.). Out of the abovementioned peaks, only Kazbegi is of volcanic origin. The region between Kazbegi and Shkhara (a distance of about 200 km. along the Main Caucasus Range) is dominated by numerous glaciers. Out of the 2,100 glaciers that exist in the Caucasus today, approximately 30% are located within Georgia.


          The term, Lesser Caucasus Mountains is often used to describe the mountainous (highland) areas of southern Georgia that are connected to the Greater Caucasus Mountain Range by the Likhi Range. The area can be split into two separate sub-regions; the Lesser Caucasus Mountains, which run parallel to the Greater Caucasus Range, and the Southern Georgia Volcanic Highland, which lies immediately to the south of the Lesser Caucasus Mountains. The overall region can be characterized as being made up of various, interconnected mountain ranges (largely of volcanic origin) and plateaus that do not exceed 3,400 meters (approximately 11,000 ft) in elevation. Prominent features of the area include the Javakheti Volcanic Plateau, lakes, including Tabatskuri and Paravani, as well as mineral water and hot springs. The Southern Georgia Volcanic Highland is a young and unstable geologic region with high seismic activity and has experienced some of the most significant earthquakes that have been recorded in Georgia.


          The Voronya Cave (aka Krubera-Voronia Cave) is the deepest known cave in the world. It is located in the Arabika Massif of the Gagra Range, in Abkhazia, Georgia, Caucasus. The height difference in the cave is 2,140 ( 9) metres. The same cave set the previous record for depth at 1,710 metres in 2001 by a RussianUkrainian team. In 2004 the penetrated depth was increased on each of three expeditions. At that point the Ukrainian team crossed the 2000 m mark for the first time in the history of speleology. In October 2005, a new, unexplored part was found by CAVEX team, and the cave became even deeper. This expedition confirmed the depth of the cave which is now  2,140 ( 9) metres deep.


          Two major rivers in Georgia are the Rioni and the Mtkvari.


          


          Landscape
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          The landscape within the nation's boundaries is quite varied. Western Georgia's landscape ranges from low-land marsh-forests, cow swamps, and temperate rain forests to eternal snows and glaciers, while the eastern part of the country even contains a small segment of semi-arid plains characteristic of Central Asia. Forests cover around 40% of Georgia's territory while the alpine/ subalpine zone accounts for roughly around 10% of the land.


          Much of the natural habitat in the low-lying areas of Western Georgia has disappeared over the last 100 years due to the agricultural development of the land and urbanization. The large majority of the forests that covered the Colchis plain are now virtually non-existent with the exception of the regions that are included in the national parks and reserves (i.e. Paleostomi Lake area). At present, the forest cover generally remains outside of the low-lying areas and is mainly located along the foothills and the mountains. Western Georgia's forests consist mainly of deciduous trees below 600 meters (1,968 ft) above sea level and comprise of species such as oak, hornbeam, beech, elm, ash, and chestnut. Evergreen species such as box may also be found in many areas. Ca. 1000 of all 4000 higher plants of Georgia are endemic in this country. The west-central slopes of the Meskheti Range in Ajaria as well as several locations in Samegrelo and Abkhazia are covered by temperate rain forests. Between 6001,500 meters (1,968-4,920 ft) above sea level, the deciduous forest becomes mixed with both broad-leaf and coniferous species making up the plant life. The zone is made up mainly of beech, spruce, and fir forests. From 1,500-1,800 meters (4,920-5,904 ft), the forest becomes largely coniferous. The tree line generally ends at around 1,800 meters (5,904 ft) and the alpine zone takes over, which in most areas, extends up to an elevation of 3,000 meters (9,840 ft) above sea level. The eternal snow and glacier zone lies above the 3,000 meter line.
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          Eastern Georgia's landscape (referring to the territory east of the Likhi Range) is considerably different from that of the west. Although, much like the Colchis plain in the west, nearly all of the low-lying areas of eastern Georgia including the Mtkvari and Alazani River plains have been deforested for agricultural purposes. In addition, due to the region's relatively drier climate, some of the low-lying plains (especially in Kartli and south-eastern Kakheti) were never covered by forests in the first place. The general landscape of eastern Georgia comprises numerous valleys and gorges that are separated by mountains. In contrast with western Georgia, nearly 85% of the forests of the region are deciduous. Coniferous forests only dominate in the Borjomi Gorge and in the extreme western areas. Out of the deciduous species of trees, beech, oak, and hornbeam dominate. Other deciduous species include several varieties of maple, aspen, ash, and hazelnut. The Upper Alazani River Valley contains yew forests. At higher elevations above 1,000 meters (3,280 ft) above sea level (particularly in the Tusheti, Khevsureti, and Khevi regions), pine and birch forests dominate. In general, the forests in eastern Georgia occur between 5002,000 metres (1,6406,560 ft) above sea level, with the alpine zone extending from 2,000/2,2003,000/3,500 metres (roughly about 6,56011,480 ft). The only remaining large, low-land forests remain in the Alazani Valley of Kakheti. The eternal snow and glacier zone lies above the 3,500 metre (11,480 ft) line in most areas of eastern Georgia.


          


          Fauna


          Due to its high landscape diversity and low latitude Georgia is home to a higher number of animal species, e. g. ca. 1000 species of vertebrates (330 birds, 160 fish, 48 reptiles, 11 amphibians). A number of large carnivores live in the forests, e. g. Persian leopard, Brown bear, wolf, and lynx. The species number of invertebrates is considered to be very high but data is distributed across a high number of publications. The spider checklist of Georgia, for example, includes 501 species.


          


          Climate
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          The climate of Georgia is extremely diverse, considering the nation's small size. There are two main climatic zones, roughly separating Eastern and Western parts of the country. The Greater Caucasus Mountain Range plays an important role in moderating Georgia's climate and protects the nation from the penetration of colder air masses from the north. The Lesser Caucasus Mountains partially protect the region from the influence of dry and hot air masses from the south as well.


          Much of western Georgia lies within the northern periphery of the humid subtropical zone with annual precipitation ranging from 10004000 mm. (39157 inches). The precipitation tends to be uniformly distributed throughout the year, although the rainfall can be particularly heavy during the Autumn months. The climate of the region varies significantly with elevation and while much of the lowland areas of western Georgia are relatively warm throughout the year, the foothills and mountainous areas (including both the Greater and Lesser Caucasus Mountains) experience cool, wet summers and snowy winters (snow cover often exceeds 2 meters in many regions). Ajaria is the wettest region of the Caucasus, where the Mt. Mtirala rainforest, east of Kobuleti receives around 4500 mm (177 inches) of precipitation per year.


          Eastern Georgia has a transitional climate from humid subtropical to continental. The region's weather patterns are influenced both by dry, Central Asian/Caspian air masses from the east and humid, Black Sea air masses from the west. The penetration of humid air masses from the Black Sea is often blocked by several mountain ranges ( Likhi and Meskheti) that separate the eastern and western parts of the nation. Annual precipitation is considerably less than that of western Georgia and ranges from 4001600 mm (1663 inches). The wettest periods generally occur during Spring and Autumn while Winter and the Summer months tend to be the driest. Much of eastern Georgia experiences hot summers (especially in the low-lying areas) and relatively cold winters. As in the western parts of the nation, elevation plays an important role in eastern Georgia as well, and climatic conditions above 1500 metres (4920ft) above sea level are considerably cooler (even colder) than those of the low-lying areas. The regions that lie above 2000 meters (6560ft) above sea level frequently experience frost even during the summer months.


          


          Economy
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          Archaeological research demonstrates that Georgia has been involved in commerce with many lands and empires since the ancient times, largely due its location on the Black Sea and later on the historical Silk Road. Gold, silver, copper and iron have been mined in the Caucasus Mountains. Wine making is a very old tradition.


          Throughout Georgia's modern history agriculture and tourism have been principal economic sectors, due to the country's climate and topography.


          For much of the 20th century, Georgia's economy was within the Soviet model of command economy.


          Since the fall of the USSR in 1991, Georgia embarked on a major structural reform designed to transition to a free market economy. However, as all other post-Soviet states, Georgia faced a severe economic collapse. The civil war and military conflicts in South Ossetia and Abkhazia aggravated the crisis. The agriculture and industry output diminished. By 1994 the gross domestic product had shrunk to a quarter of that of 1989.


          The first financial help from the West came in 1995, when the World Bank and International Monetary Fund granted Georgia a credit of USD 206 million and Germany granted DM 50 million.


          As of 2001 54% of the population lived below the national poverty line but by 2006 poverty decreased to 34%. In 2005 average monthly income of a household was GEL 347 (about 200 USD).
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          Since early 2000s visible positive developments have been observed in the economy of Georgia. In 2006 Georgia's real GDP growth rate reached 8.8%, making Georgia one of the fastest growing economies in Eastern Europe. The World Bank dubbed Georgia "the number one economic reformer in the world" because it has in one year improved from rank 112th to 18th in terms of ease of doing business.However, the country has high unemployment rate of 12.6% and has fairly low median income compared to European countries.


          IMF 2006 estimates place Georgia's nominal GDP at US$7.76 billion. Georgia's economy is becoming more devoted to services (now representing 54.8% of GDP), moving away from agricultural sector ( 17.7%).


          The country has sizable hydropower resources.


          The 2006 ban on imports of Georgian wine to Russia, one of Georgia's biggest trading partners, and break of financial links was described by the IMF Mission as an "external shock", In addition, Russia increased the price of gas for Georgia. This was followed by the spike in the Georgian lari's rate of inflation. The National Bank of Georgia stated that the inflation was mainly triggered by external reasons, including Russias economic embargo. The Georgian authorities expected that the current account deficit the embargo would cause in 2007 would be financed by "higher foreign exchange proceeds generated by the large inflow of foreign direct investment" and an increase in tourist revenues. The country has also maintained a solid credit in international market securities.


          Georgia is becoming more integrated into the global trading network: its 2006 imports and exports account for 10% and 18% of GDP respectively. Georgia's main imports are natural gas, oil products, machinery and parts, and transport equipment.


          In 2004, a 12% flat income tax was introduced in Georgia. Tax collection increased significantly, thereby reducing the government's formerly large budget deficits.


          Georgia is developing into an international transport corridor through Batumi and Poti ports, an oil pipeline from Baku through Tbilisi to Ceyhan, the Baku-Tbilisi-Ceyhan pipeline (BTC) and a parallel gas pipeline, the South Caucasus Pipeline.


          Tourism is an increasingly significant part of the Georgian economy. About a million tourists brought US$313 million to the country in 2006. There are "over 12,000 historical and cultural monuments in Georgia, four listed by UNESCO as cultural heritage sites, 103 resorts, 182 potential resort places and more than 2000 mineral springs in Georgia".


          


          Demographics
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          Georgians (with Adjarians, Mingrelians, Svans, Lazs) form a majority, about 83.8%, of Georgia's current population of 4,661,473 (July 2006 est.). Other major ethnic groups include Azeris, who form 6.5% of the population, Armenians - 5.7%, Russians - 1.5%, Abkhazians, and Ossetians. Numerous smaller groups also live in the country, including Assyrians, Chechens, Chinese, Georgian Jews, Greeks, Kabardins, Kurds, Tatars, Turks and Ukrainians. Notably, Georgia's Jewish community is one of the oldest Jewish communities in the world.


          Georgia also exhibits significant linguistic diversity. Within the South Caucasian family, Georgian, Laz, Mingrelian, and Svan are spoken. Additionally, non-Georgian ethnic groups in the country often speak their native languages in addition to Georgian. The official languages of Georgia are Georgian and also Abkhaz within the autonomous region of Abkhazia. 71% of the population speaks the South Caucasian languages, 9% - Russian, 7% - Armenian, 6% - Azeri and 7% other. Georgia's literacy rate is 100%.


          In the early 1990s, following the dissolution of the Soviet Union, violent separatist conflicts broke out in the autonomous regions of Abkhazia and South Ossetia, which resulted in ethnic cleansing of Georgians from Abkhazia, where ethnic Georgians previously had constituted the largest single ethnic group (46% of population in 1989). Many Ossetians living in Georgia also left the country, mainly to Russia's North Ossetia. Of the Meskhetian Turks who were forcibly relocated in 1944 only a tiny fraction returned to Georgia as of 2007.


          Georgia's net migration rate is -4.54, excluding Georgian nationals who live abroad. Georgia has nonetheless been inhabited by immigrants from all over the world throughout its independence. According to 2006 statistics, Georgia gets most of its immigrants from Turkey and China.


          Today most of the population practices Orthodox Christianity of the Georgian Orthodox Church (81.9%). The religious minorities are: Muslim (9.9%); Armenian Apostolic (3.9%); Russian Orthodox Church (2.0%); Roman Catholic (0.8%). 0.8% of those recorded in the 2002 census declared themselves to be adherents of other religions and 0.7% declared no religion at all.


          


          Religion
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          According to the Constitution of Georgia, religious institutions are separate from government and every citizen has the right of religion. However, most of the population of Georgia (82%) practices Orthodox Christianity and Georgian Orthodox Church is an influential institution in the country.


          The Gospel was preached in Georgia by the Apostles, Andrew the First Called, Simon the Canaanite, and Matthias. Iberia was officially converted to Christinaity in 326 by Saint Nino of Cappadocia, who is considered to be the Enlightener of Georgia and the Equal to Apostles by the Orthodox Church. The Georgian Orthodox Church, once being under the See of Antioch, gained an autocephalous status in the 4th century during the reign of King Vakhtang Gorgasali.


          Religious minorities of Georgia include Russian Orthodox (2%), Armenian Christians (3.9%), Muslims (9.9%), Roman Catholics (0.8%), as well as sizeable Jewish Communities and various Protestant minorities.


          Despite the long history of religious harmony in Georgia, there have been couple of instances of religious discrimination in the past decade (i.e. Vasil Mkalavishvili Case ).


          


          Culture
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          Georgian culture evolved over thousands of years with its foundations in Iberian and Colchian civilizations, continuing into the rise of the unified Georgian Kingdom under the single monarchy of the Bagrationi. Georgian culture enjoyed a golden age and renaissance of classical literature, arts, philosophy, architecture and science in the 11th century. The Georgian language, and the Classical Georgian literature of the poet Shota Rustaveli, were revived in the 19th century after a long period of turmoil, laying the foundations of the romantics and novelists of the modern era such as Grigol Orbeliani, Nikoloz Baratashvili, Ilia Chavchavadze, Akaki Tsereteli, Vazha Pshavela, and many others. Georgian culture was influenced by Classical Greece, the Roman Empire and the Byzantine Empire, and later by the Russian Empire which contributed to the European elements of Georgian culture.
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          Georgia is well known for its rich folklore, unique traditional music, theatre, cinema, and art. Georgians are renowned for their love of music, dance, theatre and cinema. In the 20th century there have been notable Georgian painters such as Niko Pirosmani, Lado Gudiashvili, Elene Akhvlediani; ballet choreographers such as George Balanchine, Vakhtang Chabukiani, and Nino Ananiashvili; poets such as Galaktion Tabidze, Lado Asatiani, and Mukhran Machavariani; and theatre and film directors such as Robert Sturua, Tengiz Abuladze, Giorgi Danelia and Otar Ioseliani.


          


          Architecture


          Georgian architecture has been influenced by many civilizations. There are several different architectural styles for castles, towers, fortifications and churches. The Upper Svaneti fortifications, and the castle town of Shatili in Khevsureti, are some of the finest examples of medieval Georgian castle architecture.


          Georgian ecclesiastic art is one of the most fascinating aspects of Georgian Christian architecture, which combines classical dome style with original basilica style forming what is known as the Georgian cross-dome style. Cross-dome architecture developed in Georgia during the 9th century; before that, most Georgian churches were basilicas. Georgian culture strongly emphasizes individualism, and this is expressed through the allocation of interior space in Georgian churches. Other examples of Georgian ecclesiastic architecture can be found outside Georgia: Bachkovo Monastery in Bulgaria (built in 1083 by the Georgian military commander Grigorii Bakuriani), Iviron monastery in Greece (built by Georgians in the 10th century), and the Monastery of the Cross in Jerusalem (built by Georgians in the 9th century).
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          Other architectural aspects of Georgia include Rustaveli avenue in Tbilisi in the Hausmann style, and the Old Town District.


          


          Art
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          The art of Georgia spans the prehistoric, the ancient Greek, Roman, medieval, ecclesiastic, iconic and modern visual arts. One of the most famous late nineteenth/early twentieth century Georgian artists is the primitivist painter Niko Pirosmani. Pirosmani's works can also been seen as early impressionistic, due to the fact that his work inspired Lado Gudiashvili and Elene Akhvlediani, who represent the more mainstream impressionism of the twentieth century.


          


          Cuisine
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          Georgian cuisine and wine have evolved through the centuries, adapting traditions in each era. One of the most unusual traditions of dining is Supra, or Georgian table, which is also a way of socializing with friends and extended family. The head of Supra is known as Tamada. He also conducts the highly philosophical toasts, and makes sure that everyone is enjoying themselves. Various historical regions of Georgia are known for their particular dishes: for example, Khinkali (meat dumplings), from eastern mountainous Georgia, and Khachapuri, mainly from Imereti, Mingrelia and Adjara.


          In addition to traditional Georgian dishes, the foods of other countries have been brought to Georgia by immigrants from Russia, Greece, and recently China.


          


          Sport
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          Among the most popular sports in Georgia are football, basketball, rugby union, wrestling, hockey and weightlifting. Historically, Georgia has been famous for its physical education; it is known that the Romans were fascinated with Georgians' physical qualities after seeing the training techniques of ancient Iberia. Wrestling remains a historically important sport of Georgia, and some historians think that the Greco-Roman style of wrestling incorporates many Georgian elements. Within Georgia, one of the most popularized styles of wrestling is the Kakhetian style. However, there were a number of other styles in the past that are not as widely used today. For example, the Khevsureti region of Georgia has three different styles of wrestling. Other popular sports in 19th century Georgia were polo, and lelo, a traditional Georgian game later replaced by rugby union.
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                  Georgia O'Keeffe in Abiquiu, New Mexico, photographed by Carl Van Vechten, 1950.
                

              
            


            
              	Born

              	November 15, 1887(1887-11-15)

              Sun Prairie, Wisconsin, USA
            


            
              	Died

              	March 6, 1986 (aged98)

              Santa Fe, New Mexico, USA
            

          


          Georgia Totti O'Keeffe ( November 15, 1887 March 6, 1986) was an American artist. She is associated with the American Southwest, where she found artistic inspiration, and particularly New Mexico, where she settled late in life. O'Keeffe has been a major figure in American art since the 1920s. She is chiefly known for paintings in which she synthesized abstraction and representation in paintings of flowers, rocks, shells, animal bones and landscapes. Her paintings present crisply contoured forms that are replete with subtle tonal transitions of varying colors. She often transformed her subject matter into powerful abstract images.


          


          Early life


          O'Keeffe was born on November 15, 1887 in a farmhouse on a large dairy farm in Sun Prairie, Wisconsin. Her parents Francis Calyxtus O'Keeffe and Ida Totto O'Keeffe were dairy farmers. Ida Totto O'Keeffe's father, George, for whom Georgia was named, was a Hungarian immigrant. Through her parents, she was also related to Edward Fuller, one of the passengers on the Mayflower and a signer of the Mayflower Compact. O'Keeffe's maternal connection was descended from Edward Fuller's son Matthew. She was the first girl and the second of seven O'Keeffe children. She attended Town Hall School in Wisconsin and received art instruction from local watercolorist, Sara Mann. She attended high school at Sacred Heart Academy in Madison, Wisconsin as a boarder between 1901 and 1902. In fall 1902 the O'Keeffes moved from Wisconsin to Williamsburg, Virginia. Georgia stayed in Wisconsin with her aunt and attended Madison High School, and joined her family in Williamsburg in 1903. She completed high school as a boarder at Chatham Episcopal Institute in Virginia (now Chatham Hall), graduating in 1905.


          Education for women was a family tradition. Georgia's mother Ida had been educated in the East. All the daughters but one became professional women, attesting to her influence on them.


          In 1905, O'Keeffe enrolled at the School of the Art Institute of Chicago. In 1907 she attended the Art Students League in New York City, where she studied with William Merritt Chase. In 1908, she won the League's William Merritt Chase still-life prize for her oil painting mona shehab (Dead Rabbit with Copper Pot). Her prize was a scholarship to attend the League's outdoor summer school at Lake George, New York. While in the city in 1908, O'Keeffe had attended an exhibition of Rodin's watercolors at the 291, owned by her future husband photographer Alfred Stieglitz.
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          In the fall of 1908, discouraged with her work, O'Keeffe did not return to the League but moved to Chicago and found work as a commercial artist. During this period Georgia did not pick up a brush, and she said that the smell of turpentine made her sick. She became an elementary school art teacher near Amarillo, Texas . She was inspired to paint again in 1912, when she attended a class at the University of Virginia Summer School, where she was introduced to the innovative ideas of Arthur Wesley Dow by Alon Bement. Dow's teachings encouraged artists to express themselves through harmonious compositions and contrasts of light and dark. Dow's teaching strongly influenced O'Keeffe's thinking about the process of making art. She served as a Teaching Assistant to Bement for several years, before returning to Texas to teach in the art department of the fledgling West Texas State Normal College.


          


          New York
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          Early in 1916, Anita Pollitzer took some of O'Keeffe's drawings to Alfred Stieglitz at his 291 gallery. He told Anita the drawings were the "purest, finest, sincerest things that had entered 291 in a long while.", and that he would like to show them. O'Keeffe had first visited 291 in 1908, but had never talked with Stieglitz, although she had high regard for his opinions as a critic. In April 1916 Stieglitz exhibited ten of her drawings. O'Keeffe had not been consulted before the exhibit and only learned about it through an acquaintance. She confronted Stieglitz for the first time over the drawings. She agreed to let them hang. Georgia O'Keeffe's first solo show opened at 291 in April 1917. Most of the exhibit were the watercolors from Texas.


          Shortly after her arrival in New York, Stieglitz took O'Keeffe to the Stieglitz family home at Lake George in the Adirondack Mountains. They would return to the lake home each summer for years to come. Georgia produced many paintings of the Lake George countryside during these years.


          Stieglitz arranged for O'Keeffe to live in his niece's unoccupied studio apartment. By July, he and O'Keeffe had fallen deeply in love. He left his wife Emmeline Obermeyer Stieglitz to live with O'Keeffe. After he was divorced in 1924, O'Keeffe and Stieglitz married. They spent winter and spring in Manhattan and summer and fall at the Stieglitz family house at Lake George.


          Stieglitz had started photographing O'Keeffe when she visited him in New York to see her 1917 exhibition. He continued making photographs of her, taking more than 300 portraits between 1918 and 1937. Most of the more erotic poses were from the first few years of their marriage. In February, 1921, forty-five of Stieglitz's photographs, including many of O'Keeffe and some in the nude, were exhibited in a retrospective exhibition at the Anderson Galleries. The photographs of O'Keeffe created a public sensation.


          During her early years in New York City, O'Keeffe grew to know the many early American modernists who were part of Stieglitz's circle of friends, including Charles Demuth, Arthur Dove, Marsden Hartley, Paul Strand and Edward Steichen. Strand's photography, as well as that of Stieglitz and his many photographer friends, inspired O'Keeffe's work. Soon after she moved to New York, she began working primarily in oil, which represented a shift away from her having worked in watercolor in the 1910s. By the mid-1920s, O'Keeffe began making large-scale paintings of natural forms at close range, as if seen through a magnifying lens.


          During the 1920s, O'Keeffe made both natural and architectural forms the subject of her work. In 1924 she painted her first large-scale flower painting Petunia, No. 2,, which was first exhibited in 1925. She quickly completed a significant body of paintings of New York buildings, such as City Night and New York--Night, 1926, and Radiator Bldg--Night, New York, 1927.


          Beginning in 1923, Stieglitz organized annual exhibitions of O'Keeffe's work. By the mid-1920s, O'Keeffe had become known as one of America's most important artists. Her work commanded high prices; in 1928 six of her calla lily paintings sold for $25,000 US dollars, which was the largest sum ever paid for a group of paintings by a living American artist. This drew media attention to O'Keeffe as never before.


          


          New Mexico


          


          By 1928, O'Keeffe began to feel the need to travel and find other sources for painting. The demands of an annual show needed new material. Friends returning with stories from the West stimulated O'Keeffe's desire to see and explore new places. In May of 1929, she set out by train with her friend Beck Strand to Taos, New Mexico...a trip that changed her life.


          In the summer of 1929, O'Keeffe went to New Mexico with Beck Strand. They went to Santa Fe and then to Albuquerque. Soon after their arrival, O'Keeffe and Strand were invited to stay at Mable Dodge Luhan's ranch outside of Taos for the summer. O'Keeffe went on many pack trips exploring the rugged mountains and deserts of the region. On one trip she visited the D.H. Lawrence ranch and spent several weeks there.


          While in Taos, New Mexico in 1929, O'Keeffe visited the historical mission church at Ranchos de Taos. Although many artists had made paintings of the church, O'Keeffe's painting of a fragment of the mission wall silhouetted against the dark blue sky captured it in a different way.


          Between 1929 and 1949, O'Keeffe spent part of nearly every year working in New Mexico. During her second summer there, she began collecting and painting bones, and started painting the area's distinctive architectural and landscape forms. Each fall she returned to New York.


          In 1932 O'Keeffe suffered a nervous breakdown following an uncompleted Radio City Music Hall mural project that had fallen behind schedule. She was hospitalized in early 1933 and did not paint again until January 1934. In the spring of 1933 and 1934, O'Keeffe recuperated in Bermuda and she returned to New Mexico in the summer of 1934. That summer, she discovered Ghost Ranch, an area north of Abiquiu, whose varicolored cliffs inspired some of her most famous landscapes. In 1940 she purchased a house on the ranch property.


          Being a loner, O'Keeffe explored this place she loved on her own. She bought a Model A Ford and asked others to teach her how to drive. After one particularly exasperating moment, one of her teachers declared that she was unable to learn the art of driving. Only her determination was to lead to mastering her machine.


          In June of 1934 O'Keeffe visited Ghost Ranch for the first time and decided immediately to live there. The ranch is located in a remote area approximately 120 miles north of Albuquerque. Among guests to visit her at the ranch were D.H. Lawrence, Charles and Anna Lindbergh, and Ansel Adams.


          In the 1930s and 1940s, O'Keeffe's reputation and popularity continued to grow, earning her numerous commissions. Her work was included in exhibitions in and around New York. In the 1940s, O'Keeffe had two one-woman retrospectives, the first at the Art Institute of Chicago in 1943 and the second in 1946 at the Museum of Modern Art in New York. It was the first retrospective MOMA held for a woman artist. O'Keeffe also was awarded honorary degrees by numerous universities, the first by the College of William and Mary in 1938. In the mid-1940s, the Whitney Museum of American Art sponsored a project to establish the first catalogue of her work.


          In 1945, O'Keeffe bought a second home, an abandoned hacienda in Abiquiu, some 16 miles (26 km) south of Ghost Ranch. The Abiquiu house was renovated through 1948 and became the setting for many later paintings.


          While O'Keeffe was spending the summer of 1946 in New Mexico, Stieglitz suffered a cerebral thrombosis. She quickly flew to New York to be with him. He died on July 13, 1946. She took his ashes to Lake George and buried them at the foot of a tall pine tree beside the lake. Although separated for long periods through the years, Stieglitz had taken care of many business details for O'Keeffe. She now had to take on these responsibilities.


          In 1949 O'Keeffe moved to New Mexico permanently. During the 1950s, O'Keeffe produced a series of paintings featuring the architectural forms --patio wall and door--of her adobe house in Abiquiu. Another distinctive painting of the decade was Ladder to the Moon, 1958. From her first world travels in the late 1950s, O'Keeffe produced an extensive series of paintings of clouds, such as Above the Clouds I, 1962/1963. These were inspired by her views from the windows of airplanes. Below is an external link to a colour image of one of these aerial cloudscape canvases.


          In 1962, O'Keeffe was elected to the fifty-member American Academy of Arts and Letters. In the fall of 1970, the Whitney Museum of American Art mounted the Georgia O'Keeffe Retrospective Exhibition, the first major showing of her work since 1946, the year Stieglitz died. This exhibit did much to revive her public career. It brought O'Keeffe to the attention of a new generation of women raised on the principles of feminism.


          In 1971 Georgia became aware that her eyesight was failing. At the age of 84, she was losing her central vision and only had peripheral sight, an irreversible eye degeneration disease. She stopped painting in 1972. Juan Hamilton, a young potter, appeared at Georgia's ranch house in 1973 looking for work. She hired him for a few odd jobs and soon employed him full time. He became her closest confidante, companion, and business manager until her death.


          O'Keeffe dabbled in pottery herself, and had a large kiln installed at the ranch for firing pots. Even with her dimming eyesight, she was inspired by Hamilton and others to paint again. She hired a studio assistant to execute some of her ideas. During this time she agreed to accept interviews and other opportunities. In 1976 she wrote a book about her art, with Hamilton's help. She also allowed a film crew to do a documentary at Ghost Ranch.


          O'Keeffe became increasingly frail in her late 90's. She moved to Santa Fe where she died on March 6, 1986, at the age of 98. Per her instructions, she was cremated the next day. Juan Hamilton walked to the top of the Pedernal Mountain and scattered her ashes to the wind...over her beloved "faraway".


          


          Legacy


          Following O'Keeffe's death her family contested her will because codicils to it made in the 1980s had left all of her estate to Hamilton. The case was ultimately settled in July of 1987 . The case, which was settled out of court, became famous as case law in estate planning. A substantial part of her estate's assets were transferred to the Georgia O'Keeffe Museum, established in Santa Fe in 1997 to perpetuate O'Keeffe's artistic legacy. These assets included a large body of her work, photographs, archival materials, and her Abiquiu house, library, and property.


          The 1993 Warren Zevon song "Splendid Isolation" mentions how Zevon, in his search for solitude wants to "be like Georgia O'Keeffe" [ ]


          
            Retrieved from " http://en.wikipedia.org/wiki/Georgia_O%27Keeffe"
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        Gerald Durrell


        
          

          


          Gerald ('Gerry') Malcolm Durrell, OBE ( January 7, 1925  January 30, 1995) was a naturalist, zookeeper, conservationist, author, and television presenter. He founded what is now called the Durrell Wildlife Conservation Trust and the Jersey Zoo (now renamed Durrell Wildlife) on the Channel Island of Jersey in 1958, but is perhaps best remembered for writing a number of books based on his life as an animal collector and enthusiast. He was the brother of the novelist Lawrence Durrell.


          


          


          Biography


          Durrell was born in Jamshedpur, then Bihar Province, India on January 7, 1925. His parents had themselves been born in India but were of English and Irish descent. He was the fourth surviving and final child of Louisa Florence Durrell (ne Dixie) and Lawrence Samuel Durrell. Durrell's father was a British engineer, and as befitting family status, the infant Durrell spent most of his time in the company of the ayah or nursemaid. Durrell reportedly recalls his first visit to a zoo in India, and attributes his life-long love of animals to that encounter. The family moved to England after the death of his father in 1928. Back in England, the Durrells settled in the Upper Norwood - Crystal Palace area of South London. Durrell was enrolled in Wickwood School, but usually stayed at home feigning illness.


          


          The Corfu years


          The family moved to the Greek island of Corfu in 1935, where Durrell began to collect and keep the local fauna as pets. The family stayed until 1939. This interval was later the basis of the book My Family and Other Animals and its successors, Birds, Beasts and Relatives, The Garden of the Gods and a few short stories like "My Donkey Sally". Durrell was home-schooled during this time by various family friends and private tutors, mostly friends of his eldest brother Lawrence (later to be a famous novelist). One of them, the Greek doctor, scientist, poet and philosopher Theodore Stephanides would be Durrell's friend and mentor, and his ideas would leave a lasting impression on the young naturalist. Together, they would examine Corfu fauna, which Durrell would house in everything from test tubes to bathtubs. Another major influence during these formative years, according to Durrell, was the writing of French naturalist Jean Henri Fabre.


          


          The London years and Whipsnade Zoo


          Gerald, his mother, brother Leslie and their Greek maid Maria Kondos moved back to England in 1939 at the outbreak of World War II . Difficult as it was in the war and post-war years to find a job, especially for a home-schooled youth, the enterprising Durrell worked as a help at an aquarium and pet store. Some reminiscences of this period can be found in Fillets of Plaice. His call-up for the war came in 1943, but he was exempted from military duty on medical grounds, and asked to serve the war effort by working on a farm. After the war, Durrell joined Whipsnade Zoo as a junior or student keeper in 1945. This move fulfilled a lifelong dream: Durrell claims in The Stationary Ark that the first word that he could enunciate with any clarity was "zoo". Beasts in My Belfry recalls events of this period.


          


          The early animal expeditions


          Durrell left Whipsnade Zoo in May, 1946 in order to join wildlife collecting expeditions of the time, but was denied a place in the voyages due to his lack of experience. Durrell's wildlife expeditions began with a 1947 trip to the British Cameroons (now Cameroon) with ornithologist John Yealland, financed by a 3,000 inheritance from his father on the occasion of his turning 21. The animals he brought back were sold to London Zoo, Chester Zoo, Paignton Zoo, Bristol Zoo and Belle Vue Zoo (Manchester). He continued such excursions for many decades, during which time he became famous for his work for wildlife conservation.


          He followed up this successful expedition with two others, accompanied by fellow Whipsnade zookeeper Ken Smith: a repeat trip to the British Cameroon, and to British Guiana (now Guyana) in 1949 and 1950 respectively. On the first of these trips, he met and befriended the shrewd and colourful Fon of Bafut Achirimbi II, an autocratic West African chieftain, who would help him organize future missions.


          Because of his dedication, Durrell housed and fed his captives with the best supplies obtainable, never over-collecting specimens, never trapping animals having merely "show value", or those which would fetch high prices from collectors. These practices differed from those of other animal-collecting expeditions of the time, and, as a result, Durrell was broke by the end of his third expedition. Further, due to a falling-out with George Cansdale, superintendent of the London Zoo, Durrell was blackballed by the British zoo community and could not secure a job in most zoos, ultimately securing a job at the aquarium at Belle Vue Zoo in Manchester where he remained for some time.


          On February 26, 1951, after an extended courtship, Durrell married Manchester resident Jacqueline ('Jacquie') Sonia Wolfenden  they eloped, due to opposition from her father. Jacquie would go on to accompany Durrell on most of his following animal expeditions, would help found and manage the Jersey Zoo, and would write two humorous, bestselling memoirs on the lines of Durrell's books, to raise money for conservation efforts. In 1979, Durrell decided that, due to their disagreements about management issues, it was best they divorce.


          With encouragement from Jacquie, and advice from elder brother Lawrence, Gerald Durrell started writing autobiographical accounts to raise money. His first book  The Overloaded Ark  was a huge success, causing Durrell to follow up with other such accounts. While Durrell only made 50 from British rights ( Faber and Faber), he obtained 500 from the United States rights ( Viking Press) for the book, and thus managed to raise money for a fourth expedition to South America in 1954. This, however, was undertaken during a political coup d'etat in Paraguay and was unsuccessful.


          


          Foundations for the Jersey Zoo


          


          The publication of My Family and Other Animals in 1956 made Durrell a notable author, in addition, bringing him public recognition as a naturalist. Royalties from this book, which made bestseller lists in the United Kingdom, helped fund Durrell's next expedition.


          Durrell's growing disillusionment with the way zoos of the time were run, and his belief that they should primarily act as reserves and regenerators of endangered species, made him contemplate founding his own zoo. His 1957 trip to Cameroon for the third and last time was primarily to collect animals which would form the core collection of his own zoo. This expedition was also filmed, Durrell's first experiment with making a cinematographic record of his work with animals. The success of the film To Bafut with Beagles, together with his popular and autobiographical radio program Encounters with Animals, made Durrell a regular with the BBC Natural History unit for decades to come, as well as generating much-needed funds for his conservation projects.


          On his return from Bafut, Durrell stayed with his sister Margaret at her boarding house in the seaside resort of Bournemouth. His animals were housed in her gardens and garage on a temporary basis, while Durrell sought prospective sites for a zoo. To his dismay, both Bournemouth and Poole municipalities turned down his suggestion for a zoo. This experience provided material for his book A Zoo in My Luggage.


          


          The Zoo and the Trust
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          Durrell founded the Jersey Zoological Park in 1958 to house his growing collection of animals. The site for the zoo, a 16th-century manor house, Les Augres Manor, came to Durrell's notice by chance after a long and unsuccessful search for a suitable site. Durrell leased the manor and set up his zoo on the redesigned manor grounds. In the same year, Durrell undertook another, more successful expedition to South America to collect endangered species. The zoo was opened to the public in 1959 on Easter Sunday.


          As the zoo grew in size, so did the number of projects undertaken to save threatened wildlife in other parts of the world. Durrell was instrumental in founding the Jersey Wildlife Preservation Trust, on July 6, 1963 to cope with the increasingly difficult challenges of zoo, wildlife and habitat management.


          The Trust opened an international wing, the Wildlife Preservation Trust International, in U.S. in 1971, to aid international conservation efforts in a better fashion. That year, the Trust bought out Les Augres Manor from its owner, Major Hugh Fraser, giving the zoo a permanent home.


          Durrell's initiative caused the Fauna and Flora Preservation Society to start the World Conference on Breeding Endangered Species in Captivity as an Aid to their Survival in 1972 at Jersey, today one of the most prestigious conferences in the field. 1972 also saw Princess Anne becoming a patron of the Trust, an action which brought the Trust into media limelight, and helped raise funds.


          


          The 1970s saw Jersey Wildlife Preservation Trust become a leading zoo in the field of captive breeding, championing the cause among species like the Lowland Gorilla, and various Mauritian fauna. Durrell visited Mauritius several times and co-ordinated large scale conservation efforts in Mauritius, involving captive breeding programs for native birds and reptiles, ecological recovery of Round Island, training local staff, and setting up local in-situ and ex-situ conservation facilities. This ultimately led to the founding of the Mauritian Wildlife Foundation in 1984.


          Jacquie Durrell separated from and then divorced Gerald Durrell in 1979, citing his increasing work pressure and mounting stress as causes.


          Durrell met his second wife Lee McGeorge Durrell in 1977 when he lectured at Duke University, where she was studying for a PhD in animal communication. They married in 1979. She co-authored a number of books with him, including The Amateur Naturalist, and became the Honorary Director of the Trust after his death.


          In 1978 Durrell started the training centre for conservationists at the zoo, or the "mini-university" in his words. As of 2005, over a thousand biologists, naturalists, zoo veterinarians, and zoo architects from 104 countries have attended the International Training Centre. Durrell was also instrumental in forming the Captive Breeding Specialist Group of the World Conservation Union in 1982.


          


          


          Durrell founded Wildlife Preservation Trust Canada, now Wildlife Preservation Canada, in 1985. The official appeal Saving Animals from Extinction was launched in 1991, at a time when British zoos were not faring well and London Zoo was in danger of closing down.


          In 1989, Durrell and his wife Lee, along with David Attenborough and cricket star David Gower helped launch the World Land Trust (then the World Wide Land Conservation Trust). The initial goal of the trust was to purchase rain forest land in Belize as part of the Programme for Belize. Around this time Gerald Durrell developed a friendship with Charles Rycroft, who became an important donor of funds both for building works in Jersey (the Harcroft Lecture Theatre) and for conservation work in East Africa, Madagascar and elsewhere.


          1990 saw the Trust establish a conservation program in Madagascar along the lines of the Mauritius program. Durrell visited Madagascar in 1990 to start captive breeding of a number of endemic species like the Aye Aye.


          Durrell chose the Dodo, the flightless bird of Mauritius that was hunted to extinction in the 1600s, as the logo for both the Jersey Zoo and the Trust. The children's chapter of the Trust is called the Dodo Club. Following his death, the Jersey Wildlife Preservation Trust was renamed Durrell Wildlife Conservation Trust at the 40th anniversary of the Zoo on 26 March, 1999. The Wildlife Preservation Trust International also changed its name to Wildlife Trust in 2000, and adopted the logo of the Black Tamarin.


          


          Final years


          


          A hard, outdoor life, led Durrell to health problems in the 1980s. He underwent hip-replacement surgery in a bid to counter arthritis, but he also suffered from liver problems. His health deteriorated rapidly after the 1990 Madagascar trip. Durrell died of post-surgical complications following a liver transplantation, on January 30, 1995. His ashes are buried under a memorial plaque with a quote by William Beebe in Jersey Zoo.


          
            "The beauty and genius of a work of art may be re-conceived, though its first material expression be destroyed; a vanished harmony may yet again inspire the composer; but when the last individual of a race of living beings breathes no more, another heaven and another earth must pass before such a one can be again."

          


          (The Bird, 1906)


          A memorial celebrating Durrell's life and work was held at the Natural History Museum, London on June 28, 1995. Participants included personal friends like the famous television presenter David Attenborough and Princess Anne.


          


          Policy for zoos


          Gerald Durrell was ahead of his time when he postulated the role that a 20th century zoo should play, primarily in Stationary Ark. His idea relies on the following bases:


          
            	The primary purpose of a zoo should be to act as a reserve of critically endangered species which need captive breeding in order to survive.


            	They can serve the secondary purposes of educating people about wildlife and natural history, and of educating biologists about the animal's habits.


            	Zoos should not be run for the purposes of entertainment only, and non-threatened species should be re-introduced into their natural habitats.


            	An animal should be present in the zoo only as a last resort, when all efforts to save it in the wild have failed.

          


          Durrell's ideas about housing zoo animals also brings his priorities to the fore. The bases on which enclosures at Jersey are built:


          
            	Enclosures should be built keeping in mind  firstly, the comfort of the animal (including a private shelter), secondly for the convenience of the animal keeper, and finally for the viewing comfort of visitors.


            	The size of an enclosure should depend on how large their territories might be.


            	The companions of an animal should reflect not only ecological niche and biogeographic concerns, but its social abilities as well  how well it gets on with other members of its species and other species.


            	Every animal deserves food of its choice, sometimes made interesting by variation; and a mate of its choice; and a nice, and interesting environment.

          


          Jersey Zoo was the first zoo to only house endangered breeding species, and has been one of the pioneers in the field of captive breeding. The International Training Centre, and the organization of the conference on captive breeding are also notable firsts.


          Durrell initially faced stiff opposition and criticism from some members of the zoo community when he introduced the idea of captive breeding, and was only vindicated after successfully breeding a wide range of species. One of the most active opposition members was George Cansdale, superintendent of the London Zoo and Zoological Society of London, and wielder of considerable influence in the zoo community.


          


          Durrell's books


          


          Durrell's books, both fiction and non-fiction, have a wry, loose style that poked fun at himself as well as those around him. Perhaps his best-known work is My Family and Other Animals ( 1956), which tells of his idyllic, if oddball, childhood on Corfu. Later made into a TV series, it is delightfully deprecating about the whole family, especially elder brother Lawrence, who became a famous novelist. Despite Durrell's jokes at the expense of "brother Larry," the two were close friends all their lives.


          Gerald Durrell always insisted that he wrote for royalties to help the cause of environmental stewardship, not out of an inherent love for writing. Gerald Durrell describes himself as a writer in comparison to his brother Lawrence:


          
            	The subtle difference between us is that he loves writing and I don't. To me it's simply a way to make money which enables me to do my animal work, nothing more.

          


          However, he shows a surprising diversity and dexterity in a wide variety of writing, including:


          
            	autobiographical accounts: Most of his works are of such kind  characterized by a love for nature and animals, dry wit, crisp descriptions and humorous analogies of human beings with animals and vice versa. The most famous of these is the Corfu trilogy  My Family and Other Animals, Birds, Beasts and Relatives, and The Garden of the Gods.


            	short stories: often bordering on the Roald Dahl-esque, like "Michelin Man" in Picnic and Suchlike Pandemonium. The latter also has an acclaimed gothic horror story titled "The Entrance". Marrying Off Mother and Other Stories also has a few short stories.


            	novels: Durrell's only three novels are Rosy is My Relative, the story about the bequeathed elephant which Durrell claimed is based on real life events; The Mockery Bird, the fable based loosely on the story of Mauritius and the Dodo; and The Talking Parcel, a tale of children at large in a land of mythological creatures.


            	technical essays: The Stationary Ark is a collection of technical essays on zoo-keeping and conservation.


            	guides: The Amateur Naturalist is the definitive guide for a budding naturalist over the last 20 years.


            	stories for young adults: The Donkey Rustlers is an Enid Blyton-ish feel good novel, while The Talking Parcel is a fantasy novel for younger readers.


            	natural history books for children: The New Noah is a collection of encounters with animals from Durrell's previous expeditions, written with children in mind.


            	stories for children: Keeper, Toby the Tortoise, The Fantastic Dinosaur Adventure, and the The Fantastic Flying Adventure are lavishly illustrated stories for young children.


            	board and picture books: the board book series Puppy Stories are for infants, and the picture book Island Zoo is for young children about the first animals in Jersey Zoo.

          


          Durrell was also a regular contributor to magazines on both sides of the Atlantic like Harper's, Atlantic Monthly, and The Sunday Times Supplement. He was also a regular book reviewer for New York Times. A number of excerpts and stories from his books were used by Octopus Books and Readers' Digest Publishing, including in the Reader's Digest Condensed Books.


          Durrell's works have been translated into 31 languages, and made into TV serials, and feature films. He has a large followings in northern and eastern Europe, Russia, Israel, and in various commonwealth countries, notably India.


          The British Library houses a collection of Durrell's books, presented by him to Alan G. Thomas, as part of the Lawrence Durrell Collection.


          


          Illustrators


          Durrell was a talented artist and caricaturist, but worked with numerous illustrators over the years starting with Sabine Braur for The Overloaded Ark (published by Faber and Faber). Two of his most productive collaborations were with Ralph Thompson (Bafut Beagles, Three Singles To Adventure, The New Noah, The Drunken Forest, Encounters with Animals, A Zoo in My Luggage, The Whispering Land, Menagerie Manor) (published by Rupert Hart-Davis) and Edward Mortelmans (Catch Me A Colobus, Beasts in My Belfry, Golden Bats and Pink Pigeons) (published by Collins). The illustrations are mostly sketches of animal subjects. Ralph Thompson has even visited the Jersey Zoological Park in-house during the sketching period for Menagerie Manor.


          Other illustrators who worked with Durrell were Barry L. Driscoll who illustrated Two in the Bush, Pat Marriott who illustrated Look at Zoos, and Anne Mieke van Ogtrop who illustrated The Talking Parcel and Donkey Rustlers.


          Gerald Durrell authored a number of lavishly illustrated children's books in his later years. Graham Percy was the illustrator for The Fantastic Flying Journey and The Fantastic Dinosaur Adventure. Toby the Tortoise and Keeper were illustrated by Keith West. His Puppy board books were illustrated by Cliff Wright.


          


          Honours and legacy


          Durrell was awarded the Order of the Golden Ark by Prince Bernhard of the Netherlands in 1981.


          Durrell received the Order of the British Empire in 1982.


          The National Youth Music Theatre performed the musical theatre The Carnival of the Animals at Fort Regent, Jersey as a tribute to Gerald Durrell in 1984.


          Durrell featured in the United Nations' Roll of Honour for Environmental Achievement in 1988, becoming part of 500 people ("Global 500") to be given this honour in the period 1987  1992.


          The University of Kent started the Durrell Institute of Conservation and Ecology (DICE) in 1989, the first graduate school in the United Kingdom to offer degrees and diplomas in conservation and biodiversity.


          The journal Biodiversity and Conservation brought out a special volume of the journal in tribute to Gerald Durrell, on the theme of "The Role of Zoos" in 1995, following his death.


          The Gerald Durrell Memorial Funds, launched in 1996, are granted in the field of conservation by the Wildlife Trust every year.


          The statue park in Miskolc Zoo, created a bust of Gerald Durrell in 1998. Whipsnade Zoo also unveiled a new island for housing primates dedicated to Durrell in 1998.


          The BBC Wildlife Photography Awards gives the Gerald Durrell Award for the best photograph of an endangered species, starting from 2001.


          The Durrell School in Corfu, established in 2002, offers an academic course and tours in the footsteps of the Durrells in Corfu. Botanist David Bellamy has conducted field trips in Corfu for the School.


          The town hall of Corfu announced in 2006 that it would rename Corfu Bosketto (a park in the city of Corfu) Bosketto Durrell, after Gerald and Lawrence Durrell as a mark of respect.


          Wildlife Preservation Canada established the Gerald Durrell Society in 2006 as recognition for individuals who have made legacy gifts.


          The Gerald Durrell Endemic Wildlife Sanctuary in the Black River Valley in Mauritius, is the home of the Mauritius Wildlife Appeal Fund's immensely successful captive breeding program for the Mauritius Kestrel, Pink Pigeon and Echo Parakeet.


          The Jersey Zoo has erected a bronze statue of Gerald Durrell by John Doubleday, cast along with a Ruffed Lemur at his knee, and a Round Island Gecko at his feet.


          Jersey brought out stamps honouring the Jersey Wildlife Preservation Trust, and Mauritius brought out a stamp based on a race of a rare gecko named after Durrell.


          The de-rodentification of Rat Island in St. Lucia by the Durrell Wildlife Conservation Trust to create a sanctuary for the St. Lucia Whiptail lizard on the lines of Praslin Island has caused an official change in name for Rat Island. It is in the process of being renamed Durrell Island.


          The Visitors' Centre at the Belize Zoo is named the Gerald Durrell Visitors' Centre in honour of Durrell.


          Numerous individual animals of rare species born in captivity have been named "Gerry" or "Gerald" as homage to Durrell, among them the first Aldabra Giant Tortoise born in captivity.


          


          Species and homages


          
            	Centrolene durrellorum: A glassfrog of the family Centrolenidae from the eastern Andean foothills of Ecuador, discovered in 2002 and described in 2005. This frog was named in honour of Gerald Durrell and his wife Lee Durrell "for their contributions to the conservation of global biodiversity" .


            	Clarkeia durrelli: A fossil brachiopod of the Order Atrypida, from the Upper Silurian age, discovered 1982 - there is presently no reference to indicate that this species was named in honour of Gerald Durrell


            	Nactus serpeninsula durrelli: Durrell's Night Gecko: The Round Island race of the Serpent Island Night Gecko is a distinct race and was named after both Gerald and Lee Durrell for their contribution to saving the gecko and Round Island fauna in general. Mauritius released a stamp depicting the race.


            	Ceylonthelphusa durrelli: Durrell's Freshwater Crab: A critically rare new species of Sri Lankan freshwater crab.


            	Benthophilus durrelli: Durrell's Tadpole Goby: A new species of tadpole goby discovered in 2004


            	Kotchevnik durrelli: A new species of moth of the superfamily Cossoidea from Russia

          


          


          Major expeditions


          
            
              	Year

              	Place

              	Primary purpose

              	Book

              	Film

              	Species in focus
            


            
              	1947 / 1948

              	Mamfe, British Cameroon (now Cameroon)

              	Independent animal collecting mission for British zoos

              	The Overloaded Ark

              	

              	Angwantibo, Giant Otter Shrew
            


            
              	1949

              	Mamfe and Bafut, British Cameroon (now Cameroon)

              	Independent animal collecting mission for British zoos

              	The Bafut Beagles

              	

              	Galago, Hairy Frog, African Golden Cat, Flying mouse
            


            
              	1950

              	British Guiana (now Guyana)

              	Independent animal collecting mission for British zoos

              	Three Singles to Adventure

              	

              	Giant Otter, Poison arrow frogs, Surinam Toad, Capybara, Brazilian Porcupine
            


            
              	1953 / 1954

              	Argentina and Paraguay

              	Partially sponsored animal collecting mission

              	The Drunken Forest

              	

              	Burrowing Owl, Ovenbird, Anaconda, Rhea, Giant Anteater
            


            
              	1957

              	Bafut, British Cameroon (now Cameroon)

              	Animal collecting mission for his own to-be zoo

              	A Zoo in My Luggage

              	To Bafut With Beagles

              	Reticulated Python, Patas, Galago, Grey-necked Rockfowl
            


            
              	1958

              	Patagonia, Argentina

              	Animal collecting mission for his own Jersey Zoo

              	The Whispering Land

              	Look (Argentinian Expedition)

              	South American Fur Seal, Patagonian Hare, Vampire Bat, Magellanic Penguin
            


            
              	1962

              	Malaysia, and Australia and New Zealand

              	Shooting of the BBC Nature series Two In The Bush

              	Two in the Bush

              	Two in the Bush

              	Kakapo, Kākā, Kea, Tuatara, Sumatran Rhinoceros, Leadbeater's Possum
            


            
              	1965

              	Sierra Leone

              	Animal collecting mission for Jersey Zoo to be made into a TV series by BBC

              	Section of Catch Me A Colobus

              	Catch Me A Colobus

              	Colobus, African Leopard, Red River Hog, Potto
            


            
              	1968

              	Mexico

              	Animal collecting mission for Jersey Zoo

              	Section of Catch Me A Colobus

              	

              	Volcano Rabbit, Thick-billed Parrot
            


            
              	1969

              	Great Barrier Reef, Northern Territory and Queensland, Australia

              	Conservation fact-finding mission, with possible material for book never written

              	

              	

              	Great Barrier Reef species
            


            
              	1976, 1977

              	Mauritius and other Mascarene Islands

              	Two back-to-back in-situ conservation missions and animal collecting expeditions for local breeding and Jersey Zoo

              	Golden Bats and Pink Pigeons

              	The Mauritius Conservation Mission, The Round Island Project

              	Pink Pigeon, Rodrigues Fruit Bat, Round Island Boa, Telfair's Skink, Gunther's Gecko, Mauritius Kestrel
            


            
              	1978

              	Assam, India and Bhutan

              	In-situ conservation mission and filming for an episode in a BBC series

              	

              	"Animals Are My Life" episode in The World About Us series

              	Pigmy Hog
            


            
              	1982

              	Mauritius and other Mascarene Islands and Madagascar

              	In-situ conservation mission and animal collecting expedition for local breeding and Jersey Zoo to be filmed for a BBC TV series about the Trust's role in other countries

              	Ark on the Move

              	Ark on the Move

              	Pink Pigeon, Rodrigues Fruit Bat, Round Island Boa, Telfair's Skink, Gunther's Gecko, Mauritius Kestrel, Indri, Madagascan Boa
            


            
              	1984

              	Russia

              	Shooting of the Channel 4 TV series Durrell in Russia

              	Durrell in Russia

              	Durrell in Russia

              	Przewalski's Horse, Saiga, Cranes, Russian Desman
            


            
              	1989

              	Belize

              	As part of Programme for Belize  a conservation project which aimed to conserve 250,000 acres (1000 km) of tropical rain forest

              	

              	

              	Belizean rain forest species
            


            
              	1990

              	Madagascar

              	In-situ conservation mission and animal collecting expedition for local breeding and Jersey Zoo

              	The Aye-Aye and I

              	To the Island of Aye-Aye

              	Aye Aye, Indri, Ring-tailed Lemur, Alaotran Lemur, Tenrec
            

          


          Radiography and filmography


          


          


          Featuring the subject


          
            	Encounters With Animals, Radio series, BBC (1957)


            	To Bafut With Beagles, TV series, BBC (1958)


            	Look (Argentinian Expedition), Single episode in TV series, BBC (1961)


            	Zoo Packet, TV series, BBC (1961)


            	Animal Magic, Early episodes in TV series, BBC (1962  1983)


            	Two In The Bush, TV series, BBC (1963)


            	Catch Me a Colobus, TV series, BBC (1966)


            	The Garden of the Gods, TV series, BBC (1967)


            	The Stationary Ark, TV series, Primedia(Canada) / Channel 4(UK) (1975)


            	Animals Are My Life, episode in the TV series The World About Us, BBC (1978)


            	Ark on the Move, TV series, Primedia(Canada) / Channel 4(UK) (1982)


            	The Amateur Naturalist, TV series, CBC(U.S.) / Channel 4(UK) (1983)


            	Ourselves & Other Animals, TV series, Primetime Television and Harcourt Films (1987). Directed by Jeremy marre


            	Durrell in Russia, TV series, Channel 4(UK) (1986)


            	Durrell's Ark, one hour documentary, BBC (1988)


            	A Day at the Zoo with Phillip Schofield, one hour episode featuring Durrell and Jersey Zoo (1989)


            	Gerald Durrell  Himself and Other Animals, documentary, Green Umbrella Productions (1999)


            	Gerald Durrell  Jambo the Gentle Giant, documentary, Green Umbrella Productions (1999)


            	Gerald Durrell  To the Island of the Aye-Aye, documentary, Green Umbrella Productions (1999)


            	Safe Hands in a Wild World, documentary, Green Umbrella Productions (1999)


            	Inside Jersey Zoo, re-release, UK PC Advisor magazine (2001)


            	The Round Island Project, re-release, UK PC Advisor magazine (2001)


            	The Mauritius Conservation Mission, re-release, UK PC Advisor magazine (2001)

          


          


          On the subject


          
            	A Memorial Celebration for the Life of Gerald Durrell (1995)


            	World of Animals episode on Gerald Durrell and Jersey Zoo, Channel One, Moscow (2004)


            	The Wild Life of Gerald Durrell, BBC Four (December 2005)


            	Wildlife in a War Zone, using archival Durrell footage and examining the changes brought about by war in Sierra Leone, Animal Planet, May 2006


            	Archive Hour with Bridget Nicholls: Discover Your Inner Durrell, BBC Radio 4 Radio (September 2006)

          


          


          Books


          
            	The Talking Parcel, Animated movie, directed by Brian Cosgrove, Cosgrove Hall (1979)


            	My Family and Other Animals, TV series, BBC (1989)


            	My Family and Other Animals, Radio drama, BBC Radio 4 (2001)


            	The Fantastic Flying Journey, Animated TV series, directed by Catherine Robbins and John Coates, Two Sides TV / TV Loonland (2001)


            	My Family and Other Animals (remake), BBC 2005 film broadcast in America on PBS - Masterpiece Theatre in 2006 ( homepage)

          


          


          Screenplays


          
            	Tarka the Otter, movie, directed by David Cobham (1979)

          


          


          Limericks


          Durrell quoted numerous raunchy limericks in his Corfu Trilogy which have not been documented elsewhere, and it is probable that some of these owe their origins to Lawrence Durrell, Edward Lear and Theodore Stephanides. Gerald Durrell is himself the subject of a few limericks written later.


          


          Time capsule


          A time capsule buried at Jersey Zoo in 1988 contains the following popular quote by Durrell, often used in conservation awareness campaigns:


          
            	We hope that there will be fireflies and glow-worms at night to guide you and butterflies in hedges and forests to greet you.


            	We hope that your dawns will have an orchestra of bird song and that the sound of their wings and the opalescence of their colouring will dazzle you.


            	We hope that there will still be the extraordinary varieties of creatures sharing the land of the planet with you to enchant you and enrich your lives as they have done for us.


            	We hope that you will be grateful for having been born into such a magical world.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gerald_Durrell"
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          Gerald Rudolph Ford, Jr. ( July 14, 1913  December 26, 2006) was the thirty-eighth President of the United States, serving from 1974 to 1977, and the fortieth Vice President of the United States serving from 1973 to 1974. He was the first person appointed to the vice presidency under the terms of the 25th Amendment, and became President upon Richard Nixon's resignation on August 9, 1974.


          Prior to 1973, Ford served for over eight years as the Republican Minority Leader of the United States House of Representatives; he was originally elected to Congress in 1948 from Michigan's 5th congressional district.


          As president, Ford signed the Helsinki Accords, marking a move toward dtente in the Cold War, even as South Vietnam, a former ally, was invaded and conquered by North Vietnam. Ford did not intervene in Vietamese affairs, but did help extract friends of the U.S. Domestically, the economy suffered from inflation and a recession under President Ford. One of his more controversial decisions was granting a presidential pardon to President Richard Nixon for his role in the Watergate scandal. In 1976, Ford narrowly defeated Ronald Reagan for the Republican nomination, but ultimately lost the presidential election to Democrat Jimmy Carter.


          


          Early life


          


          Childhood


          Gerald R. Ford was born Leslie Lynch King, Jr. on July 14, 1913, at 12:43 a.m. CST, at 3202 Woolworth Avenue in Omaha, Nebraska. His parents, Leslie Lynch King, Sr., a wool trader whose father was a prominent banker, and his wife, the former Dorothy Ayer Gardner, separated just sixteen days after his birth. His mother took him to the Oak Park, Illinois home of her sister Tannisse and her husband, Clarence Haskins James. From there she moved to the home of her parents, Levi Addison Gardner and his wife, the former Adele Augusta Ayer, in Grand Rapids, Michigan. Ford's parents divorced the following December with his mother gaining full custody.


          
            [image: Leslie Lynch King, Jr. (later known as Gerald R. Ford) at age three, 1916]
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          Gerald Ford later said his biological father was abusive and had a history of hitting his mother. James M. Cannon, who was the executive director of the domestic council during the Ford administration, wrote in a biography of the former president that the Kings' separation and divorce were sparked when, a few days after Ford's birth, Leslie King, Sr. threatened his wife, Dorothy, with a butcher knife and announced his intention to kill her, the baby, and the baby's nursemaid. His first abusive action, according to Ford, occurred on the couple's honeymoon, when King hit his wife for smiling at another man.


          On February 1, 1916, now settled in Grand Rapids, Dorothy King married Gerald Rudolff Ford, a salesman in a family-owned paint and varnish company, who later became president of the firm. She began calling her son Gerald Rudolff Ford, Jr. The future president was never formally adopted, however, and he did not legally change his name until December 3, 1935; he also used a more conventional spelling of his middle name. He was raised in Grand Rapids with his three half-brothers by his mother's second marriage: Thomas Gardner Ford (19181995), Richard Addison Ford (born 1924), and James Francis Ford (19272001). He also had three half-siblings by his father's second marriage: Marjorie King (19211993), Leslie Henry King, Sr. (19231976), and Patricia Jane King (born 1925).


          Ford was not aware of his biological parentage until he was 17, when his parents told him about the circumstances of his birth. That same year his biological father, whom he described as a "carefree, well-to-do man", approached Ford while he was waiting tables in a Grand Rapids restaurant. The two "maintained a sporadic contact" until Leslie King, Sr.'s death, but Ford maintained his distance emotionally, saying, "My stepfather was a magnificent person and my mother equally wonderful. So I couldn't have written a better prescription for a superb family upbringing."


          


          Scouting and athletics


          
            [image: Eagle Scout Gerald Ford (circled in red) in 1929. Michigan Governor Fred Green and far left, holding hat.]

            
              Eagle Scout Gerald Ford (circled in red) in 1929. Michigan Governor Fred Green and far left, holding hat.
            

          


          Ford joined the Boy Scouts of America, and attained that program's highest rank, Eagle Scout. He always regarded this as one of his proudest accomplishments, even after attaining the White House. In subsequent years, Ford received the Distinguished Eagle Scout Award in May 1970 and Silver Buffalo Award from the Boy Scouts of America. He is the only US president who was an Eagle Scout. Scouting was so important to Ford that his family asked that Scouts participate in his funeral. About 400 Eagle Scouts were part of the funeral procession, where they formed an honour guard as the casket went by in front of the museum, and served as ushers.


          Ford attended Grand Rapids South High School and was a star athlete and captain of his football team. In 1930, he was selected to the All-City team of the Grand Rapids City League. He also attracted the attention of college recruiters.


          Attending the University of Michigan as an undergraduate, Ford played centre and linebacker for the schools football team and helped the Wolverines to undefeated seasons and national titles in 1932 and 1933. The team suffered a steep decline in his 1934 senior year, however, winning only one game. Ford was the teams star nonetheless, and after a game during which Michigan held heavily favored Minnesota (the eventual national champion) to a scoreless tie in the first half, assistant coach Bennie Oosterbaan later said, When I walked into the dressing room at half time, I had tears in my eyes I was so proud of them. Ford and [Cedric] Sweet played their hearts out. They were everywhere on defense. Ford himself later recalled, During 25 years in the rough-and-tumble world of politics, I often thought of the experiences before, during, and after that game in 1934. Remembering them has helped me many times to face a tough situation, take action, and make every effort possible despite adverse odds. His teammates later voted Ford their most valuable player, with one assistant coach noting, They felt Jerry was one guy who would stay and fight in a losing cause.
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          During the same season, in a game against the University of Chicago, Ford became the only future U.S. president to tackle a future Heisman Trophy winner when he brought down running back Jay Berwanger, who would win the first Heisman the following year. In 1934 Gerald Ford was selected for the Eastern Team on the Shriners East West Crippled Children game at San Francisco (a benefit for crippled children), played on January 1, 1935. As part of the 1935 Collegiate All-Star football team, Ford played against the Chicago Bears in an exhibition game at Soldier Field.


          Ford retained his interest in football and his alma mater throughout life, occasionally attending games and on one occasion asking to be awakened to find out the score of an Ohio State-Michigan football game, while attending a summit in the Soviet Union as President. The University of Michigan retired Ford's #48 jersey in 1994.


          


          Education


          At Michigan, Ford became a member of the Delta Kappa Epsilon fraternity and washed dishes at his fraternity house to earn money for college expenses. Following his graduation in 1935 with a degree in political science and economics, he turned down contract offers from the Detroit Lions and Green Bay Packers of the National Football League in order to take a coaching position at Yale and apply to its law school. Each team was offering him a contract of $200 a game, but he wanted a legal education. Ford continued to contribute to football and boxing, accepting an assistant coaching job for both at Yale in September 1935.


          Ford hoped to attend Yale's law school beginning in 1935 while serving as boxing coach and assistant varsity football coach, but Yale officials initially denied his admission to the law school, because of his full-time coaching responsibilities. He spent the summer of 1937 as a student at the University of Michigan Law School and was eventually admitted in the spring of 1938 to Yale Law School. Ford earned his LL.B. degree in 1941 (later amended to Juris Doctor), graduating in the top 25 percent of his class. His introduction to politics came in the summer of 1940 when he worked in Wendell Willkie's presidential campaign. While attending Yale Law School, he joined a group of students led by R. Douglas Stuart, Jr., and signed a petition to enforce the 1939 Neutrality Act. The petition was circulated nationally and was the inspiration for the America First Committee, a group determined to keep the U.S. out of World War II. Ford's position on U.S. involvement in the war would soon change.


          Ford graduated from law school in 1941, and was admitted to the Michigan bar shortly thereafter. In May 1941, he opened a Grand Rapids law practice with a friend, Philip Buchen, who would later serve as Ford's White House counsel. But overseas developments caused a change in plans, and Ford responded to the attack on Pearl Harbour by enlisting in the Navy.


          


          Naval service in World War II


          Ford received a commission as ensign in the U.S. Naval Reserve on April 13, 1942. On April 20, he reported for active duty to the V-5 instructor school at Annapolis, Maryland. After one month of training, he went to Navy Preflight School in Chapel Hill, North Carolina, where he was one of 83 instructors and taught elementary seamanship, ordnance, gunnery, first aid and military drill. In addition, he coached in all nine sports that were offered, but mostly in swimming, boxing and football. During the one year he was at the Preflight School, he was promoted to Lieutenant Junior Grade on June 2, 1942, and to Lieutenant in March 1943.
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          Applying for sea duty, Ford was sent in May 1943 to the pre-commissioning detachment for the new aircraft carrier USS Monterey, at New York Shipbuilding Corporation, Camden, New Jersey. From the ship's commissioning on June 17, 1943 until the end of December 1944, Ford served as the assistant navigator, Athletic Officer, and antiaircraft battery officer on board the Monterey. While he was on board, the carrier participated in many actions in the Pacific Theatre with the Third and Fifth Fleets during the fall of 1943 and in 1944. In 1943, the carrier helped secure Makin Island in the Gilberts, and participated in carrier strikes against Kavieng, New Ireland in 1943. During the spring of 1944, the Monterey supported landings at Kwajalein and Eniwetok and participated in carrier strikes in the Marianas, Western Carolines, and northern New Guinea, as well as in the Battle of the Philippine Sea. After overhaul, from September to November 1944, aircraft from the Monterey launched strikes against Wake Island, participated in strikes in the Philippines and Ryukyus, and supported the landings at Leyte and Mindoro.


          Although the ship was not damaged by Japanese forces, the Monterey was one of several ships damaged by the typhoon that hit Admiral William Halsey's Third Fleet on December 1819, 1944. The Third Fleet lost three destroyers and over 800 men during the typhoon. The Monterey was damaged by a fire, which was started by several of the ship's aircraft tearing loose from their cables and colliding on the hanger deck. During the storm, Ford narrowly avoided becoming a casualty himself. As he was going to his battle station on the bridge of the ship in the early morning of December 18, the ship rolled twenty-five degrees, which caused Ford to lose his footing and slide toward the edge of the deck. The two-inch steel ridge around the edge of the carrier slowed him enough so he could roll, and he twisted into the catwalk below the deck. As he later stated, "I was lucky; I could have easily gone overboard."


          Because of the extent of the fires, Admiral Halsey ordered Captain Ingersoll to abbandon ship. Lieutenant (j.g.) Ford stood near the helm, awaiting his orders. "We can fix this" Captain Ingersoll said, and with a nod from his skipper, Lieutenant Ford donned a gas mask and led a fire brigade below.


          Aircraft-gas tanks exploded as hose handlers slid across the burning decks. Into this furnace Lieutenant (j.g.) Ford led his men, his first order of business to carry out the dead and injured. Five hours later he and his team emerged burned and exhausted, but they had put out the fire.


          [[Image:Gerald Ford playing basketball on USS Monterey 06-1944.jpg|200px|thumb|Men aboard the USS Monterey (CVL-26) playing basketball in the forward elevator well June, 1944; the jumper on the left is Ford]] After the fire the Monterey was declared unfit for service, and the crippled carrier reached Ulithi on December 21 before proceeding across the Pacific to Bremerton, Washington where it underwent repairs. On December 24, 1944 at Ulithi, Ford was detached from the ship and sent to the Athletic Department of the Navy Pre-Flight School at Saint Mary's College of California, where he was assigned to the Athletic Department until April 1945. One of his duties was to coach football. From the end of April 1945 to January 1946, he was on the staff of the Naval Reserve Training Command, Naval Air Station, Glenview, Illinois as the Staff Physical and Military Training Officer. On October 3, 1945 he was promoted to Lieutenant Commander. In January 1946, he was sent to the Separation Centre, Great Lakes to be processed out. He was released from active duty under honorable conditions on February 23, 1946. On June 28, 1946, the Secretary of the Navy accepted Ford's resignation from the Naval Reserve.


          For his naval service, Gerald Ford earned the Asiatic-Pacific Campaign Medal with nine engagement stars for operations in the Gilbert Islands, Bismarck Archipelago, Marshall Islands, Asiatic and Pacific carrier raids, Hollandia, Marianas, Western Carolines, Western New Guinea, and the Leyte Operation. He also received the Philippine Liberation Medal with two bronze stars for Leyte and Mindoro, as well as the American Campaign and World War II Victory medals.


          Ford was a member of several civic organizations, including the Benevolent and Protective Order of Elks, American Legion, Veterans of Foreign Wars, and AMVETS.Gerald R. Ford was initiated into Freemasonry on September 30, 1949. He later said in 1975, "When I took my obligation as a master mason  incidentally, with my three younger brothers  I recalled the value my own father attached to that order. But I had no idea that I would ever be added to the company of the Father of our Country and 12 other members of the order who also served as Presidents of the United States."


          


          Marriage and children
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          On October 15, 1948, at Grace Episcopal Church in Grand Rapids, Ford married Elizabeth Bloomer Warren, a department store fashion consultant. Warren had been a John Robert Powers fashion model and a dancer in the auxiliary troupe of the Martha Graham Dance Company. She had previously been married to and divorced from William G. Warren.


          At the time of his engagement, Ford was campaigning for what would be his first of thirteen terms as a member of the United States House of Representatives. The wedding was delayed until shortly before the elections because, as The New York Times reported in a 1974 profile of Betty Ford, "Jerry was running for Congress and wasn't sure how voters might feel about his marrying a divorced ex-dancer."


          The Fords had four children:


          
            	Michael Gerald, born in 1950


            	John Gardner, known as Jack, born in 1952


            	Steven Meigs , born in 1956


            	Susan Elizabeth, born in 1957

          


          


          House of Representatives
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          Following his return from the war, Ford became active in local Republican politics. Grand Rapids supporters urged him to take on Bartel J. Jonkman, the incumbent Republican congressman. Ford had changed his view of the world as a result of his military service; "I came back a converted internationalist", Ford stated, "and of course our congressman at that time was an avowed, dedicated isolationist. And I thought he ought to be replaced. Nobody thought I could win. I ended up winning two to one." During his first campaign in 1948, Ford visited farmers and promised he would work on their farms and milk the cows if electeda promise he fulfilled. In 1961, the U.S. House membership voted Ford a special award as a "Congressman's Congressman" that praised his committee work on military budgets.


          Ford was a member of the House of Representatives for twenty-four years, holding the Grand Rapids congressional district seat from 1949 to 1973. It was a tenure largely notable for its modesty. As an editorial in The New York Times described him, Ford "saw himself as a negotiator and a reconciler, and the record shows it: he did not write a single piece of major legislation in his entire career." Appointed to the House Appropriations Committee two years after being elected, he was a prominent member of the Defense Appropriations Subcommittee. Ford described his philosophy as "a moderate in domestic affairs, an internationalist in foreign affairs, and a conservative in fiscal policy."
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          In November 1963, President Lyndon B. Johnson appointed Ford to the Warren Commission, a special task force set up to investigate the assassination of President John F. Kennedy. Ford was assigned to prepare a biography of Lee Harvey Oswald, the accused assassin. The Commission's work continues to be debated in the public arena.


          In 1965, Republican members of the House elected Ford as its Minority Leader. During the eight years (19651973) he served as Minority Leader, Ford won many friends in the House because of his fair leadership and inoffensive personality. But President Johnson disliked Ford for the congressman's frequent attacks on the administration's " Great Society" programs as being unneeded or wasteful, and for his criticism of the President's handling of the Vietnam War. As Minority Leader in the House, Ford appeared in a popular series of televised press conferences with famed Illinois Senator Everett Dirksen, in which they proposed Republican alternatives to Johnson's policies. Many in the press jokingly called this "The Ev and Jerry Show". Johnson said of Ford at the time, "That Gerald Ford. He can't fart and chew gum at the same time." The press, used to sanitizing LBJ's salty language, reported this as "Gerald Ford can't walk and chew gum at the same time."


          



          


          Vice Presidency, 197374


          On October 10, 1973, Vice President Spiro Agnew resigned and then pleaded no contest to criminal charges of tax evasion and money laundering, part of a negotiated resolution to a scheme wherein he accepted $29,500 in bribes during his tenure as governor of Maryland. According to The New York Times, "Nixon sought advice from senior Congressional leaders about a replacement. The advice was unanimous. 'We gave Nixon no choice but Ford,' House Speaker Carl Albert recalled later".


          


          Ford was nominated to take Agnew's position on October 12, the first time the vice-presidential vacancy provision of the 25th Amendment had been implemented. The United States Senate voted 92 to 3 to confirm Ford on November 27, and on December 6, the House confirmed him 387 to 35.


          Ford's tenure as Vice President was little noted by the media. Instead, reporters were preoccupied by the continuing revelations about criminal acts during the 1972 presidential election and allegations of cover-ups within the White House. Ford said little about the Watergate scandal, although he privately expressed his personal disappointment in the President's conduct.


          Following Ford's appointment, the Watergate investigation continued until Chief of Staff Alexander Haig contacted Ford on August 1, 1974, and told him that " smoking gun" evidence had been found. The evidence left little doubt that President Nixon had been a part of the Watergate cover-up. At the time, Ford and his wife, Betty, were living in suburban Virginia, waiting for their expected move into the newly designated vice president's residence in Washington, D.C. However, "Al Haig [asked] to come over and see me," Ford later related, "to tell me that there would be a new tape released on a Monday, and he said the evidence in there was devastating and there would probably be either an impeachment or a resignation. And he said, 'I'm just warning you that you've got to be prepared, that things might change dramatically and you could become President.' And I said, 'Betty, I don't think we're ever going to live in the vice president's house.'"


          


          Presidency, 197477


          


          Accession
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          When Nixon resigned in the wake of the Watergate scandal on August 9, 1974, Ford assumed the presidency making him the only person to assume the vice-presidency and the presidency without having been voted into either office. Immediately after taking the oath of office in the East Room of the White House, he spoke to the assembled audience in a speech broadcast live to the nation. Ford noted the peculiarity of his position: "I am acutely aware that you have not elected me as your president by your ballots, and so I ask you to confirm me as your president with your prayers." On August 20 Ford nominated former New York Governor Nelson Rockefeller to fill the vice presidency he had vacated. Rockefeller was confirmed by the House and Senate.


          


          Nixon pardon


          On September 8, 1974, Ford issued Proclamation 4311, which gave Nixon a full and unconditional pardon for any crimes he may have committed against the United States while President. In a televised broadcast to the nation, Ford explained that he felt the pardon was in the best interests of the country and that the Nixon family's situation "is a tragedy in which we all have played a part. It could go on and on and on, or someone must write the end to it. I have concluded that only I can do that, and if I can, I must." At the same time as he announced the Nixon pardon, Ford introduced a conditional amnesty program for Vietnam War draft dodgers who had fled to countries such as Canada. Unconditional amnesty, however, did not come about until the Jimmy Carter Presidency.


          The Nixon pardon was highly controversial. Critics derided the move and claimed, a " corrupt bargain" had been struck between the men. They claimed Ford's pardon was quid pro quo in exchange for Nixon's resignation that elevated Ford to the Presidency. Nixon's Chief of Staff, Alexander Haig, did in fact offer a deal to Ford. Bob Woodward, in his book Shadow, recounts that Haig entered Ford's office on August 1, 1974 while Ford was still Vice President and Nixon had yet to resign. Haig told Ford that there were three pardon options: (1) Nixon could pardon himself and resign, (2) Nixon could pardon his aides involved in Watergate and then resign, or (3) Nixon could agree to leave in return for an agreement that the new president would pardon him. After listing these options, Haig handed Ford various papers; one of these papers included a discussion of the president's legal authority to pardon and another sheet was a draft pardon form that only needed Ford's signature and Nixon's name to make it legal. Woodward summarizes the setting between Haig and Ford as follows: "Even if Haig offered no direct words on his views, the message was almost certainly sent. An emotional man, Haig was incapable of concealing his feelings; those who worked closely with him rarely found him ambiguous."


          Despite the situation, Ford never accepted the offer from Haig and later decided to pardon Nixon on his own terms. Regardless, historians believe the controversy was one of the major reasons Ford lost the election in 1976, an observation with which Ford concurred. In an editorial at the time, The New York Times stated that the Nixon pardon was "a profoundly unwise, divisive and unjust act" that in a stroke had destroyed the new president's "credibility as a man of judgment, candor and competence."


          Ford's first press secretary and close friend Jerald Franklin terHorst resigned his post in protest after the announcement of President Nixon's full pardon. Ford also voluntarily appeared before Congress on October 17, 1974 to give sworn testimonythe only time a sitting president has done soabout the pardon.


          After Ford left the White House in 1977, intimates said that the former President privately justified his pardon of Nixon by carrying in his wallet a portion of the text of Burdick v. United States, a 1915 U.S. Supreme Court decision which stated that a pardon indicated a presumption of guilt and that acceptance of a pardon was tantamount to a confession of that guilt. In 2001, the John F. Kennedy Library Foundation awarded the John F. Kennedy Profile in Courage Award to Ford for his pardon of Nixon.


          


          Administration and cabinet


          Upon assuming office, Ford inherited the cabinet Nixon selected during his tenure in office. Over the course of Ford's relatively brief administration, only Secretary of State Henry Kissinger and Secretary of the Treasury William E. Simon remained. Ford appointed William Coleman as Secretary of Transportation, the second African American to serve in a presidential cabinet (after Robert Clifton Weaver) and the first appointed in a Republican administration.


          
            
              	The Ford Cabinet
            


            
              	OFFICE

              	NAME

              	TERM
            


            
              	
            


            
              	President

              	Gerald Ford

              	19741977
            


            
              	Vice President

              	Nelson Rockefeller

              	19741977
            


            
              	
            


            
              	State

              	Henry Kissinger

              	19741977
            


            
              	Treasury

              	William E. Simon

              	19741977
            


            
              	Defense

              	James R. Schlesinger

              	19741975
            


            
              	

              	Donald Rumsfeld

              	19751977
            


            
              	Justice

              	William Saxbe

              	19741975
            


            
              	

              	Edward Levi

              	19751977
            


            
              	Interior

              	Rogers Morton

              	19741975
            


            
              	

              	Stanley K. Hathaway

              	1975
            


            
              	

              	Thomas S. Kleppe

              	19751977
            


            
              	Agriculture

              	Earl Butz

              	19741976
            


            
              	

              	John Albert Knebel

              	19761977
            


            
              	Commerce

              	Frederick B. Dent

              	19741975
            


            
              	

              	Rogers Morton

              	1975
            


            
              	

              	Elliot Richardson

              	19751977
            


            
              	Labor

              	Peter J. Brennan

              	19741975
            


            
              	

              	John Thomas Dunlop

              	19751976
            


            
              	

              	William Usery, Jr.

              	19761977
            


            
              	HEW

              	Caspar Weinberger

              	19741975
            


            
              	

              	F. David Mathews

              	19751977
            


            
              	HUD

              	James Thomas Lynn

              	19741975
            


            
              	

              	Carla Anderson Hills

              	19751977
            


            
              	Transportation

              	Claude Brinegar

              	19741975
            


            
              	

              	William Thaddeus Coleman, Jr.

              	19751977
            

          


          Other cabinet-level posts:


          
            	
              White House Chief of Staff

              
                	Donald Rumsfeld (1974-1975)


                	Dick Cheney (1975-1977)

              

            


            	
              Director of the Office of Management and Budget

              
                	Roy Ash (1974-1975)


                	James T. Lynn (1975-1977)

              

            


            	
              United States Trade Representative

              
                	William D. Eberle (1974-1975)


                	Frederick B. Dent (1975-1977)

              

            


            	
              Administrator of the Environmental Protection Agency

              
                	Russell E. Train (1974-1977)

              

            


            	
              United States Ambassador to the United Nations

              
                	John A. Scali (1974-1975)


                	Daniel Patrick Moynihan (1975-1976)


                	William Scranton (1976-1977)

              

            

          


          Other important posts:


          
            	
              United States National Security Advisor

              
                	Henry Kissinger (1974-1975)


                	Brent Scowcroft (1975-1977)

              

            


            	
              Director of Central Intelligence

              
                	William E. Colby (1974-1976)


                	George H. W. Bush (1976-1977)

              

            

          


          Ford selected George H.W. Bush to be his liaison to the People's Republic of China in 1974 and then Director of the Central Intelligence Agency in late 1975.


          Ford's transition chairman and first Chief of Staff was former congressman and ambassador Donald Rumsfeld. In 1975, Rumsfeld was named by Ford as the youngest-ever Secretary of Defense. Ford chose a young Wyoming politician, Richard Cheney, to replace Rumsfeld as his new Chief of Staff and later campaign manager for Ford's 1976 presidential campaign. Ford's dramatic reorganization of his Cabinet in the fall of 1975 has been referred to by political commentators as The " Halloween Massacre."


          


          Midterm elections


          The 1974 Congressional midterm elections took place less than three months after Ford assumed office. Occurring in the wake of the Watergate scandal, the Democratic Party was able to turn voter dissatisfaction into large gains in the House elections, taking 49 seats from the Republican Party, and increasing their majority to 291 of the 435 seats, which was one more than the number needed (290) for a 2/3rds majority, necessary in order to over-ride a Presidential veto (or to submit a Constitutional Amendment). Perhaps due in part to this fact, the 94th Congress overrode the highest percentage of vetoes since Andrew Johnson was President of the United States (18651869). Even Ford's old, reliably Republican seat was taken by Democrat Richard VanderVeen. In the Senate elections, the Democratic majority became 61 in the 100-seat body.


          


          Domestic policy


          


          The economy was a great concern during the Ford administration. In response to rising inflation, Ford went before the American public in October 1974 and asked them to "Whip Inflation Now." As part of this program, he urged people to wear " WIN" buttons. In hindsight, this was viewed as simply a public relations gimmick without offering any effective means of solving the underlying problems. At the time, inflation was approximately seven percent.


          The economic focus began to change as the country sank into a mild recession and in March 1975, Congress passed and Ford signed into law income tax rebates as part of the Tax Reduction Act of 1975 to boost the economy. When New York City faced bankruptcy in 1975, Mayor Abraham Beame was unsuccessful in obtaining Ford's support for a federal bailout. The incident prompted the New York Daily News' notorious headline: "Ford to City: Drop Dead."


          Ford was confronted with a potential swine flu pandemic. Sometime in the early 1970s, an influenza strain H1N1 shifted from a form of flu that affected primarily pigs and crossed over to humans. On February 5, 1976, an Army recruit at Fort Dix mysteriously died and four fellow soldiers were hospitalized; health officials announced that "swine flu" was the cause. Soon after, public health officials in the Ford administration urged that every person in the United States be vaccinated. Although the vaccination program was plagued by delays and public relations problems, some 25% of the population was vaccinated by the time the program was canceled in December of that year. The vaccine was blamed for twenty-five deaths; more people died from the shots than from the swine flu.


          Despite his reservations about how this program ultimately would be funded in an era of tight public budgeting, Ford still signed the Education for All Handicapped Children Act of 1975, which established special education throughout the United States. Ford expressed "strong support for full educational opportunities for our handicapped children" according to the official White House press release for the bill signing.


          Ford was an outspoken supporter of the Equal Rights Amendment, issuing Presidential Proclamation 4383.


          
            In this Land of the Free, it is right, and by nature it ought to be, that all men and all women are equal before the law.

          


          
            Now, THEREFORE, I, GERALD R. FORD, President of the United States of America, to remind all Americans that it is fitting and just to ratify the Equal Rights Amendment adopted by the Congress of the United States of America, in order to secure legal equality for all women and men, do hereby designate and proclaim August 26, 1975, as Women's Equality Day.

          


          As president, Ford's position on abortion was that he supported "a federal constitutional amendment that would permit each one of the 50 States to make the choice." This had also been his position as House Minority Leader in response to the 1973 Supreme Court case of Roe v. Wade, which he opposed. Ford came under criticism for a 60 Minutes interview his wife Betty gave in 1975, in which she stated that Roe v. Wade was a "great, great decision." In later life, Ford would identify as pro-choice.


          


          Foreign policy


          


          All U.S. military forces had withdrawn from Vietnam in 1973. As the North Vietnamese invaded and conquered the South in 1975, Ford ordered the final withdrawal of U.S. civilians from Vietnam in ' Operation Frequent Wind', and the subsequent fall of Saigon. On April 29 and the morning of April 30, 1975, the U.S. embassy in Saigon was evacuated amidst a chaotic scene. Some 1,373 U.S. citizens and 5,595 Vietnamese and third country nationals were evacuated by military and Air America helicopters to U.S. Navy ships off-shore.
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          Ford continued the dtente policy with both the Soviet Union and China, easing the tensions of the Cold War. In his meeting with Indonesian president Suharto, Ford gave the green light through arms and aid to invade the former Portuguese colony East Timor.


          Still in place from the Nixon Administration was the Strategic Arms Limitation Treaty (SALT). The thawing relationship brought about by Nixon's visit to China was reinforced by Ford's December 1975 visit to the communist country. In 1975, the Administration entered into the Helsinki Accords with the Soviet Union, creating the framework of the Helsinki Watch, an independent non-governmental organization created to monitor compliance that later evolved into Human Rights Watch.


          Ford also faced a foreign policy crisis with the Mayaguez Incident. In May 1975, shortly after the Khmer Rouge took power in Cambodia, Cambodians seized the American merchant ship Mayaguez in international waters. Ford dispatched Marines to rescue the crew, but the Marines landed on the wrong island and met unexpectedly stiff resistance just as, unknown to the U.S., the Mayaguez sailors were being released. In the operation, forty-one U.S. servicemen were killed and fifty wounded while approximately sixty Khmer Rouge soldiers were killed.


          Ford attended the inaugural meeting of the Group of Seven (G7) industrialized nations (initially the G5) in 1975 and secured membership for Canada. Ford supported international solutions to issues. "We live in an interdependent world and, therefore, must work together to resolve common economic problems," he said in a 1974 speech.


          


          Assassination attempts


          


          Ford faced two assassination attempts during his presidency, occurring within three weeks of each other: while in Sacramento, California on September 5, 1975, Lynette "Squeaky" Fromme, a follower of Charles Manson, pointed a Colt 45-caliber handgun at Ford. As Fromme pulled the trigger, Larry Buendorf, a Secret Service agent, grabbed the gun and managed to insert the webbing of his thumb under the hammer, preventing the gun from firing. It was later found that, although the gun was loaded with four cartridges, it was a semi-automatic pistol and the slide had not been pulled to place a round in the firing chamber, making it impossible for the gun to fire. Fromme was taken into custody; she was later convicted of attempted assassination of the President and was sentenced to life in prison.


          Seventeen days later, another woman, Sara Jane Moore, also tried to kill Ford while he was visiting San Francisco, but her attempt was thwarted when former Marine Oliver Sipple deflected her shot. One person was injured when Moore fired, and she was later sentenced to life in prison. She was paroled from prison on December 31, 2007. Moore, 77, had served 32 years of a life sentence when she was released from the federal prison in Dublin, east of San Francisco.


          


          Supreme Court appointment


          In 1975, Ford appointed John Paul Stevens as Associate Justice of the Supreme Court of the United States to replace retiring Justice William O. Douglas. Stevens had been a judge of the United States Court of Appeals for the Seventh Circuit, appointed by President Nixon. During his tenure as House Republican leader, Ford had led efforts to have Douglas impeached. After being confirmed, Stevens eventually disappointed some conservatives by siding with the Court's liberal wing regarding the outcome of many key issues. Nevertheless, President Ford paid tribute to Stevens. "He has served his nation well," Ford said of Stevens, "with dignity, intellect and without partisan political concerns."


          [bookmark: 1976_presidential_election]


          1976 presidential election


          Ford reluctantly agreed to run for office in 1976, but first he had to counter a challenge for the Republican party nomination. Then-former Governor of California Ronald Reagan and the party's conservative wing faulted Ford for failing to do more in South Vietnam, for signing the Helsinki Accords and for negotiating to cede the Panama Canal (negotiations for the canal continued under President Carter, who eventually signed the Torrijos-Carter Treaties). Reagan launched his campaign in the autumn of 1975 and won several primaries before withdrawing from the race at the Republican Convention in Kansas City, Missouri. The conservative insurgency convinced Ford to drop the more liberal Vice President Nelson Rockefeller in favour of Kansas Senator Bob Dole.


          In addition to the pardon dispute and lingering anti-Republican sentiment, Ford had to counter a plethora of negative media imagery. Chevy Chase often did pratfalls on Saturday Night Live, imitating Ford, who had been seen stumbling on two occasions during his term. As Chase commented, "He even mentioned in his own autobiography it had an effect over a period of time that affected the election to some degree."


          President Ford's 1976 election campaign had the advantage that he was an incumbent President during several anniversary events held during the period leading up to the United States Bicentennial. The Washington, D.C. fireworks display on the Fourth of July was presided over by the President and televised nationally. On July 7, 1976, the President and First Lady served as proud hosts at a White House state dinner for Queen Elizabeth II and Prince Philip of Great Britain, which was televised on the Public Broadcasting Service network. The 200th anniversary of the Battles of Lexington and Concord in Massachusetts gave Ford the opportunity to deliver a speech to 110,000 in Concord acknowledging the need for a strong national defense tempered with a plea for "reconciliation, not recrimination" and "reconstruction, not rancor" between the United States and those who would pose "threats to peace." Speaking in New Hampshire on the previous day, Ford condemned the growing trend toward big government bureaucracy and argued for a return to "basic American virtues."
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          Democratic nominee and former Georgia governor Jimmy Carter campaigned as an outsider and reformer; he gained support from voters dismayed by the Watergate scandal. Carter led consistently in the polls, and Ford was never able to shake voter dissatisfaction following Watergate and the Nixon pardon.


          Presidential debates were reintroduced for the first time since the 1960 election. While Ford was seen as the winner of the first debate, during the second debate he inexplicably blundered when he stated, "There is no Soviet domination of Eastern Europe and there never will be under a Ford Administration." Ford also said that he did not "believe that the Poles consider themselves dominated by the Soviet Union." In an interview years later, Ford said he had intended to imply that the Soviets would never crush the spirits of eastern Europeans seeking independence. However, the phrasing was so awkward that questioner Max Frankel was visibly incredulous at the response.


          In the end, Carter won the election, receiving 50.1% of the popular vote and 297 electoral votes compared with 48.0% and 240 electoral votes for Ford. The election was close enough that had fewer than 25,000 votes shifted in Ohio and Wisconsin  both of which neighbored his home state  Ford would have won the electoral vote. Though he lost, in the three months between the Republican National Convention and the election Ford managed to close what was once a 34-point Carter lead to a 2-point margin. In fact, the Gallup poll the day before the election showed Ford held a statistically insignificant 1-point advantage over Carter.


          Had Ford won the election, he would have been disqualified by the 22nd Amendment from running in 1980, since he served more than 2 years of Nixon's term.


          An article published in Newsweek shortly after Ford's death in 2006 discussed the former President's spiritual beliefs and cited evidence that Ford's preference not to openly express his Episcopalian faith in public contributed to his loss to Southern Baptist former Sunday School teacher Jimmy Carter. Ford's lowest level of support was in the Bible Belt states of the Deep South (Carter won every Southern state that year except Virginia). The 1976 election was arguably the last time to date that the Republican Presidential candidate could be considered the less socially conservative candidate relative to his Democratic opponent. While Ford's views on abortion were often ambiguous, he is often considered the last Republican President to hold pro-choice views.


          


          Post-presidential years, 19772006


          


          Activity


          The pardon controversy eventually subsided. Ford's successor, Jimmy Carter, opened his 1977 inaugural address by praising the outgoing President, saying "For myself and for our Nation, I want to thank my predecessor for all he has done to heal our land."


          Ford remained relatively active in the years after his presidency and continued to make appearances at events of historical and ceremonial significance to the nation, such as presidential inaugurals and memorial services. In 1977, he reluctantly agreed to be interviewed by James M. Naughton, a New York Times journalist who was given the assignment to write the former President's advance obituary, an article that would be updated prior to its eventual publication.
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              Gerald R. Ford

              Official White House Portrait by Everett Kinstler.
            

          


          During the term of office of his successor, Jimmy Carter, Ford received monthly briefs by President Carters senior staff on international and domestic issues, and was always invited to lunch at the White House whenever he was in Washington, D.C. However, a close friendship with Carter developed only after Carter had left office, with the catalyst being their trip together to the funeral of Anwar el-Sadat in 1981. Until Ford's death, Carter and his wife, Rosalynn, visited the Fords' home frequently. In 2001, Ford and Carter served as honorary co-chairs of the National Commission on Federal Election Reform.


          Like Presidents Carter, Bush Senior and Clinton, Ford was an honorary co-chair of the Council for Excellence in Government, a group dedicated to excellence in government performance and which provides leadership training to top federal employees.


          After securing the Republican nomination in 1980, Ronald Reagan gave serious consideration to his former rival Ford as a potential vice-presidential running mate. But negotiations between the Reagan and Ford camps at the Republican National Convention in Detroit were unsuccessful. Ford conditioned his acceptance on Reagan's agreement to an unprecedented "co-presidency", giving Ford the power to control key executive branch appointments (such as Henry Kissinger as Secretary of State and Alan Greenspan as Treasury Secretary). After rejecting these terms, Reagan offered the vice-presidential nomination instead to George H. W. Bush.


          In 1977, he established the Gerald R. Ford Institute of Public Policy at Albion College in Albion, Michigan. The mission of the institute is designed to give undergraduates training in public policy. In 1981, he opened the Gerald R. Ford Museum in Grand Rapids, and the Gerald R. Ford Library in Ann Arbor, Michigan. In 1999, Ford was awarded the Presidential Medal of Freedom by Bill Clinton. In 2001, he was presented with the John F. Kennedy Profiles in Courage Award for his decision to pardon Richard Nixon to stop the agony America was experiencing over Watergate. In retirement Ford also devoted much time to his love of golf, often playing both privately and in public events with comedian Bob Hope, a longtime friend.
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          On 29 October 2001, in an article by Deb Price, a columnist with the Detroit News, Ford broke with conservative members of the Republican party by stating that gay and lesbian couples "ought to be treated equally. Period." He became the highest ranking Republican to embrace full equality for gays and lesbians, stating his belief that there should be a federal amendment outlawing anti-gay job discrimination and expressed his hope that the Republican Party would reach out to gay and lesbian voters. He also was a member of the Republican Unity Coalition, which The New York Times described as "a group of prominent Republicans, including former President Gerald R. Ford, dedicated to making sexual orientation a nonissue in the Republican Party."


          On November 22, 2004, New York Republican Governor George Pataki named Ford and the other living former Presidents (Carter, George H. W. Bush and Bill Clinton) as honorary members of the board rebuilding the World Trade Centre.


          In a prerecorded embargoed interview with Bob Woodward of The Washington Post in July 2004, Ford stated that he disagreed "very strongly" with the Bush administration's choice of Iraq's alleged weapons of mass destruction as justification for its decision to invade Iraq, calling it a "big mistake" unrelated to the national security of the United States and indicating that he would not have gone to war had he been President. The details of the interview were not released until after Ford's death, as he requested.


          


          Health problems


          As Ford approached his ninetieth year, he began to experience significant health problems associated with old age. He suffered two minor strokes at the 2000 Republican National Convention, but made a quick recovery. In January 2006, he spent 11 days at the Eisenhower Medical Centre near his residence at Rancho Mirage, California, for treatment of pneumonia. On April 23, President George W. Bush visited Ford at his home in Rancho Mirage for a little over an hour. This was Ford's last public appearance and produced the last known public photos, video footage and voice recording. While vacationing in Vail, Colorado, he was hospitalized for two days in July, 2006 for shortness of breath. On August 15 Ford was admitted to St. Mary's Hospital of the Mayo Clinic in Rochester, Minnesota for testing and evaluation. On August 21, it was reported that he had been fitted with a pacemaker. On August 25, he underwent an angioplasty procedure at the Mayo Clinic, according to a statement from an assistant to Ford. On August 28, Ford was released from the hospital and returned with his wife Betty to their California home. On October 13, he was scheduled to attend the dedication of a building of his namesake, the Gerald R. Ford School of Public Policy, but due to poor health and on the advice of his doctors he did not attend, much to his personal disappointment. The previous day, on October 12, however, Ford entered the hospital yet again for undisclosed tests at the Eisenhower Medical Centre; he was released on October 16. As a result of his frail health it was announced on October 17 that Ford was considering selling his home near Vail due to the uncertainty as to whether he would be able to return. Those that saw him during the last five months of his life said that he looked frailer than ever and that it appeared his body was slowly failing him, and by November 2006 he was confined to a hospital bed in his study. On November 12, 2006 upon surpassing Ronald Reagan to become the longest lived president in US history he released his last public statement:


          
            
              	

              	The length of ones days matters less than the love of ones family and friends. I thank God for the gift of every sunrise and, even more, for all the years. He has blessed me with Betty and the children; with our extended family and the friends of a lifetime. That includes countless Americans who, in recent months, have remembered me in their prayers. Your kindness touches me deeply. May God bless you all and may God bless America.

              	
            


            
              	

              	
                
                   Gerald Ford,

                  Final Public Statement
                

              
            

          


          


          Longevity
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            	On November 12, 2006, Ford became the longest-lived President, surpassing Ronald Reagan. At the time of his death, he had outlived President Reagan by 45 days.

          


          
            	Ford was the third longest lived Vice President at the age of 93. The two oldest were John Nance Garner, 98, and Levi P. Morton, 96.

          


          
            	Ford died on the 34th anniversary of President Harry Truman's death, the second U.S. President to die on Boxing Day, which Ford's pastor, The Rev. Dr. Robert Certain, noted when he referred to December 26 as its traditional Christian reference, St. Stephen's Day.

          


          
            	Ford had the second longest post-presidency (29 years and 11 months) after Herbert Hoover (31 years and 7 months).

          


          
            	Ford was the last surviving member of the Warren Commission.

          


          
            	Ford is one of only four former Presidents to live to 90 or more years of age. The others are Ronald Reagan (93), John Adams (90) and Herbert Hoover (90).

          


          


          Death


          Ford died at the age of 93 years and 165 days on December 26, 2006 at 6:45 p.m Pacific Standard Time (02:45, December 27, UTC) at his home in Rancho Mirage, California of arteriosclerotic cerebrovascular disease and diffuse arteriosclerosis.
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          With their father's health failing, all four of Gerald and Betty Ford's children visited their parents' home shortly before Christmas. Mrs. Ford and their three sons, who had celebrated Christmas the day before at home, were at Ford's bedside when he died. The couple's daughter, Susan, had returned to Albuquerque, New Mexico, the day before Christmas to spend the holiday with her family. No local clergy were present but Ford's eldest son, Michael, is an Evangelical minister and he performed last rites.
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          At 8:49 p.m., Ford's wife, Betty, issued a statement that confirmed his death: "My family joins me in sharing the difficult news that Gerald Ford, our beloved husband, father, grandfather and great grandfather, has died at 93 years of age. His life was filled with love of God, his family and his country." The statement was released by President Ford's Office. The body was taken to the Eisenhower Medical Centre, where it remained until the start of the funeral services on December 29, 2006.


          On December 30, 2006, Ford became the 11th U.S. President to lie in state. The burial was preceded by a state funeral and memorial services held at the National Cathedral in Washington, D.C. on January 2, 2007. Ford was eulogized by former President George H. W. Bush, former Secretary of State Henry Kissinger, former NBC Nightly News anchorman Tom Brokaw and current President George W. Bush. On December 28, 2006, the New York Times reported that, at Ford's request, former President Jimmy Carter would deliver a eulogy. Decades ago, "Mr. Ford asked whether his successor might consider speaking at his funeral and offered, lightheartedly, to do the same for Mr. Carter, depending on who died first". Carter delivered an emotional eulogy at the funeral service at Grace Episcopal Church in East Grand Rapids on January 3, 2007. Ford was also eulogized by Donald Rumsfeld, who was Ford's defense secretary, and Richard Norton Smith, Presidential historian. The invitation-only list of attendees included Vice President Dick Cheney, Michigan Gov. Jennifer Granholm, and U.S. Senators from Michigan Carl Levin and Debbie Stabenow. After the service, Ford was interred at his Presidential Museum in Grand Rapids, Michigan.


          


          Electoral history


          Michigan 5th district, 1966


          
            	Gerald Ford (R, Inc.) - 87,914 (68.39%)


            	James M. Catchick (D) - 40,629 (31.61%)

          


          Michigan 5th dictrict, 1968


          
            	Gerald Ford (R, Inc.) - 105,085 (62.75%)


            	Lawrence E. Howard (D) - 62,219 (37.16%)


            	Frank Girard ( Socialist Labor) - 156 (0.09%)

          


          Michigan 5th dictrict, 1970


          
            	Gerald Ford (R, Inc.) - 88,208 (61.36%)


            	Jean McKee (D) - 55,337 (38.50%)


            	Frank Girard (Socialist Labor) - 120 (0.08%)


            	Walter M. Kus ( Socialist Workers) - 87 (0.06%)

          


          Michigan 5th district, 1972


          
            	Gerald Ford (R, Inc.) - 118,027 (61.08%)


            	Jean McKee (D) - 72,782 (37.67%)


            	Dwight W. Johnson ( American Independent) - 2,045 (1.06%)


            	Frank Girard (Socialist Labor) - 235 (0.12%)


            	Alan Lee Maki (Communist) - 140 (0.07%)

          


          1976 Republican National Convention


          
            	Gerald Ford - 1187


            	Ronald Reagan - 1070


            	Elliot Richardson - 1

          


          United States presidential election, 1976


          
            	Jimmy Carter/ Walter Mondale (D) - 40,831,881 (50.1%) and 297 electoral votes (23 states and D.C. carried)


            	Gerald Ford/ Bob Dole (R) - 39,148,634 (48.0%) and 240 electoral votes (27 states carried)


            	Ronald Reagan (R) - 1 electoral vote
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              	Gerbil

              Fossil range: Late Miocene - Recent
            


            
              	
                [image: Gerbil]


                
                  Gerbil
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Rodentia

                  


                  
                    	Superfamily:

                    	Muroidea

                  


                  
                    	Family:

                    	Muridae

                  


                  
                    	Subfamily:

                    	Gerbillinae

                    Gray, 1825
                  

                

              
            


            
              	Genera
            


            
              	
                Gerbillus

                Microdillus

                Meriones

                Rhombomys

                Psammomys

                Sekeetamys

                Brachiones

                Desmodilliscus

                Pachyuromys

                Tatera

                Taterillus

                Desmodillus

                Gerbillurus

                Ammodillus

              
            

          


          A gerbil is a small mammal of the order Rodentia. Once known simply as "desert rats", the gerbil subfamily includes about 110 species of African, Indian, and Asian rodents, including sand rats and jirds, all of which are adapted to arid habitats. Most are primarily diurnal (though some, including the common household pet, do exhibit crepuscular behaviour), and almost all are omnivorous.


          
            [image: Gerbil skull]

            
              Gerbil skull
            

          


          The word "gerbil" is a diminutive form of " jerboa", though the jerboas are an unrelated group of rodents occupying a similar ecological niche.


          One Mongolian species, Meriones unguiculatus, also known as the Clawed Jird, is a gentle and hardy animal that has become a popular pet. It was first brought to the United States in 1954 by Dr. Victor Schwentker for use in research.


          Gerbils are typically between six and twelve inches (150 to 300 mm) long, including the tail which makes up approximately one half of their total length. One species however, the Great Gerbil, or Rhombomys opimus, originally native to Turkmenistan, can grow to more than 16 inches (400 mm) in length. The average adult gerbil weighs approximately 2 1/2 ounces. As of August 19, 2003, officials in western China's Xinjiang Uygur Autonomous Region began releasing eagles to combat the damage they say the great gerbils have done to eleven million acres (46,000 km) of grassland.


          Pet gerbils have an average lifespan of 2 to 4 years. Some have been known to live five or six years


          



          


          Gerbils as Pets


          Gerbils were first introduced to the pet industry in 1964. These were the Mongolian gerbils. Their value as pets was soon appreciated and they are now found in pet shops all over the UK and USA. It is illegal to purchase, import or keep a gerbil as a pet in the U.S. State of California.


          


          Life in the Desert


          The typical Mongolian gerbil is a desert species, and lives underground in a network of tunnels, which include chambers with families. Adults move away and meet others from other chambers, extend the network, create their own chamber and breed. Gerbils come up for food and water; there is no evidence of hoarding food, but gerbil will eat a lot of fatty foods in one sitting, suggesting supplies in the form of fat reserves rather than food storage. Gerbils do not hibernate and are diurnal. Their long tails help them to balance when they stand up on their hind legs.


          Gerbil movement is more like hopping than running, and their large back feet are furry on the bottom to protect them from the heat of the sand. Gerbils are fast but overly inquisitive. In their natural environment, they are mostly insectivores, and additionally gain moisture from desert plants that store water in them. A gerbil is furry allover, including the tail, as this prevents it from getting sun-burned.


          


          Behaviour


          


          General Gerbil Behaviour


          Normal gerbil behaviour includes jumping, climbing, chewing, and digging. The digging motions are very common: the gerbil screws its face up and moves its arms rapidly.


          Gerbils often stand at a high place and keep lookout for dangers. If they hear a noise, they will usually stand up straighter to investigate. Every so often the "lookout" switches. They are very sensitive to noises and shadows, as the wild gerbils are prey for birds and snakes.


          Gerbils are social animals, and prefer to live in groups. Often very large groups live well together, as long as the living environment is big enough, otherwise the gerbils may become frustrated and attack one another. Groups of females are much more quarrelsome than groups of males, but if fighting occurs among males it is usually much more vicious. Males will very rarely attack females, however.


          


          Habits


          


          Food


          Sunflower seeds, pumpkin seeds and peanuts are favorites of most gerbils, though they have individual preferences. They also enjoy fruit peels such as orange and banana. In fact, gerbils will eat almost anything; dog biscuits and chews; rat food; rabbit food; guinea pig food; oats; various "special" treats from pet shops, which in fact were not appreciated nearly as much as some parsnip cores. Most weeds dubbed as safe for grazing animals like rabbits or guinea pigs can be eaten by gerbils as well.


          


          Drink


          Gerbils metabolise their water from food, like a lot of other desert animals such as Jerboas. Gerbils can go without water for around two weeks, provided they have plenty of food to produce the water, they will always take water if it is available.


          


          Cleansing


          Gerbils do not need water to get clean - what cleans them is a sand bath. When taking gerbils out for exercise, a small basin of cool sand will be much appreciated, and true to instinct, a gerbil will roll over in the sand. The effect is instantaneous - their fur becomes much smoother and shinier.


          


          Gerbil Social Behaviour


          Gerbils often have what looks like boxing matches - Most common amongst young gerbils (gerbil "pups"). These are gentle play fights which usually end in the winner pinning down the loser and grooming him. Gerbils like to sleep in a group, often on top of each other. Sometimes they will absentmindedly groom each other when half asleep.


          Squeaks can occasionally be heard from the them, and a squeak is usually an indication of annoyance. When another gerbil steps on another without thinking, he will give a squeak, or when a gerbil tries to steal another's food, he will turn with a squeak, and when a male tries to mate an unsuspecting female, she may well turn around sharply to face him and squeak at him.


          Gerbils do not make eye contact with each other, as for a gerbil this is an aggressive and threatening pose. The female is dominant to the male, so in a mating situation if she turns around and looks at him, he will usually squint and cower to show her he is not threatening her dominance.


          


          Fighting


          Gerbils, when fighting, may chase each other around frantically, amid small squeaks of protest by the victim. This is usually a case of bullying by one gerbil. If the feeling is mutual, the gerbils will stare each other down, pounce on one another and clamp their teeth around each other's neck, faces or such in an attempt to draw blood. Gerbils can injure each other seriously in this way. Gerbil fighting is very loud and may last a long time.


          Gerbils fighting will usually be on top of each other, rolling over and over rapidly. If gerbils are left to resolve the dispute, they will most likely fight to the death.


          A lead up to a fight can include chasing, persistent sniffing and following, and one gerbil forcing another to stay in a single area.


          


          Mating


          Gerbils will spend a long time mating, it is frequently short bursts followed by frantic chases. Occasionally, the female will squeak and make flick motions to get the male off of her, normally when he is a stranger. Males will not attack females except in rare circumstances, which include them having been separated from their original mates, or widowed. A female may attack a male, but usually he is more than a match for her.


          


          Raising Young


          


          Gerbil parenting


          Mothers have been known to commit infanticide and eat their young, which could be for a number of reasons. If females are forced to share their nest, for example, they would rather kill and eat each others babies to make room for their own. Some gerbil females attack their young once they are weaned if she is expecting another litter: this is when she feels she doesn't have enough space to rear new young, and wants the older gerbils to leave. After one month the babies can be weaned from their mother. Normally in the desert, the gerbils would dig a new network of tunnels and move away when they felt ready.


          Males generally leave the young alone, but they do help wash them and such. Interestingly, usually only the mother returns a nestling to the nest if they stumble out. The other gerbils sniff them in order to identify them, but do not pick them up. Mothers can seem rather rough with their babies, picking them up awkwardly in her teeth, kicking the babies out the nest and back in again, and even stepping on them. This, however, is normal behaviour by the mother. If a gerbil is eating its young, it will hold the infant in its hands like it would a piece of food, and run around with it.


          It's possible both parents leave nestlings to fend for themselves, as nestlings of a week or so old have a remarkable ability to jump very high, even with their underdeveloped back feet.


          


          Baby stages


          When first born, gerbil babies are blind, deaf, furless and helpless. They drink their mother's milk. The young squeak softly when feeding and being picked up. Eventually they grow bigger, and within a week, they have began to show skin pigment, indicating their possible fur colour and markings. Soon after this, a thin downy fur will grow on them, and they will begin to make their fast yet unsteady way out of the nest when the bed is disturbed. This survival technique helps the babies get out of harm's way in case of a territory invasion.


          The fur will grow thicker and longer, and by two weeks some of them may have one of their eyes open. Around this point, they begin to be weaned - Eat hard food and not rely so much on milk. At this point, it would help to provide a soft food like an oat and milk mixture for them. After this, the gerbils will become more active, their tails will lengthen and give them more balance so they can stand upright, their ears will open and their mother will stop attempting to put them back into the nest. When fully weaned and beginning to play fight with one another, they will soon be ready to move away, if required.


          A mother will often be stern with how quickly the babies are weaned if she is expecting a new litter. A less fertile mother may let her litter suckle for longer. Older mothers often do not have as a good a milk supply, and need plentiful water available to replenish it.


          A litter will be of about 4-6 gerbils on average, although losses due to runts, defects and infanticide or occasional, unexplainable persecution from other gerbils sometimes make the eventual litter one or two short.


          


          Sexing


          The most common ways of checking the sex of a young gerbil are: 1) Turning the gerbil over and checking the gap size between the genital organs of the gerbil. Female gerbils have a small gap between the two areas, while males have a much larger gap. 2) Although not always clear in childhood and adolescence, male gerbils have a fur covered bulge at the base of their tails, on their underside. This is their scrotal pouch. Females have smooth, round back ends.


          Males are generally larger than females in adulthood, in length, height and width. A gerbil can also be sexed by looking at its underside when it is a blind, deaf baby. There will be either a thick line in the middle of the stomach (the scent marker) if it is a male, or eight dots (four on the left side, four on the right) (soon to be teats) if it is a female.


          


          Reasons for popularity


          There are several reasons for the popularity of gerbils as household pets. The animals are typically non-aggressive, and they rarely bite unprovoked or without stress. They are small and easy to handle, since they are sociable creatures that enjoy the company of humans and other gerbils. Gerbils also have adapted their kidneys to produce a minimum of waste to conserve body fluids which makes them very clean with little odour.


          The pets are incredibly industrious and will explore new environments, and they will build, construct, and enjoy elaborate networks of tunnels if given an environment that allows for it. This is easily observable as gerbils are active during all hours of the day, as opposed to the more nocturnal rodent pets. They can "recycle" everyday paper-based items, such as cardboard products and brown paper bags, into toys and nesting material.


          


          Health concerns


          


          Teeth problems


          Misalignment of incisors due to injury or malnutrition may result in overgrowth, which can cause injury to the roof of the mouth. Symptoms include a dropped or loss of appetite, drooling, weight loss, or foul breath.


          


          Trauma


          Common injuries are caused by gerbils being dropped or falling, usually while inside of an "exercise ball", which can cause broken limbs or a fractured spine (for which there is no cure).


          


          Neglect


          A common problem for all small rodents is neglect, which can cause the gerbils to not recieve adequate food and water, causing serious health concerns, including dehydration, starvation, stomach ulcers, eating of bedding material, and cannibalism.


          


          Wet tail


          The most serious intestinal disease of small rodents is "wet tail", or Proliferative Ileitis, which is most common among weaning gerbils (3-6 weeks). Symptoms include lethargy, increased irritability, hunched posture, fluid or bloody diarrhea, a wet, soiled anal area and tail, and, sometimes, rectal prolapse.


          


          Epilepsy


          Between 20 percent and 50 percent of all pet gerbils have the seizure disorder epilepsy. The seizures are caused by fright, handling, or a new environment. The attacks can be mild to severe but do not typically appear to have any long-term effects, except for rare cases where death results from very severe seizures.


          


          Tumors


          Tumors, both benign and malignant, are fairly common in pet gerbils, and are most common in females over the age of 2. Usually, the tumors involve the ovaries, causing an extended abdomen, or the skin cancer, with tumors most often developing around the ears, feet, mid-abdomen, and base of the tail, appearing as a lump or abscess.


          


          Tail sloughing


          Gerbils can lose their tails due to improper handling, being attacked by another animal, or getting their tail stuck. The first sign is a loss of fur from the tip of the tail, then, the skinless tail dies off and sloughs, with the stump usually healing without complications.


          


          Tyzzer's disease


          The most common infectious disease in gerbils is Tyzzer's Disease, which is often caused by either stress or bacteria, and produces symptoms such as ruffled fur, lethargy, hunched posture, poor appetite, diarrhea, and often death. It quickly spreads between gerbils in close contact.


          


          Deafness / Inner ear problems


          A problem with the inner ear can be spotted by a gerbil leaning to one side quite obviously. The fluids in the ears affect balance. However, this does not appear to affect the gerbils too much, whom have an aptitude of just getting on with things, and getting used to their conditions.


          


          Extremes of Temperature


          As desert animals, it is easy to make the mistake that as gerbils are used to bitter cold in the night and boiling heat in the day, they can be left in direct sunlight or in subzero temperatures. This can cause damage to a gerbil. The reason they survive in the desert is because they take frequent shelter in their tunnels. Many gerbils living together and plenty of bedding helps gerbils stay warm. In heat, they will trample their bedding flat. Heat can make gerbils noticeably lethargic, so the choice of shade is important. They do sweat when very hot, and become thirsty more often than usual.


          


          Respiratory Problems


          Forgetting to clean a pet gerbil's cage for weeks can be a problem. Ammonia will build up, and gerbils may have trouble breathing. In the wild, gerbils will dig more burrows when their current one is filthy, but in cages this cannot happen. Symptoms of a Respiratory Infection may include: Exhaustion, apathy, and a strange clicking or wheezing noise.


          


          Birth Defects


          Gerbils are quite hardy, and it is rare for them to get sick. Seizures are common. Direct inbreeding can be done without too much harm, but it may produce blind or deaf young with short life expectancies, and missing limbs.


          


          Captive-bred gerbil colors


          
            [image: A Burmese colored gerbil]

            
              A Burmese colored gerbil
            

          


          
            [image: A male and female fat-tailed gerbil (Pachyuromys duprasi)]

            
              A male and female fat-tailed gerbil (Pachyuromys duprasi)
            

          


          There are many colour varieties of gerbil available in pet shops today generally the result of years of selective breeding.


          There are over 20 different coat colors in the Mongolian gerbil, which has been captive-bred the longest.


          Another species of gerbil has also been recently introduced to the pet industry: the fat-tailed gerbil, or duprasi. Theyre smaller than the common Mongolian gerbils and have long soft coats and a short, fat tail, appearing more like a hamster. There is a variation on the normal duprasi coat which is more gray in colour, which may be a mutation, or it may be the result of hybrids between the Egyptian and Algerian subspecies of duprasi.


          White spotting has been reported in not only the Mongolian Gerbil, but also the Pallid Gerbil and possibly Sundervall's Jird.


          A long-haired mutation, a grey agouti or chinchilla mutation, white spotting, and possibly a dilute mutation have also appeared in Shaw's Jirds, and white spotting and a dilute mutation have shown up in Bushy-Tailed Jirds.#


          When attempting to choose the colour of the gerbil dominant genes and recessive genes must be taken into account, the most comman agouti (brown) colour being on the dominant gene, the recessive albino (white) colour being on the recessive gene, and therefore present in all agouti gerbils.
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              	General
            


            
              	Name, Symbol, Number

              	germanium, Ge, 32
            


            
              	Chemical series

              	metalloids
            


            
              	Group, Period, Block

              	14, 4, p
            


            
              	Appearance

              	grayish white

              [image: ]
            


            
              	Standard atomic weight

              	72.64 (1) gmol1
            


            
              	Electron configuration

              	[Ar] 3d10 4s2 4p2
            


            
              	Electrons per shell

              	2, 8, 18, 4
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	5.323 gcm3
            


            
              	Liquid density at m.p.

              	5.60 gcm3
            


            
              	Melting point

              	1211.40 K

              (938.25 C, 1720.85 F)
            


            
              	Boiling point

              	3106 K

              (2833 C, 5131 F)
            


            
              	Heat of fusion

              	36.94  kJmol1
            


            
              	Heat of vaporization

              	334  kJmol1
            


            
              	Specific heat capacity

              	(25C) 23.222 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1644

                    	1814

                    	2023

                    	2287

                    	2633

                    	3104
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	Face-centered cubic
            


            
              	Oxidation states

              	4, 2,

              ( amphoteric oxide)
            


            
              	Electronegativity

              	2.01 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 762  kJmol1
            


            
              	2nd: 1537.5 kJmol1
            


            
              	3rd: 3302.1 kJmol1
            


            
              	Atomic radius

              	125  pm
            


            
              	Atomic radius (calc.)

              	125 pm
            


            
              	Covalent radius

              	122 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	Diamagnetic
            


            
              	Thermal conductivity

              	(300K) 60.2 Wm1K1
            


            
              	Thermal expansion

              	(25C) 6.0 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 5400 m/s
            


            
              	Mohs hardness

              	6.0
            


            
              	CAS registry number

              	7440-56-4
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of germanium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	68Ge

                    	syn

                    	270.8 d

                    	

                    	-

                    	68Ga
                  


                  
                    	70Ge

                    	21.23%

                    	70Ge is stable with 38 neutrons
                  


                  
                    	71Ge

                    	syn

                    	11.26 d

                    	

                    	-

                    	71Ga
                  


                  
                    	72Ge

                    	27.66%

                    	72Ge is stable with 40 neutrons
                  


                  
                    	73Ge

                    	7.73%

                    	73Ge is stable with 41 neutrons
                  


                  
                    	74Ge

                    	35.94%

                    	74Ge is stable with 42 neutrons
                  


                  
                    	76Ge

                    	7.44%

                    	1.781021 y

                    	--

                    	-

                    	76Se
                  

                

              
            


            
              	References
            

          


          Germanium (pronounced /dʒɚˈmeɪniəm/) is a chemical element with the symbol Ge and atomic number 32. This lustrous, hard, silver-white metalloid is chemically similar to tin. Germanium forms a large number of organometallic compounds and is an important semiconductor material used in transistors. It is named after the country of Germany.


          


          Notable characteristics


          Germanium is a hard, grayish-white element that has a metallic luster and the same crystal structure as diamond. Germanium is a semiconductor. In its pure state, this metalloid is crystalline, brittle and retains its lustre in air at room temperature. Zone refining techniques have led to the production of crystalline germanium for semiconductors that have an impurity of only one part in 1010. Along with gallium, bismuth, antimony and water, it is one of the few substances that expands as it solidifies (i.e. freezes) from its molten state. Germanium releases high energy electrons if bombarded with alpha particles and is used in combination with radon for the nuclear batteries patented by Bruce Perreault.


          


          History


          In 1871, germanium (Latin Germania for Germany) was one of the elements that Dmitri Mendeleev predicted to exist as a missing analogue of the silicon group (Mendeleev called it " ekasilicon"). The existence of this element was proven by Clemens Winkler in 1886. This discovery was an important confirmation of Mendeleev's idea of element periodicity.


          
            
              	Property

              	Ekasilicon

              	Germanium
            


            
              	atomic mass (amu)

              	72

              	72.64
            


            
              	density (g/cm)

              	5.5

              	5.35
            


            
              	melting point (C)

              	high

              	947
            


            
              	colour

              	grey

              	grey
            

          


          The development of the germanium transistor opened the door to countless applications of solid state electronics. From 1950 through the early 1970s, this area provided an increasing market for germanium, but then high purity silicon began replacing germanium in transistors, diodes, and rectifiers. Silicon has superior electrical properties, but requires much higher purity samplesa purity which could not be commercially achieved in the early days. Meanwhile, demand for germanium in fibre optics communication networks, infrared night vision systems, and polymerization catalysts increased dramatically. These end uses represented 85% of worldwide germanium consumption for 2000 Germanium differs from silicon in that the supply of silicon is limited by production capacity only while that for germanium is limited by the shortage of exploitable sources.


          


          Applications


          One of the leading uses for germanium is as a replacement for silica in the stationary phase in chromatography. GeO2 is a isostructural analogue of SiO2 and is compatible with the silica network present in the silica stationary phase.


          Unlike most semiconductors, germanium has a small band gap, allowing it to efficiently respond to infrared light. It is therefore used in infrared spectroscopes and other optical equipment which require extremely sensitive infrared detectors. Its oxide's index of refraction and dispersion properties make germanium useful in wide-angle camera lenses and in microscope objective lenses.


          Germanium transistors are still used in some effects pedals by musicians who wish to reproduce the distinctive tonal character of the "fuzz"-tone from the early rock and roll era, most notably the Dallas Arbiter Fuzz Face. Vintage effects pedals known to contain germanium transistors have shown marked increases in collector value for this reason alone.


          Germanium is a highly important infra-red optical material and can be readily cut and polished into lenses and windows. It is used particularly as the front optic in thermal imaging cameras working in the 8 to 14 micron wavelength range for passive thermal imaging and for hot-spot detection in military and fire fighting applications. The material has a very high refractive index (4.0) and so needs to be anti-reflection coated. Particularly, a very hard special antireflection coating of diamond-like carbon (DLC), refractive index 2.0, is a good match and produces a diamond-hard surface that can withstand much environmental rough treatment.


          The alloy silicon germanide (commonly referred to as "silicon-germanium", or SiGe) is rapidly becoming an important semiconductor material, for use in high speed integrated circuits. Circuits utilising the properties of Si-SiGe junctions can be much faster than those using silicon alone.


          Other uses:


          
            	Alloying agent (see below)


            	Phosphor in fluorescent lamps


            	High purity germanium single crystal detectors can precisely identify radiation sources, e.g., for airport security


            	Germanium substrate wafers for high-efficiency multi-junction solar cells for space applications

          


          Certain compounds of germanium have low toxicity to mammals, but have toxic effects against certain bacteria. This property makes these compounds useful as chemotherapeutic agents.


          Germanium is useful for single crystal neutron or synchrotron X-ray monochromator for beamlines. The reflectivity has advantages over silicon in neutron and High energy X-ray applications.


          Crystals of high purity germanium are used in detectors for gamma spectroscopy and the search for dark matter.


          In recent years germanium has seen increasing use in precious metal alloys. In sterling silver alloys, for instance, it has been found to reduce firescale, increase tarnish resistance, and increase the alloy's response to precipitation hardening (see Argentium sterling silver).


          


          Occurrence


          This element is found in argyrodite ( sulfide of germanium and silver); coal; germanite; zinc ores; and other minerals. See also Category:Germanium minerals


          Germanium is obtained commercially from zinc ore processing smelter dust and from the combustion by-products of certain coals. A large reserve of this element is therefore in coal sources.


          This metalloid can be extracted from other metals by fractional distillation of its volatile tetrachloride. This technique permits the production of ultra-high purity germanium.


          


          Value


          In 1998 the cost of germanium was about US$1.70 per gram. The year-end price for zone-refined germanium has (generally) decreased since then:


          
            	
              
                	1999.....$1,400 per kilogram (or $1.40 per gram)


                	2000.....$1,250 per kilogram (or $1.25 per gram)


                	2001.....$890 per kilogram (or $0.89 per gram)


                	2002.....$620 per kilogram (or $0.62 per gram)


                	2003.....$380 per kilogram (or $0.38 per gram)


                	2004.....$600 per kilogram (or $0.60 per gram)


                	2005.....$660 per kilogram (or $0.66 per gram)


                	2006.....$880 per kilogram (or $0.88 per gram)


                	2007.....$1240 per kilogram (or $1.24 per gram)

              

            

          


          


          Compounds


          Some inorganic germanium compounds include Germanium tetrahydride (GeH4), germanium tetrachloride (GeCl4), and Germanium dioxide (germania) (GeO2). The dioxide exhibts the unusual property of having a high refractive index for visible light, but transparent to infrared light. Some organic compounds of germanium include tetramethylgermane (Ge(CH3)4) and tetraethylgermane (Ge(C2H5)4). The organogermanium compound isobutylgermane ((CH3)2CHCH2GeH3), was reported as the less hazardous liquid substitute for toxic germane gas in semiconductor applications. Germanium also occurs in the III oxidation state, but only in the Ge26+ cation.


          
            	See also

          


          
            	Category:Germanium compounds


            	Germane


            	Germanide

          


          


          Properties


          Pure germanium is known to spontaneously extrude very long screw dislocations, referred to as germanium whiskers. The growth of these whiskers is one of the primary reasons for the failure of older diodes and transistors made from germanium, as, depending on what they end up touching, they may lead to an electrical short. FDA research has concluded that germanium, when used as a nutritional supplement, "presents potential human health hazard".
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        German language


        
          

          
            
              	German

              Deutsch
            


            
              	Pronunciation:

              	[dɔʏ̯tʃ]
            


            
              	Spokenin:

              	Germany, Austria, Switzerland, Liechtenstein, Luxembourg, and in some border areas, Belgium, Italy and Russia as a minority language and Alsace in the form of a dialect.
            


            
              	Region:

              	Central Europe, Western Europe
            


            
              	Totalspeakers:

              	Native speakers: ca. 105 million

              Non-native speakers: ca. 80 million 
            


            
              	Ranking:

              	10
            


            
              	Language family:

              	Indo-European

               Germanic

               West Germanic

               High German

              German
            


            
              	Writing system:

              	Latin alphabet ( German variant)
            


            
              	Official status
            


            
              	Official language in:

              	
                Austria

                Belgium

                Province of Bolzano-Bozen, Italy

                Germany

                Liechtenstein

                Luxembourg

                Switzerland

                European Union (official and working language)
                


                Further official standings in:


                Krahule/Blaufu, Slovakia (Official municipal language)

                Namibia (National language; official language 198490)

                Poland(Auxiliary language in several municipalities)

                Vatican City (Administrative and commanding language of the Swiss Guard)

                


                Recognised minority language in:


                Czech Republic

                Denmark

                Hungary

                Romania

                Slovakia ,

              
            


            
              	Regulated by:

              	no official regulation
            


            
              	Language codes
            


            
              	ISO 639-1:

              	de
            


            
              	ISO 639-2:

              	ger(B)

              	deu(T)
            


            
              	ISO 639-3:

              	variously:

              deu Modern German

              gmh Middle High German

              goh Old High German

              gct Alemn Coloniero

              bar Austro-Bavarian

              cim Cimbrian

              geh Hutterite German

              ksh Klsch

              nds Low German

              sli Lower Silesian

              ltz Luxembourgish

              vmf Main-Franconian

              mhn Mcheno

              pfl Palatinate German

              pdc Pennsylvania German

              pdt Plautdietsch

              swg Swabian German

              gsw Swiss German

              uln Unserdeutsch

              sxu Upper Saxon

              wae Walser German

              wep Westphalian

              yid Yiddish
            


            
              	
                
                  [image: ]
                



                
                  Major German-speaking communities
                

              
            


            
              	Note: This page may contain IPA phonetic symbols in Unicode.
            

          


          The German language (Deutsch, [dɔʏ̯tʃ] ) is a West Germanic language and one of the world's major languages. German is closely related to and classified alongside English and Dutch. Around the world, German is spoken by approximately 100 million native speakers and also about 80 million non-native speakers, and Standard German is widely taught in schools, universities, and Goethe Institutes worldwide.


          


          Geographic distribution


          


          Europe


          German is spoken primarily in Germany (95%), Austria (89%) and Switzerland (64%) together with Liechtenstein, Luxembourg ( D-A-CH-Li-Lux) constituting the countries where German is the majority language.


          Other European German-speaking communities are found in Italy ( Bolzano-Bozen), in the East Cantons of Belgium, in the french area Alsace which often was traded between Germany and France in history and in some border villages of the former South Jutland County (in German, Nordschleswig, in Danish, Snderjylland) of Denmark.


          Some German-speaking communities still survive in parts of Romania, the Czech Republic, Poland, Hungary, and above all Russia and Kazakhstan, although forced expulsions after World War II and massive emigration to Germany in the 1980s and 1990s have depopulated most of these communities. It is also spoken by German-speaking foreign populations and some of their descendants in Portugal, Spain, Italy, Morocco, Egypt, Israel, Cyprus, Turkey, Greece, United Kingdom, Netherlands, Scandinavia, Siberia in Russia, Hungary, Romania, Bulgaria, and the former Yugoslavia (Bosnia, Serbia, Macedonia, Croatia and Slovenia).


          In Luxembourg and the surrounding areas, big parts of the native population speak German dialects, and some people also master standard German (especially in Luxembourg), although in the French regions of Alsace (German: Elsass) and Lorraine (German: Lothringen) French has replaced the local German dialects as the official language, even though it has not been fully replaced on the street.


          


          Overseas
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          Outside of Europe and the former Soviet Union, the largest German-speaking communities are to be found in the United States, Canada, Brazil and in Argentina where millions of Germans migrated in the last 200 years; but the vast majority of their descendants no longer speak German. Additionally, German-speaking communities can be found in the former German colony of Namibia independent from South Africa since 1990, as well as in the other countries of German emigration such as Canada, Mexico, Dominican Republic, Paraguay, Uruguay, Chile, Peru, Venezuela (where Alemn Coloniero developed), South Africa and Australia.


          


          South America


          In Brazil the largest concentrations of German speakers are in Rio Grande do Sul (where Riograndenser Hunsrckisch was developed), Santa Catarina, Paran, and Esprito Santo, and large German-speaking descendant communities in Argentina, Uruguay and Chile. In the 20th century, over 100,000 German political refugees and invited entrepreneurs settled in Latin America, such as Costa Rica, Panama, Venezuela and the Dominican Republic to establish German-speaking enclaves, and there is a reportedly small German immigration to Puerto Rico.


          


          North America


          The United States has the largest concentration of German speakers outside of Europe; an indication of this presence can be found in the names of such villages and towns as New Leipzig, Munich, Karlsruhe, and Strasburg, North Dakota, and New Braunfels, Texas. Though over the course of the 20th century many of the descendants of 18th and 19th-century immigrants ceased speaking German at home, small populations of elderly (as well as some younger) speakers can be found in Pennsylvania (Amish, Hutterites, Dunkards and some Mennonites historically spoke Pennsylvania Dutch (a West Central German variety) and Hutterite German), Kansas (Mennonites and Volga Germans), North Dakota (Hutterite Germans, Mennonites, Russian Germans, Volga Germans, and Baltic Germans), South Dakota, Montana, Texas ( Texas German), Wisconsin, Indiana, Louisiana and Oklahoma. Early twentieth century immigration was often to St. Louis, Chicago, New York, Pittsburgh and Cincinnati. Most of the postWorld War II wave are in the New York, Philadelphia, Los Angeles, San Francisco and Chicago urban areas, and in Florida, Arizona and California where large communities of retired German, Swiss and Austrian expatriates live. The American population of German ancestry is above 60 million. The German language is the third largest language in the U.S. after Spanish.


          In Canada there are people of German ancestry throughout the country and especially in the western cities such as Kelowna. German is also spoken in Ontario and southern Nova Scotia. There is a large and vibrant community in the city of Kitchener, Ontario. German immigrants were instrumental in the country's three largest urban areas: Montreal, Toronto and Vancouver, but post-WWII immigrants managed to preserve a fluency in the German language in their respective neighborhoods and sections. In the first half of the 20th century, over a million German-Canadians made the language one of Canada's most spoken after French.


          In Mexico there are also large populations of German ancestry, mainly in the cities of: Mexico City, Puebla, Mazatln, Tapachula, and larger populations scattered in the states of Chihuahua, Durango, and Zacatecas. German ancestry is also said to be found in neighboring towns around Guadalajara, Jalisco and much of Northern Mexico, where German influence was immersed into the Mexican culture. Standard German is spoken by the affluent German communities in Puebla, Mexico City, Nuevo Leon, San Luis Potosi and Quintana Roo. German immigration in the twentieth century was small, but produced German-speaking communities in Central America (i.e. Guatemala, Honduras and Nicaragua) and the Caribbean Islands like the Dominican Republic.


          Dialects in North America:


          The dialects of German which are or were primarily spoken in colonies or communities founded by German speaking people resemble the dialects of the regions the founders came from. For example, Pennsylvania German resembles dialects of the Palatinate, and Hutterite German resembles dialects of Carinthia. Texas German is a dialect spoken in the areas of Texas settled by the Adelsverein, such as New Braunfels and Fredericksburg. In the Amana Colonies in the state of Iowa Amana German is spoken. Plautdietsch is a large minority language spoken in Northern Mexico by the Mennonite communities, and is spoken by more than 200,000 people in Mexico.


          Hutterite German is an Upper German dialect of the Austro-Bavarian variety of the German language, which is spoken by Hutterite communities in Canada and the United States. Hutterite is spoken in the U.S. states of Washington, Montana, North Dakota and South Dakota, and Minnesota; and in the Canadian provinces of Alberta, Saskatchewan and Manitoba. Its speakers belong to some Schmiedleit, Lehrerleit, and Dariusleit Hutterite groups, but there are also speakers among the older generations of Prairieleit (the descendants of those Hutterites who chose not to settle in colonies). Hutterite children who grow up in the colonies learn and speak first Hutterite German before learning English in the public school, the standard language of the surrounding areas. Many colonies though continue with German Grammar School, separate from the public school, throughout a student's elementary education.


          


          Creoles


          There is an important German creole being studied and recovered, named Unserdeutsch, spoken in the former German colony of Papua New Guinea, across Micronesia and in northern Australia (i.e. coastal parts of Queensland and Western Australia), by few elderly people. The risk of its extinction is serious and efforts to revive interest in the language are being implemented by scholars.


          


          Internet


          According to Global Reach (2004), 6.9% of the Internet population is German. According to Netz-tipp (2002), 7.7% of webpages are written in German, making it second only to English in the European language group. They also report that 12% of Google's users use its German interface.


          Older statistics: Babel (1998) found somewhat similar demographics. FUNREDES (1998) and Vilaweb (2000) both found that German is the third most popular language used by websites, after English and Japanese.


          


          History
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          The history of the language begins with the High German consonant shift during the migration period, separating High German dialects from common West Germanic. The earliest testimonies of Old High German are from scattered Elder Futhark inscriptions, especially in Alemannic, from the 6th century, the earliest glosses ( Abrogans) date to the 8th and the oldest coherent texts (the Hildebrandslied, the Muspilli and the Merseburg Incantations) to the 9th century. Old Saxon at this time belongs to the North Sea Germanic cultural sphere, and Low Saxon should fall under German rather than Anglo-Frisian influence during the Holy Roman Empire.


          As Germany was divided into many different states, the only force working for a unification or standardization of German during a period of several hundred years was the general preference of writers trying to write in a way that could be understood in the largest possible area.


          When Martin Luther translated the Bible (the New Testament in 1522 and the Old Testament, published in parts and completed in 1534) he based his translation mainly on the bureaucratic standard language used in Saxony (schsische Kanzleisprache) also known as Meiner-Deutsch (Meiner-German), which was the most widely understood language at this time, because the region it was spoken in was quite influential amongst the German states. This language was based on Eastern Upper and Eastern Central German dialects and preserved much of the grammatical system of Middle High German (unlike the spoken German dialects in Central and Upper Germany that already at that time began to lose the genitive case and the preterite tense). In the beginning, copies of the Bible had a long list for each region, which translated words unknown in the region into the regional dialect. Roman Catholics rejected Luther's translation in the beginning and tried to create their own Catholic standard (gemeines Deutsch)  which, however, only differed from 'Protestant German' in some minor details. It took until the middle of the 18th century to create a standard that was widely accepted, thus ending the period of Early New High German. In 1901 the 2nd Orthographical Conference ended with a complete standardization of German language in written form while the Deutsche Bhnensprache (literally: German stage-language) had already established spelling-rules for German three years earlier which were later to become obligatory for general German pronunciation.


          German used to be the language of commerce and government in the Habsburg Empire, which encompassed a large area of Central and Eastern Europe. Until the mid-19th century it was essentially the language of townspeople throughout most of the Empire. It indicated that the speaker was a merchant, an urbanite, not their nationality. Some cities, such as Prague (German: Prag) and Budapest ( Buda, German: Ofen), were gradually Germanized in the years after their incorporation into the Habsburg domain. Others, such as Bratislava(German: Pressburg), were originally settled during the Habsburg period and were primarily German at that time. A few cities such as Milan (German: Mailand) remained primarily non-German. However, most cities were primarily German during this time, such as Prague, Budapest, Bratislava (German: Pressburg), Zagreb (German: Agram), and Ljubljana (German: Laibach), though they were surrounded by territory that spoke other languages.


          Until about 1800, standard German was almost only a written language. At this time, people in urban northern Germany, who spoke dialects very different from Standard German, learned it almost like a foreign language and tried to pronounce it as close to the spelling as possible. Prescriptive pronunciation guides used to consider northern German pronunciation to be the standard. However, the actual pronunciation of standard German varies from region to region.


          Media and written works are almost all produced in standard German (often called Hochdeutsch in German) which is understood in all areas where German is spoken, except by pre-school children in areas which speak only dialect, for example Switzerland and Austria. However, in this age of television, even they now usually learn to understand Standard German before school age.


          The first dictionary of the Brothers Grimm, the 16 parts of which were issued between 1852 and 1860, remains the most comprehensive guide to the words of the German language. In 1860, grammatical and orthographic rules first appeared in the Duden Handbook. In 1901, this was declared the standard definition of the German language. Official revisions of some of these rules were not issued until 1998, when the German spelling reform of 1996 was officially promulgated by governmental representatives of all German-speaking countries. Since the reform, German spelling has been in an eight-year transitional period where the reformed spelling is taught in most schools, while traditional and reformed spellings co-exist in the media. See German spelling reform of 1996 for an overview of the public debate concerning the reform with some major newspapers and magazines and several known writers refusing to adopt it.


          The German spelling reform of 1996 led to public controversy indeed to considerable dispute. Some state parliaments (Bundeslnder) would not accept it ( North Rhine Westphalia and Bavaria). The dispute landed at one point in the highest court which made a short issue of it, claiming that the states had to decide for themselves and that only in schools could the reform be made the official rule - everybody else could continue writing as they had learned it. After 10 years, without any intervention by the federal parliament, a major yet incomplete revision was installed in 2006, just in time for the new school year of 2006. In 2007, some venerable spellings will be finally invalidated even though they caused little or no trouble. The only sure and easily recognizable symptom of a text's being in compliance with the reform is the -ss at the end of words, like in dass and muss. Classic spelling forbade this ending, instead using da and mu. The cause of the controversy evolved around the question whether a language is part of the culture which must be preserved or a means of communicating information which has to allow for growth. (The reformers seemed to be unimpressed by the fact that a considerable part of that culture - namely the entire German literature of the 20th century - is in the old spelling.)


          The increasing use of English in Germany's higher education system, as well as in business and in popular culture, has led various German academics to state, not necessarily from an entirely negative perspective, that German is a language in decline in its native country. For example, Ursula Kimpel, of the University of Tbingen, said in 2005 that German universities are offering more courses in English because of the large number of students coming from abroad. German is unfortunately a language in decline. We need and want our professors to be able to teach effectively in English.


          


          Standard German


          Standard German originated not as a traditional dialect of a specific region, but as a written language. However, there are places where the traditional regional dialects have been replaced by standard German; this is the case in vast stretches of Northern Germany, but also in major cities in other parts of the country.


          Standard German differs regionally, between German-speaking countries, in vocabulary and some instances of pronunciation, and even grammar and orthography. This variation must not be confused with the variation of local dialects. Even though the regional varieties of standard German are only to a certain degree influenced by the local dialects, they are very distinct. German is thus considered a pluricentric language.


          In most regions, the speakers use a continuum of mixtures from more dialectal varieties to more standard varieties according to situation.


          In the German-speaking parts of Switzerland, mixtures of dialect and standard are very seldom used, and the use of standard German is largely restricted to the written language. Therefore, this situation has been called a medial diglossia. Swiss Standard German is used in the Swiss education system.


          


          Official status
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          Standard German is the only official language in Liechtenstein and Austria; it shares official status in Germany (with Danish, Frisian and Sorbian as minority languages), Switzerland (with French, Italian and Romansh), Belgium (with Dutch and French) and Luxembourg (with French and Luxembourgish). It is used as a local official language in Italy ( Province of Bolzano-Bozen), as well as in the cities of Sopron (Hungary), Krahule (Slovakia) and several cities in Romania. It is the official language (with Italian) of the Vatican Swiss Guard.


          German has an officially recognized status as regional or auxiliary language in Denmark ( South Jutland region), France (Alsace and Moselle regions), Italy (Gressoney valley), Namibia, Poland ( Opole region), and Russia (Asowo and Halbstadt).


          German is one of the 23 official languages of the European Union. It is the language with the largest number of native speakers in the European Union, and, shortly after English and long before French, the second-most spoken language in Europe.


          


          German as a foreign language
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          German is the third most taught foreign language in the English speaking world after French and Spanish.


          German is the main language of about 9095 million people in Europe (as of 2004), or 13.3% of all Europeans, being the second most spoken native language in Europe after Russian, above French (66.5 million speakers in 2004) and English (64.2 million speakers in 2004). It is therefore the most spoken first language in the EU. It is the second most known foreign language in the EU. It is one of the official languages of the European Union, and one of the three working languages of the European Commission, along with English and French. Thirty-two percent of citizens of the EU-15 countries say they can converse in German (either as a mother tongue or as a second or foreign language). This is assisted by the widespread availability of German TV by cable or satellite.


          German was once, and still remains to some extent, a lingua franca in Central, Eastern and Northern Europe.


          


          Dialects


          
            [image: By the High German consonant shift, the map of German dialects is divided into Upper German (green), Central German (blue), and the Low German (yellow). The main isoglosses and the Benrath and Speyer lines are marked black.]

            
              By the High German consonant shift, the map of German dialects is divided into Upper German (green), Central German (blue), and the Low German (yellow). The main isoglosses and the Benrath and Speyer lines are marked black.
            

          


          German is a member of the western branch of the Germanic family of languages, which in turn is part of the Indo-European language family. The German dialect continuum is traditionally divided most broadly into High German and Low German.
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          The variation among the German dialects is considerable, with only the neighbouring dialects being mutually intelligible. Some dialects are not intelligible to people who only know standard German. However, all German dialects belong to the dialect continuum of High German and Low Saxon languages. Until roughly the end of the Second World War, there was a dialect continuum of all the continental West Germanic languages because nearly any pair of neighbouring dialects were perfectly mutually intelligible.


          


          Low German


          Low Saxon varieties (spoken on German territory) are considered linguistically a language separate from the German language by some, but just a dialect by others. Sometimes, Low Saxon and Low Franconian are grouped together because both are unaffected by the High German consonant shift. However, the part of the population capable of speaking and responding to it, or of understanding it has decreased continuously since WWII. Currently the effort to maintain a residual presence in cultural life is negligible.


          Middle Low German was the lingua franca of the Hanseatic League. It was the predominant language in Northern Germany. This changed in the 16th century. In 1534 the Luther Bible by Martin Luther was printed. This translation is considered to be an important step towards the evolution of the Early New High German. It aimed to be understandable to an ample audience and was based mainly on Central and Upper German varieties. The Early New High German language gained more prestige than Low Saxon and became the language of science and literature. Other factors were that around the same time, the Hanseatic league lost its importance as new trade routes to Asia and the Americas were established, and that the most powerful German states of that period were located in Middle and Southern Germany.


          The 18th and 19th centuries were marked by mass education, the language of the schools being standard German. Slowly Low Saxon was pushed back and back until it was nothing but a language spoken by the uneducated and at home. Today Low Saxon can be divided in two groups: Low Saxon varieties with a reasonable standard German influx and varieties of Standard German with a Low Saxon influence known as Missingsch.


          


          High German


          High German is divided into Central German and Upper German. Central German dialects include Ripuarian, Moselle Franconian, Hessian, Thuringian, South Franconian, Lorraine Franconian and Upper Saxon. It is spoken in the southeastern Netherlands, eastern Belgium, Luxembourg, parts of France, and in Germany approximately between the River Main and the southern edge of the Lowlands. Modern Standard German is mostly based on Central German, but it should be noted that the common (but not linguistically correct) German term for modern Standard German is Hochdeutsch, that is, High German.


          The Moselle Franconian varieties spoken in Luxembourg have been officially standardised and institutionalised and are therefore usually considered a separate language known as Luxembourgish.


          Upper German dialects include Alemannic (for instance Swiss German), Swabian, East Franconian, Alsatian and Austro-Bavarian. They are spoken in parts of the Alsace, southern Germany, Liechtenstein, Austria, and in the German-speaking parts of Switzerland and Italy.


          Wymysorys, Sathmarisch and Siebenbrgisch are High German dialects of Poland and Romania respectively. The High German varieties spoken by Ashkenazi Jews (mostly in the former Soviet Union) have several unique features, and are usually considered as a separate language, Yiddish. It is the only Germanic language that does not use the Latin alphabet as its standard script.


          


          German dialects versus varieties of standard German


          In German linguistics, German dialects are distinguished from varieties of standard German.


          
            	The German dialects are the traditional local varieties. They are traditionally traced back to the different German tribes. Many of them are hardly understandable to someone who knows only standard German, since they often differ from standard German in lexicon, phonology and syntax. If a narrow definition of language based on mutual intelligibility is used, many German dialects are considered to be separate languages (for instance in the Ethnologue). However, such a point of view is unusual in German linguistics.


            	The varieties of standard German refer to the different local varieties of the pluricentric standard German. They only differ slightly in lexicon and phonology. In certain regions, they have replaced the traditional German dialects, especially in Northern Germany.

          


          


          Grammar


          
            
              	German grammar
            


            
              	Nouns
            


            
              	Verbs
            


            
              	Articles
            


            
              	Adjectives
            


            
              	Pronouns
            


            
              	Adverbial phrases
            


            
              	Conjugation
            


            
              	Sentence structure
            


            
              	Declension
            


            
              	Modal Particle
            

          


          German is an inflected language.


          


          Noun inflection


          German nouns inflect into:


          
            	one of four cases: nominative, genitive, dative, and accusative.


            	one of three genders: masculine, feminine, or neuter. Word endings sometimes reveal grammatical gender; for instance, nouns ending in ...ung( -ing), ...e,...schaft(-ship), ...keit or ...heit( -hood) are feminine, while nouns ending in ...chen or ...lein ( diminutive forms) are neuter and nouns ending in ...ismus ( -ism) are masculine. Others are controversial, sometimes depending on the region in which it is spoken. Additionally, ambiguous endings exist, such as ...er ( -er), e.g. Feier (feminine), engl. celebration, party, and Arbeiter (masculine), engl. labourer. Sentences can usually be reorganized to avoid a misunderstanding.


            	two numbers: singular and plural

          


          Although German is usually cited as an outstanding example of a highly inflected language, the degree of inflection is considerably less than in Old German, or in other old Indo-European languages such as Latin, Ancient Greek, or Sanskrit. The three genders have collapsed in the plural, which now behaves, grammatically, somewhat as a fourth gender. With four cases and three genders plus plural there are 16 distinct possible combinations of case and gender/number, but presently there are only six forms of the definite article used for the 16 possibilities. Inflection for case on the noun itself is required in the singular for strong masculine and neuter nouns in the genitive and sometimes in the dative. Both of these cases are losing way to substitutes in informal speech. The dative ending is considered somewhat old-fashioned in many contexts and often dropped, but it is still used in sayings and in formal speech or in written language. Weak masculine nouns share a common case ending for genitive, dative and accusative in the singular. Feminines are not declined in the singular. The plural does have an inflection for the dative. In total, seven inflectional endings (not counting plural markers) exist in German: -s, -es, -n, -ns, -en, -ens, -e.


          In the German orthography, nouns and most words with the syntactical function of nouns are capitalised, which is supposed to make it easier for readers to find out what function a word has within the sentence (Am Freitag bin ich einkaufen gegangen.  "On Friday I went shopping."; Eines Tages war er endlich da.  "One day he finally showed up".) This spelling convention is almost unique to German today (shared perhaps only by the closely related Luxemburgish language), although it was historically common in other languages (e.g., Danish and English), too.


          Like most Germanic languages, German forms left-branching noun compounds, where the first noun modifies the category given by the second, for example: Hundehtte (eng. dog hut; specifically: doghouse). Unlike English, where newer compounds or combinations of longer nouns are often written in open form with separating spaces, German (like the other German languages) nearly always uses the closed form without spaces, for example: Baumhaus (eng. tree house). Like English, German allows arbitrarily long compounds, but these are rare. (See also English compounds.)


          The longest German word verified to be actually in (albeit very limited) use is Rindfleischetikettierungsberwachungsaufgabenbertragungsgesetz. [which, literally translated, breaks up into: Rind (cattle) - Fleisch (meat) - Etikettierung(s) (labelling) - berwachung(s) (supervision) - Aufgaben (duties) - bertragung(s) (assignment) - Gesetz (law), so "Beef labelling supervision duty assignment law".]


          


          Verb inflection


          Standard German verbs inflect into:


          
            	one of two conjugation classes, weak and strong (like English).

          


          (There is actually a third class, known as mixed verbs, which exhibit inflections combining features of both the strong and weak patterns.)


          
            	three persons: 1st, 2nd, 3rd.


            	two numbers: singular and plural


            	three moods: Indicative, Subjunctive, Imperative


            	two genera verbi: active and passive; the passive being composed and dividable into static and dynamic.


            	two non-composed tenses ( present, preterite) and four composed tenses ( perfect, pluperfect, future and future perfect)


            	distinction between grammatical aspects is rendered by combined use of subjunctive and/or preterite marking; thus: neither of both is plain indicative voice, sole subjunctive conveys second-hand information, subjunctive plus Preterite marking forms the conditional state, and sole preterite is either plain indicative (in the past), or functions as a (literal) alternative for either second-hand-information or for the conditional state of the verb, when one of them may seem indistinguishable otherwise.


            	distinction between perfect and progressive aspect is and has at every stage of development been at hand as a productive category of the older language and in nearly all documented dialects, but, strangely enough, is nowadays rigorously excluded from written usage in its present normalised form.


            	disambiguation of completed vs. uncompleted forms is widely observed and regularly generated by common prefixes (blicken - to look, erblicken - to see [unrelated form: sehen - to see]).

          


          


          Verb prefixes


          There are also many ways to expand, and sometimes radically change, the meaning of a base verb through a relatively small number of prefixes. Some of those prefixes have a meaning themselves (Example: zer- refers to the destruction of things, as in zerreien=to tear apart, zerbrechen=to break apart, zerschneiden=to cut apart), others do not have more than the vaguest meaning in and of themselves (Example: ver- , as in versuchen=to try, vernehmen=to interrogate, verteilen=to distribute, verstehen=to understand). More examples: haften=to stick, verhaften=to imprison; kaufen=to buy, verkaufen=to sell; hren=to hear, aufhren=to cease; fahren=to drive, erfahren=to get to know, to hear about something.


          


          Separable prefixes


          Many German verbs have a separable prefix, often with an adverbial function. In finite verb forms this is split off and moved to the end of the clause, and is hence considered by some to be a "resultative particle". For example, mitgehen meaning "to go with" would be split giving Gehen Sie mit? (Literal: "Go you with?"; Formal: "Are you going along"?).


          Indeed, several parenthetical clauses may occur between the prefix of a finite verb and its complement; e.g.


          
            	Er kam am Freitagabend nach einem harten Arbeitstag und dem blichen rger, der ihn schon seit Jahren immer wieder an seinem Arbeitsplatz plagt, mit fraglicher Freude auf ein Mahl, das seine Frau ihm, wie er hoffte, bereits aufgetischt hatte, endlich zu Hause an .

          


          A literal translation of this example might look like this:


          
            	He arr- on a Friday evening after a hard day at work and the usual disagreements that had been troubling him repeatedly, looking forward to a questionable meal which, as he hoped, his wife had already fixed for him, -ived at home.

          


          


          Word order


          German requires that a verbal element (main verb or auxiliary verb) appear second in the sentence, preceded by the most important topical phrase. The second most important phrase appears at the end of the sentence. For a sentence without an auxiliary, this gives several options:


          
            	Der alte Mann gibt mir das Buch heute. (The old man gives me the book today)


            	Der alte Mann gibt mir heute das Buch.


            	Das Buch gibt mir der alte Mann heute.


            	Das Buch gibt der alte Mann heute mir. ( stress on mir)


            	Das Buch gibt heute der alte Mann mir. (as well)


            	Das Buch gibt der alte Mann mir heute.


            	Das Buch gibt heute mir der alte Mann.


            	Das Buch gibt mir heute der alte Mann.


            	Heute gibt mir der alte Mann das Buch.


            	Heute gibt mir das Buch der alte Mann.


            	Heute gibt der alte Mann mir das Buch.


            	Mir gibt der alte Mann das Buch heute.


            	Mir gibt heute der alte Mann das Buch.


            	Mir gibt der alte Mann heute das Buch.

          


          The position of a noun as a subject or object in a German sentence doesn't affect the meaning of the sentence as it would in English. In a declarative sentence in English if the subject does not occur before the predicate the sentence could well be misunderstood.


          For example, in the sentence "Man bites dog" it is clear who did what to whom. To exchange the place of the subject with that of the object  "Dog bites man"  changes the meaning completely. In other words the word order in a sentence conveys significant information. In German, nouns and articles are declined as in Latin thus indicating whether it is the subject or object of the verb's action. The above example in German would be Ein Mann beit den Hund or Den Hund beit ein Mann with both having exactly the same meaning. If the articles are omitted, which is sometimes done in headlines (Mann beit Hund), the syntax applies as in English  the first noun is the subject and the noun following the predicate is the object.


          Except for emphasis, adverbs of time have to appear in the third place in the sentence, just after the predicate. Otherwise the speaker would be recognised as non-German. For instance the German word order (in Modern English) is: We're going tomorrow to town. (Wir gehen morgen in die Stadt.)


          


          Auxiliary verbs


          When an auxiliary verb is present, the auxiliary appears in second position, and the main verb appears at the end. This occurs notably in the creation of the perfect tense. Many word orders are still possible, e.g.:


          
            	Der alte Mann hat mir das Buch gestern gegeben. (The old man gave me the book yesterday.)


            	Der alte Mann hat mir gestern das Buch gegeben.


            	Das Buch hat mir der alte Mann gestern gegeben.


            	Das Buch hat mir gestern der alte Mann gegeben.


            	Gestern hat mir der alte Mann das Buch gegeben.


            	Gestern hat mir das Buch der alte Mann gegeben.

          


          The word order is generally less rigid than in Modern English except for nouns (see below). There are two common word orders; one is for main clauses and another for subordinate clauses. In normal positive sentences the inflected verb always has position 2; in questions, exclamations and wishes it always has position 1. In subordinate clauses the verb is supposed to occur at the very end, but in speech this rule is often disregarded. For example in a subordinate clause introduced by "weil" ("because") the verb quite often occupies the same order as in a main clause. The correct way of saying "because I'm broke" is "weil ich pleite bin.". In the vernacular you may hear instead "weil ich bin pleite." This phenomenon may be caused by mixing the word-order pattern used for the word weil with the pattern used for an alternative word for "because", denn, which is used with the main clause order ("denn ich bin pleite.").


          


          Modal verbs


          Sentences using modal verbs place the infinitive at the end. For example, the sentence in Modern English "Should he go home?" would be rearranged in German to say "Should he (to) home go?" (Soll er nach Hause gehen?). Thus in sentences with several subordinate or relative clauses the infinitives are clustered at the end. Compare the similar clustering of prepositions in the following English sentence: "What did you bring that book that I don't like to be read to out of up for?"


          


          Multiple infinitives


          The number of infinitives at the end is usually restricted to two, causing the third infinitive or auxiliary verb that would have gone at the very end to be placed instead at the beginning of the chain of verbs. For example in the sentence "Should he move into the house that he just has had renovated?" would be rearranged to "Should he into the house move, that he just renovated had?". (Soll er in das Haus einziehen, das er gerade hat renovieren lassen?). The older form would have been (Soll er in das Haus, das er gerade hat renovieren lassen, einziehen?).


          If there are more than three infinitives, all except the first two are relocated to the beginning of the chain. Needless to say the rule is not rigorously applied.


          


          Vocabulary


          Most German vocabulary is derived from the Germanic branch of the Indo-European language family, although there are significant minorities of words derived from Latin, and Greek, and a smaller amount from French and most recently English . At the same time, the effectiveness of the German language in forming equivalents for foreign words from its inherited Germanic stem repertory is great. Thus, Notker Labeo was able to translate Aristotelian treatises in pure (Old High) German in the decades after the year 1000. Overall, German has fewer Romance-language loanwords than does English.


          The coining of new, autochthonous words gave German a vocabulary of an estimated 40,000 words as early as the ninth century. In comparison, Latin, with a written tradition of nearly 2,500 years in an empire which ruled the Mediterranean, has grown to no more than 45,000 words today.


          Even today, many low-key scholarly movements try to promote the Ersatz (substitution) of virtually all foreign words with ancient, dialectal, or neologous German alternatives. It is claimed that this would also help in spreading modern or scientific notions among the less educated, and thus democratise public life, too. Jurisprudence in Germany, for example, uses perhaps the "purest" tongue in terms of "Germanness", but also the most cumbersome, to be found today..


          In the modern scientific German vocabulary data base in Leipzig (as of July 2003) there are nine million words and word groups in 35 million sentences (out of a corpus of 500 million words).


          


          Writing system


          


          Present


          German is written using the Latin alphabet. In addition to the 26 standard letters, German has three vowels with Umlaut, namely ,  and , as well as the Eszett or scharfes s (sharp s), .


          Before the German spelling reform of 1996,  replaced ss after long vowels and diphthongs and before consonants, word-, or partial-word-endings. In reformed spelling,  replaces ss only after long vowels and diphthongs. Since there is no capital , it is always written as SS when capitalization is required. For example, Maband (tape measure) is capitalized MASSBAND. An exception is the use of  in legal documents and forms when capitalizing names. To avoid confusion with similar names, a "" is to be used instead of "SS". (So: "KRELEIN" instead of "KRESSLEIN".) A capital  has been proposed and included in Unicode, but it is not yet recognized as standard German. In Switzerland,  is not used at all.


          Umlaut vowels (, , ) are commonly circumscribed with ae, oe, and ue if the umlauts are not available on the keyboard used. In the same manner  can be circumscribed as ss. German readers understand those circumscriptions (although they look unusual), but they are avoided if the regular umlauts are available because they are considered a makeshift, not proper spelling. (In Westphalia, city and family names exist where the extra e has a vowel lengthening effect, e.g. Raesfeld [ˈraːsfɛlt] and Coesfeld [ˈkoːsfɛlt], but this use of the letter e after a/o/u does not occur in the present-day spelling of words other than proper nouns.)


          Unfortunately there is still no general agreement exactly where these umlauts occur in the sorting sequence. Telephone directories treat them by replacing them with the base vowel followed by an e, whereas dictionaries use just the base vowel. As an example in a telephone book rzte occurs after Adressenverlage but before Anlagenbauer (because  is replaced by Ae). In a dictionary rzte occurs after Arzt but before Asbest (because  is treated as A). In some older dictionaries or indexes, initial Sch and St are treated as separate letters and are listed as separate entries after S.


          


          Past


          Until the early 20th century, German was mostly printed in blackletter typefaces (mostly in Fraktur, but also in Schwabacher) and written in corresponding handwriting (for example Kurrent and Stterlin). These variants of the Latin alphabet are very different from the serif or sans serif Antiqua typefaces used today, and particularly the handwritten forms are difficult for the untrained to read. The printed forms however were claimed by some to be actually more readable when used for printing Germanic languages . The Nazis initially promoted Fraktur and Schwabacher since they were considered Aryan, although they later abolished them in 1941 by claiming that these letters were Jewish. The latter fact is not widely known anymore; today the letters are often associated with the Nazis and are no longer commonly used. The Fraktur script remains present in everyday life through road signs, pub signs, beer brands and other forms of advertisement, where it is used to convey a certain rusticality and oldness.


          A proper use of the long s, (langes s), ſ, is essential to write German text in Fraktur typefaces. Many Antiqua typefaces include the long s, also. A specific set of rules applies for the use of long s in German text, but it is rarely used in Antiqua typesetting, recently. Any lower case "s" at the beginning of a syllable would be a long s, as opposed to a terminal s or short s (the more common variation of the letter s), which marks the end of a syllable; for example, in differentiating between the words Wachſtube (=guard-house) and Wachstube (=tube of floor polish). One can decide which "s" to use by appropriate hyphenation, easily ("Wach-ſtube" vs. "Wachs-tube"). The long s only appears in lower case.


          The widespread ignorance of the correct use of the Fraktur scripts shows however in the many mistakes made such as the frequent erroneous use of the round s instead of the long s at the beginning of a syllable, the failure to employ the mandatory ligatures of Fraktur, or the use of letter-forms more alike to the Antiqua for certain especially hard-to-read Fraktur letters.


          


          Phonology


          


          Vowels


          German vowels (excluding diphthongs; see below) come in short and long varieties, as detailed in the following table:


          
            
              	

              	A

              	

              	E

              	I

              	O

              	

              	U

              	
            


            
              	short

              	/a/

              	/ɛ/

              	/ɛ/, /ǝ/

              	/ɪ/

              	/ɔ/

              	//

              	/ʊ/

              	/ʏ/
            


            
              	long

              	/aː/

              	/ɛː/

              	/eː/

              	/iː/

              	/oː/

              	/ː/

              	/uː/

              	/yː/
            

          


          Short /ɛ/ is realised as [ɛ] in stressed syllables (including secondary stress), but as [ǝ] in unstressed syllables. Note that stressed short /ɛ/ can be spelled either with e or with  (htte 'would have' and Kette 'chain', for instance, rhyme). In general, the short vowels are open and the long vowels are closed. The one exception is the open /ɛː/ sound of long ; in some varieties of standard German, /ɛː/ and /eː/ have merged into [eː], removing this anomaly. In that case, pairs like Bren/Beeren 'bears/berries' or hre/Ehre 'spike/honour' become homophonous).


          In many varieties of standard German, an unstressed /ɛr/ is not pronounced as [ər], but vocalised to [ɐ].


          Whether any particular vowel letter represents the long or short phoneme is not completely predictable, although the following regularities exist:


          
            	If a vowel (other than i) is at the end of a syllable or followed by a single consonant, it is usually pronounced long (e.g. Hof [hoːf]).


            	If the vowel is followed by a double consonant (e.g. ff, ss or tt), ck, tz or a consonant cluster (e.g. st or nd), it is nearly always short (e.g. hoffen [ˈhɔfǝn]). Double consonants are used only for this function of marking preciding vowels as short; the consonant itself is never pronounced lengthened or doubled.

          


          Both of these rules have exceptions (e.g. hat [hat] 'has' is short despite the first rule; Kloster [kloːstər], ' cloister'; Mond [moːnt], 'moon' are long despite the second rule). For an i that is neither in the combination ie (making it long) nor followed by a double consonant or cluster (making it short), there is no general rule. In some cases, there are regional differences: In central Germany (Hessen), the o in the proper name "Hoffmann" is pronounced long while most other Germans would pronounce it short; the same applies to the e in the geographical name "Mecklenburg" for people in that region. The word Stdte 'cities', is pronounced with a short vowel [ˈʃtɛtə] by some (Jan Hofer, ARD Television) and with a long vowel [ˈʃtɛːtə] by others (Marietta Slomka, ZDF Television). Finally, a vowel followed by ch can be short (Fach [fax] 'compartment', Kche [ˈkʏe] 'kitchen') or long (Suche [ˈzuːxǝ] 'search', Bcher [ˈbyːər] 'books') almost at random. Thus, Lache is homographous: [la:xe] 'puddle' and [laxe] 'manner of laughing' (coll.), 'laugh!' (Imp.).


          German vowels can form the following digraphs (in writing) and diphthongs (in pronunciation); note that the pronunciation of some of them (ei, u, eu) is very different from what one would expect when considering the component letters:


          
            
              	spelling

              	ai, ei, ay, ey

              	au

              	u, eu
            


            
              	pronunciation

              	/aɪ̯/

              	/aʊ̯/

              	/ɔʏ̯/
            

          


          Additionally, the digraph ie generally represents the phoneme /iː/, which is not a diphthong. In many varieties, a /r/ at the end of a syllable is vocalised. However, a sequence of a vowel followed by such a vocalised /r/ is not considered a diphthong: Br [bɛːɐ̯] 'bear', er [eːɐ̯] 'he', wir [viːɐ̯] 'we', Tor [toːɐ̯] 'gate', kurz [kʊɐ̯ts] 'short', Wrter [vɐ̯tɐ] 'words'.


          In most varieties of standard German, word stems that begin with a vowel are preceded by a glottal stop [ʔ].


          


          Consonants


          
            	c standing by itself is not a German letter. In borrowed words, it is usually pronounced [ʦ] (before , u, e, i, , , y) or [k] (before a, o, u, or before consonants). The combination ck is, as in English, used to indicate that the preceding vowel is short.


            	ch occurs most often and is pronounced either [] (after , ai, u, e, ei, eu, i, ,  and after consonants) or [x] (after a, au, o, u). Ch never occurs at the beginning of an originally German word. In borrowed words with initial Ch there is no single agreement on the pronunciation. For example, the word "Chemie" (chemistry) can be pronounced [keːˈmiː], [eːˈmiː] or [ʃeːˈmiː] depending on dialect.


            	dsch is pronounced ʤ (like j in Jungle) but appears in a few loanwords only.


            	f is pronounced [f] as in "father".


            	h is pronounced [h] like in "home" at the beginning of a syllable. After a vowel it is silent and only lengthens the vowel (e.g. "Reh" = roe deer).


            	j is pronounced [j] in Germanic words ("Jahr" [jaːɐ]). In younger loanwords, it follows more or less the respective languages' pronunciations.


            	l is always pronounced [l], never [ɫ] (the English " Dark L").


            	q only exists in combination with u and appears both in Germanic and Latin words ("quer"; "Qualitt"). It is pronounced [kv].


            	r is pronounced as a guttural sound (an uvular trill, [ʀ]) in front of a vowel or consonant ("Rasen" [ʀaːzən]; "Burg" like [buʀg]). In spoken German however, it is commonly vocalised after a vowel ("er" being pronounced rather like ['ɛɐ] - "Burg" [buɐg]). In some southern non-standard varieties, the r is pronounced as a tongue-tip r (the alveolar trill).


            	s in Germany, is pronounced [z] (as in "Zebra") if it forms the syllable onset (e.g. Sohn [zoːn]), otherwise [s] (e.g. Bus [bʊs]). In Austria, always pronounced [s]. A ss [s] indicates that the preceding vowel is short. st and sp at the beginning of words of German origin are pronounced [ʃt] and [ʃp], respectively.


            	 (a letter unique to German called "Esszet") was a ligature of a double s and of a sz and is always pronounced [s]. Originating in Blackletter typeface, it traditionally replaced ss at the end of a syllable (e.g. "ich muss"  "ich mu"; "ich msste"  "ich mte"); within a word it contrasts with ss [s] in indicating that the preceding vowel is long (compare "in Maen" [in 'maːsən] "with moderation" and "in Massen" [in 'masən] "in loads"). The use of  has recently been limited by the latest German spelling reform and is no longer used for ss at the end of a syllable; Switzerland and Liechtenstein already abolished it in 1934.


            	sch is pronounced [ʃ] (like "sh" in "Shine").


            	v is pronounced [f] in words of Germanic origin (e.g. "Vater" [ˈfaːtɐ]) and [v] in most other words (e.g. "Vase" [ˈvaːzǝ]).


            	w is pronounced [v] like in "vacation" (e.g. "was" [vas]).


            	y only appears in loanwords and is traditionally considered a vowel.


            	z is always pronounced [ʦ] (e.g. "zog" [ʦoːk]). A tz indicates that the preceding vowel is short.

          


          


          Consonant shifts


          German does not have any dental fricatives (as English th). The th sounds, which the English language has inherited from Anglo Saxon, survived on the continent up to Old High German and then disappeared in German with the consonant shifts between the 8th and the 10th century. It is sometimes possible to find parallels between German by replacing the English th with d in German: "Thank"  in German "Dank", "this" and "that"  "dies" and "das", " thou" (old 2nd person singular pronoun)  "du", "think"  "denken", "thirsty"  "durstig" and many other examples.


          Likewise, the gh in Germanic English words, pronounced in several different ways in modern English (as an f, or not at all), can often be linked to German ch: "to laugh"  "lachen", "through" and "thorough"  "durch", "high"  "hoch", "naught"  "nichts", etc.


          


          Cognates with English


          

          There are many thousands of German words that are cognate to English words (in fact a sizeable fraction of native German and English vocabulary, although for various reasons much of it is not immediately obvious). Most of the words in the following table have almost the same meaning as in English.


          
            
              	German

              	Meaning of German word

              	English cognate
            


            
              	Abend

              	eve/evening

              	eve from Old E.fen
            


            
              	an

              	on/above

              	on
            


            
              	auf

              	up / on

              	up
            


            
              	aus

              	out (of)

              	out
            


            
              	beginnen, begann, begonnen

              	to begin, began, begun

              	to begin, began, begun
            


            
              	bester, beste, bestes

              	best

              	best
            


            
              	Bett

              	bed

              	bed
            


            
              	Bier

              	beer

              	beer
            


            
              	Blut

              	blood

              	blood
            


            
              	bringen, brachte, gebracht

              	to bring, brought, brought

              	bring, brought
            


            
              	Butter

              	butter

              	butter
            


            
              	Erde

              	Earth

              	Earth
            


            
              	das

              	that

              	dat
            


            
              	essen

              	to eat

              	to eat
            


            
              	fallen, fiel, gefallen

              	to fall, fell, fallen

              	to fall, fell, fallen
            


            
              	Faust

              	fist

              	fist
            


            
              	fechten, focht, gefochten

              	to fence

              	fight, fought, fought
            


            
              	Finger

              	finger

              	finger
            


            
              	Fisch

              	fish

              	fish
            


            
              	Freund(e)

              	friend

              	friend
            


            
              	Fu

              	foot

              	foot
            


            
              	Gott

              	God

              	God
            


            
              	haben

              	to have

              	to have
            


            
              	Hand

              	hand

              	hand
            


            
              	-heit (suffix)

              	-ity, -ness, -hood

              	-hood
            


            
              	Haus

              	house

              	house
            


            
              	Hilfe, helfen

              	help (noun), to help

              	help, to help
            


            
              	heien

              	to be called

              	hight (archaic)
            


            
              	hren

              	to hear

              	hear
            


            
              	Hund

              	dog

              	hound
            


            
              	ist, war

              	is, was

              	is, was
            


            
              	kalt

              	cold

              	cold
            


            
              	Katze

              	cat

              	cat
            


            
              	Knie

              	knee

              	knee
            


            
              	kommen, kam, gekommen

              	to come, came, come

              	to come, came, come
            


            
              	Knig

              	King

              	King
            


            
              	Laus, Luse

              	louse, lice

              	louse, lice
            


            
              	lachen

              	to laugh

              	to laugh
            


            
              	Mann

              	man

              	man
            


            
              	Maus, Muse

              	mouse, mice

              	mouse, mice
            


            
              	Milch

              	milk

              	milk
            


            
              	Mond

              	moon

              	moon
            


            
              	mssen

              	to have to

              	must
            


            
              	Mutter

              	mother

              	mother
            


            
              	Nacht

              	night

              	night
            


            
              	Nachbar

              	neighbour

              	neighbour
            


            
              	Polen

              	Poland

              	Poland
            


            
              	Regen

              	rain

              	rain
            


            
              	scheinen

              	to shine

              	to shine
            


            
              	Schiff

              	ship

              	ship
            


            
              	Schuh

              	shoe

              	shoe
            


            
              	Schnee

              	snow

              	snow
            


            
              	schwimmen

              	to swim

              	to swim
            


            
              	singen, sang, gesungen

              	to sing, sang, sung

              	to sing, sang, sung
            


            
              	sinken, sank, gesunken

              	to sink, sank, sunk

              	to sink, sank, sunk
            


            
              	Schwert

              	sword

              	sword
            


            
              	Sohn

              	son

              	son
            


            
              	Sommer

              	summer

              	summer
            


            
              	springen, sprang, gesprungen

              	to jump, jumped, jumped

              	to spring, sprang, sprung
            


            
              	stehlen

              	to steal

              	to steal
            


            
              	Tag

              	day

              	day
            


            
              	Tisch

              	table

              	dish (both eating surfaces)
            


            
              	Tochter

              	daughter

              	daughter
            


            
              	Vater

              	father

              	father
            


            
              	Wasser

              	water

              	water
            


            
              	Waffe

              	weapon

              	weapon
            


            
              	warm

              	warm

              	warm
            


            
              	Weib

              	woman

              	wife
            


            
              	Wetter

              	weather

              	weather
            


            
              	Wille

              	will (noun)

              	will
            


            
              	wir, uns

              	we, us

              	we, us
            


            
              	Winter

              	winter

              	winter
            

          


          Compound word cognates


          
            
              	German

              	Cognate word parts

              	Meaning
            


            
              	Fingernagel

              	finger + nail

              	fingernail
            


            
              	Hochland

              	high + land

              	highland
            


            
              	Ringfinger

              	ring + finger

              	ring finger
            


            
              	Schneemann

              	snow + man

              	snowman
            


            
              	Schwertfisch

              	sword + fish

              	swordfish
            


            
              	Vollmond

              	full + moon

              	full moon
            


            
              	Vorsicht

              	fore + sight

              	foresight (/caution)
            


            
              	Wasserfall

              	water + fall

              	waterfall
            

          


          When these cognates have slightly different consonants, this is often due to the High German consonant shift. Hence the affinity of English words with those of German dialects is more evidently:


          
            
              	German

              	English

              	German dialects
            


            
              	allein

              	alone

              	allon, alloan
            


            
              	aus

              	out

              	ut
            


            
              	blasen

              	blow

              	blosa
            


            
              	breit

              	broad

              	broad, brad
            


            
              	dnn

              	thin

              	dinn
            


            
              	das

              	that

              	dat
            


            
              	ein grner Apfel

              	a green apple

              	a griener Appl
            


            
              	eine Katze

              	a cat

              	en Katt
            


            
              	Freund

              	friend

              	Freind
            


            
              	fhlen

              	to feel

              	fihla
            


            
              	Fllung

              	filling

              	Fillung
            


            
              	geben

              	to give

              	geva
            


            
              	gehrt

              	heard

              	ghrt
            


            
              	gesehen

              	seen

              	gsihn
            


            
              	grn

              	green

              	grien
            


            
              	haben

              	to have

              	hava
            


            
              	heben

              	to heave

              	heva
            


            
              	heim

              	home

              	hom, hoam
            


            
              	kssen

              	to kiss

              	kissa
            


            
              	Luse

              	lice

              	Leis
            


            
              	leben

              	to live

              	levve
            


            
              	Leber

              	liver

              	Lever
            


            
              	Lunge

              	lung

              	Lung
            


            
              	Muse

              	mice

              	Meis
            


            
              	mein Kamm

              	my comb

              	mei Kambl
            


            
              	meine Mutter

              	my mother

              	mei Modder
            


            
              	nein

              	no

              	no, nee
            


            
              	neun

              	nine

              	nein
            


            
              	nicht

              	not

              	net
            


            
              	offen

              	open

              	open
            


            
              	Silber

              	silver

              	Silver
            


            
              	Regen

              	rain

              	Reen
            


            
              	Stein

              	stone

              	Ston, Stoan
            


            
              	sie ist allein

              	she is alone

              	sie is allon
            


            
              	sieben

              	seven

              	seven
            


            
              	sieben

              	to sieve

              	sieva
            


            
              	streben

              	to strive

              	streva
            


            
              	Sommer

              	summer

              	Summer
            


            
              	Tage

              	days

              	Dage
            


            
              	treiben

              	to drive

              	driven
            


            
              	Wann

              	when

              	Wenn
            


            
              	Wasser

              	water

              	Water
            


            
              	zehn

              	ten

              	tien
            

          


          There are cognates whose meanings in either language have changed through the centuries. It is sometimes difficult for both English and German speakers to discern the relationship. On the other hand, once the definitions are made clear, then the logical relation becomes obvious. Sometimes the generality or specificity of word pairs may be opposite in the two languages.


          
            
              	German

              	Meaning of German word

              	English cognate

              	Comment
            


            
              	antworten

              	to answer

              	an-word

              	the cognate prefix Ger.'ant' is equal to Old E.'and-'〈"against"〉(an).'wort'=word,'swer'=swear, so the suffix isn't cognate.
            


            
              	Baum

              	tree

              	beam

              	Both derive from West Germanic *baumoz meaning "tree". It is the English one which, in Anglo-Saxon and Old English, has radically changed its meaning several times. (The original meaning is retained in the English terms for some trees, such as hornbeam.)
            


            
              	bekommen

              	to get

              	to become

              	
            


            
              	Dogge

              	mastiff

              	dog

              	
            


            
              	drehen

              	to turn

              	to throw

              	cf. to throw (make) a pot by turning it on a wheel
            


            
              	ernten

              	to harvest

              	to earn

              	
            


            
              	fahren

              	to drive

              	to fare

              	O.E. faran "to journey, to make one's way," from P.Gmc. *faranan (cf. Goth. faran, Ger. fahren), from PIE *por- "going, passage"
            


            
              	fechten

              	to fence (sport)

              	to fight

              	
            


            
              	Gift

              	poison

              	gift

              	the original meaning of Gift in German can still be seen in the German deflection Mitgift "dowry"
            


            
              	kaufen

              	to buy

              	cheap, chapman

              	
            


            
              	Knabe (formal)

              	boy

              	knave

              	
            


            
              	Knecht

              	servant

              	knight

              	
            


            
              	nehmen

              	to take

              	numb

              	sensation has been taken away; cf. German benommen, 'dazed'
            


            
              	raten

              	to guess, to advise

              	to read

              	cf. riddle, akin to German Rtsel
            


            
              	ritzen

              	to scratch

              	to write

              	
            


            
              	Schmerz

              	pain

              	smart

              	The verb smart retains this meaning
            


            
              	schlecht

              	bad

              	slight

              	Sense of Ger. cognate schlecht developed from "smooth, plain, simple" to "bad," and as it did it was replaced in the original senses by schlicht, a back-formation from schlichten "to smooth, to plane," a derivative of schlecht in the old sense.
            


            
              	sich rchen

              	to take revenge

              	to wreak (havoc)

              	
            


            
              	Tisch

              	table

              	dish, desk

              	Latin discus
            


            
              	Vieh

              	cattle

              	fee

              	from O.E. 'feoh' money, property, cattle
            


            
              	Wald

              	forest

              	wold

              	cf. English placename "Cotswold(s)"
            


            
              	werden

              	to become

              	weird

              	see wyrd
            


            
              	wer

              	who

              	where

              	see below
            


            
              	wo

              	where

              	who

              	see above
            


            
              	Zeit

              	time

              	tide

              	the root is re-used in German Gezeiten as Tiden ('tides')
            

          


          German and English also share many borrowings from other languages, especially Latin, French and Greek. Most of these words have the same meaning, while a few have subtle differences in meaning. As many of these words have been borrowed by numerous languages, not only German and English, they are called internationalisms in German linguistics. For reference, a good number of these borrowed words are of the neuter gender.


          
            
              	German

              	Meaning of German word

              	language of origin
            


            
              	Armee

              	army

              	French
            


            
              	Arrangement

              	arrangement

              	French
            


            
              	Chance

              	opportunity

              	French
            


            
              	Courage

              	courage

              	French
            


            
              	Disposition

              	disposition

              	Latin
            


            
              	Feuilleton

              	feuilleton

              	French
            


            
              	Futur

              	future tense

              	Latin
            


            
              	Boje

              	buoy

              	Dutch
            


            
              	Genre

              	genre

              	French
            


            
              	Mikroskop

              	microscope

              	Greek
            


            
              	Partei

              	political party

              	French
            


            
              	Position

              	position

              	Latin
            


            
              	positiv

              	positive

              	Latin
            


            
              	Prestige

              	prestige

              	French
            


            
              	Psychologie

              	psychology

              	Greek
            


            
              	Religion

              	religion

              	Latin
            


            
              	Restaurant

              	restaurant

              	French
            


            
              	Tabu

              	taboo

              	Tongan
            


            
              	Zigarre

              	cigar

              	Spanish
            


            
              	Zucker

              	sugar

              	Sanskrit, via Arabic
            

          


          


          Words borrowed by English


          In the English language, there are also many words taken from German without any letter change, e.g.:


          
            
              	German word

              	English cognate

              	Meaning of German word
            


            
              	Abseilen

              	abseiling

              	to abseil
            


            
              	Angst

              	angst

              	fear / angst
            


            
              	Anschluss

              	anschluss

              	connection / access
            


            
              	Automat

              	automat

              	automation / machine / automat
            


            
              	Bildungsroman

              	bildungsroman

              	novel of personal development
            


            
              	Blitz

              	blitz

              	flash / lightning
            


            
              	Delikatessen

              	delikatessen/delicatessen

              	delicate, resp. delicious food items
            


            
              	Doppelgnger

              	doppelgnger

              	spectral look-alike of somebody
            


            
              	Edelwei

              	edelweiss

              	edelweiss
            


            
              	Gedankenexperiment

              	Gedankenexperiment

              	Thought experiment
            


            
              	Gesundheit!

              	Gesundheit! (Amer.)

              	health / bless you!
            


            
              	Hinterland

              	hinterland

              	interior / backwoods
            


            
              	Kindergarten

              	kindergarten

              	literally "Children's Garden" - nursery or preschool
            


            
              	Kraut

              	kraut

              	cabbage
            


            
              	Poltergeist

              	poltergeist

              	poltergeist
            


            
              	Realpolitik

              	realpolitik

              	diplomacy based on practical objectives rather than ideals
            


            
              	Rucksack

              	rucksack

              	backpack
            


            
              	Schadenfreude

              	schadenfreude

              	taking pleasure in someone else's misfortune
            


            
              	Waldsterben

              	waldsterben

              	floral dying environment
            


            
              	Wanderlust

              	wanderlust

              	desire, pleasure, or inclination to travel, or walk
            


            
              	Weltanschauung

              	weltanschauung

              	worldview
            


            
              	Zeitgeist

              	zeitgeist

              	the spirit of the age/decade; the trend at that time
            

          


          


          Names for German in other languages


          The names that countries have for the language differ from region to region.


          In Italian the sole name for German is still tedesco, from the Latin theodiscus, meaning "vernacular".


          A possible explanation for the use of words meaning "mute" (e.g., nemoj in Russian, něm in Czech, nem in Serbian) to refer to German (and also to Germans) in Slavic languages is that Germans were the first people Slavic tribes encountered with whom they could not communicate.


          Romanian used to use the Slavonic term "nemţeşte", but "germană" is now widely used. Hungarian "nmet" is also of Slavonic origin. The Arabic name for Austria, النمسا ("an-namsa"), is derived from the Slavonic term.


          Note also that though the Russian term for the language is немецкий (nemetskij), the country is Германия (Germania). However, in certain other Slavic languages, such as Czech, the country name (Německo) is similar to the name of the language, německ (jazyk).


          Finns and Estonians use the term saksa, originally from the Saxon tribe.


          Scandinavians use derivatives of the word Tyskland/skaland (from Theodisca) for the country and tysk(a)/ska for the language.


          Hebrew traditionally (nowadays this is not the case) used the Biblical term אַשְׁכֲּנָז ( Ashkenaz) (Genesis 10:3) to refer to Germany, or to certain parts of it, and the Ashkenazi Jews are those who originate from Germany and Eastern Europe and formerly spoke Yiddish as their native language, derived from Middle High German. Modern Hebrew uses גֶּרְמָנִי german (Or גֶּרְמָנִית germant for the language).


          The French term is allemand, the Spanish term is alemn, the Catalan term is alemany, and the Portuguese term is alemo; all derive from the ancient Alamanni tribal alliance, meaning literally "All Men".


          The Latvian term vācu means "tinny" and refers disparagingly to the iron-clad Teutonic Knights that colonized the Baltic in the Middle Ages.


          The Scottish Gaelic term for the German language, Gearmailtis, is formed in the standard way of adding -(a)is to the end of the country name.


          See Names for Germany for further details on the origins of these and other terms.
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        German reunification


        
          

          
            [image: The division of Germany in 1949. The future West Germany (blue) consists of the American, British and French Zones (without the Saarland [purple], which later joined West Germany after a referendum), while East Germany (red) is formed from the Soviet Zone (without the western sections of Berlin [yellow]).]

            
              The division of Germany in 1949. The future West Germany (blue) consists of the American, British and French Zones (without the Saarland [purple], which later joined West Germany after a referendum), while East Germany (red) is formed from the Soviet Zone (without the western sections of Berlin [yellow]).
            

          


          German reunification (German: Deutsche Wiedervereinigung) took place on 3 October 1990 when the five established states of the German Democratic Republic (GDR / East Germany) joined the Federal Republic of Germany (FRG / West Germany), and Berlin was united into a single city-state. The start of this reunification process is commonly referred to as die Wende (The Turning Point.).


          After the GDR's first free elections on 18 March 1990, negotiations between the GDR and FRG culminated in a Unification Treaty, whilst negotiations between the GDR and FRG and the four occupying powers produced the so-called " Two Plus Four Treaty" granting full sovereignty to a unified German state, whose two halves had previously still been bound by a number of limitations stemming from its post-WWII-status as an occupied nation.


          The reunified Germany remained a member of the European Community (later the European Union) and of NATO.


          


          Naming


          There is debate as to whether the events of 1990 should be properly referred to as a "reunification" or a "unification". Proponents of the former use the term in contrast with the initial unification of Germany in 1871. Popular parlance, which uses "reunification", is deeply affected by the 1989 opening of the Berlin Wall (and the rest of the inner German border) and the physical reunification of the city of Berlin (itself divided only since 1945). Others, however, argue that 1990 represented a "unification" of two German states into a larger entity which, in its resulting form, had never before existed (see History of Germany). For political and diplomatic reasons, West German politicians carefully avoided the term "reunification" during the run-up to what Germans frequently refer to as die Wende. The most common term in German is "Deutsche Einheit" or "German unity"; German unity is the term that Hans-Dietrich Genscher used in front of international journalists to correct them when they asked him about "reunification" in 1990.


          After 1990, the term "die Wende" became more common. The term generally refers to the events (mostly in Eastern Europe) that led up to the actual reunification; in its usual context, this term loosely translates to "the turning point", without any further meaning. When referring to the events surrounding unification, however, it carries the cultural connotation of the time and the events in the GDR that brought about this "turnaround" in German history.


          


          Reunification


          


          History


          
            [image: Police officers of the East German Volkspolizei wait for the official opening of the Brandenburg Gate on 22 December 1989.]

            
              Police officers of the East German Volkspolizei wait for the official opening of the Brandenburg Gate on 22 December 1989.
            

          


          Germany was officially reunified at 00:00 CET on 3 October 1990, when the five reestablished federal states ( Bundeslnder) of East Germany Brandenburg, Mecklenburg-Vorpommern, Saxony, Saxony-Anhalt, Thuringiaformally joined the Federal Republic of Germany, along with the city-state Berlin which formally came into being at the same time, created out of the still formally occupied West Berlin and East Berlin, and admitted to the federation. In practice however, West Berlin had already acted as an 11th state for most purposes, so Berlin is generally not included in the list of " New Lnder".


          The process chosen was one of two options implemented in the West German constitution ( Grundgesetz). As these five newly-founded German states formally joined the Federal Republic in accordance with (the then-existing) Article 23, the area in which the constitution served as the constitution was simply extended to include them. The alternative would have been for East Germany to join as a whole along the lines of a formal union between two German states that then would have had to, amongst other things, create a new constitution for the newly established country.


          To facilitate this process and to reassure other countries, some changes were made to the " Basic Law" (constitution). Article 146 was amended so that Article 23 of the current constitution could be used for reunification. After the five "New Lnder" of East Germany had joined, the constitution was amended again to indicate that all parts of Germany are now unified. Article 23 was rewritten as keeping it could be understood as an invitation to e.g. Austria to join. However, the constitution can be amended again at some future date and it still permits the adoption of another constitution by the German people at some time in the future.


          On 14 November 1990, the German government signed a treaty with Poland, finalising Germany's boundaries as permanent along the Oder-Neisse line, and thus, renouncing any claims to Silesia, East Brandenburg, Farther Pomerania, Gdańsk (Danzig), and territories of the former province of East Prussia. The following month, the first all-German free elections since 1932 were held, resulting in an increased majority for the coalition government of Chancellor Helmut Kohl.


          To commemorate the day that marks the official unification of the former East and West Germany in 1990, October 3rd has since then been the official German national holiday, the Day of German Unity (Tag der deutschen Einheit). It replaced the previous national holiday held in West Germany on June 17th commemorating the Uprising of 1953 in East Germany.
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                Bundesrepublik Deutschland

                
                  Federal Republic of Germany
                

              
            


            
              	
                
                  
                    	[image: Flag of Germany]

                    	[image: Coat of arms of Germany]
                  


                  
                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:Einigkeit und Recht und Freiheit

              "Unity and Justice and Freedom"
            


            
              	Anthem:third stanza of " Das Lied der Deutschen"

              (also called "Einigkeit und Recht und Freiheit")

            


            
              	
                
                  [image: Location of Germany]
                


                
                  Location of Germany(orange)

                  on the European continent(camel &white)

                  in the European Union(camel) [ Legend]

                

              
            


            
              	Capital

              (and largest city)

              	Berlin

            


            
              	Official languages

              	German
            


            
              	Demonym

              	German
            


            
              	Government

              	Federal Parliamentary republic
            


            
              	-

              	President

              	Horst Khler
            


            
              	-

              	Chancellor

              	Angela Merkel ( CDU)
            


            
              	Formation
            


            
              	-

              	Holy Roman Empire

              	962
            


            
              	-

              	German Empire

              	18 January 1871
            


            
              	-

              	Federal Republic

              	23 May 1949
            


            
              	-

              	Reunification

              	3 October 1990
            


            
              	EU accession

              	25 March 1957
            


            
              	Area
            


            
              	-

              	Total

              	357,021km( 63rd)

              137,847 sqmi
            


            
              	-

              	Water(%)

              	2.416
            


            
              	Population
            


            
              	-

              	Dec.31,2007estimate

              	82,217,800( 14th)
            


            
              	-

              	Density

              	230/km( 36th)

              596/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$2.81 trillion( 5th)
            


            
              	-

              	Per capita

              	$34,181( 23th)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	$3.26 trillion( 3rd)
            


            
              	-

              	Per capita

              	$39,650( 19th)
            


            
              	Gini(2000)

              	28.3(low)
            


            
              	HDI(2005)

              	▲ 0.935(high)( 22nd)
            


            
              	Currency

              	Euro ( ) ( EUR)
            


            
              	Time zone

              	CET ( UTC+1)
            


            
              	-

              	Summer( DST)

              	CEST( UTC+2)
            


            
              	Internet TLD

              	.de
            


            
              	Calling code

              	+49
            


            
              	1

              	^ Danish, Low German, Sorbian, Romany and Frisian are officially recognised and protected by the ECRML.
            

          


          Germany, officially the Federal Republic of Germany (German: Bundesrepublik Deutschland ( help info), IPA: [ˈbʊndəsʁepuˌbliːk ˈdɔʏtʃlant]), is a country in Central Europe. It is bordered to the north by the North Sea, Denmark, and the Baltic Sea; to the east by Poland and the Czech Republic; to the south by Austria and Switzerland; and to the west by France, Luxembourg, Belgium, and the Netherlands. The territory of Germany covers 357,021km and is influenced by a temperate seasonal climate. With over 82 million inhabitants, it comprises the largest population among the member states of the European Union and is home to the third-highest number of international migrants worldwide.


          A region named Germania inhabited by several Germanic peoples has been known and documented before 100 AD. Since the 10th century German territories have formed a central part of the Holy Roman Empire that lasted until 1806. During the period, in the 16th century, the northern German regions became the centre of the Protestant Reformation. As a modern nation-state, the country was first unified amidst the Franco-Prussian War in 1871. After World War II, Germany was divided into two separate states along the lines of allied occupation in 1949. The two states became reunified again in 1990. West Germany was a founding member of the EC in 1957, which became the European Union in 1993. It is part of the borderless Schengen zone and adopted the European currency, the euro, in 1999.


          Germany is a federal parliamentary republic of sixteen states (Lnder). The capital and largest city is Berlin. Germany is a member of the United Nations, NATO, the G8, the G4 nations, and signed the Kyoto protocol. It is the world's third largest economy by nominal GDP and the largest exporter of goods in 2007. In absolute terms, Germany allocates the second biggest annual budget of development aid in the world, while its military expenditure ranked sixth. The country has developed a high standard of living and established a comprehensive system of social security. It holds a key position in European affairs and maintains a multitude of close partnerships on a global level. Germany is recognized as a scientific and technological leader in several fields.


          


          History


          The ethnogenesis of the Germanic tribes is assumed to have occurred during the Nordic Bronze Age, or at the latest, during the Pre-Roman Iron Age. From southern Scandinavia and northern Germany, the tribes began expanding south, east and west in the 1st centuryBC, coming into contact with the Celtic tribes of Gaul as well as Iranian, Baltic, and Slavic tribes in Eastern Europe. Little is known about early Germanic history, except through their recorded interactions with the Roman Empire, etymological research and archaeological finds.


          
            [image: Expansion of the Germanic tribes 750 BC – AD 1.]

            
              Expansion of the Germanic tribes 750 BC  AD 1.
            

          


          Under Augustus, the Roman General Publius Quinctilius Varus began to invade Germania (a term used by the Romans running roughly from the Rhine to the Ural Mountains) , and it was in this period that the Germanic tribes became familiar with Roman tactics of warfare while maintaining their tribal identity. In AD9, three Roman legions led by Varus were defeated by the Cheruscan leader Arminius in the Battle of the Teutoburg Forest. Modern Germany, as far as the Rhine and the Danube, thus remained outside the Roman Empire. By AD100, the time of Tacitus' Germania, Germanic tribes settled along the Rhine and the Danube (the Limes Germanicus) , occupying most of the area of modern Germany. The 3rd century saw the emergence of a number of large West Germanic tribes: Alamanni, Franks, Chatti, Saxons, Frisians, Sicambri, and Thuringii. Around 260, the Germanic peoples broke through the Limes and the Danube frontier into Roman-controlled lands.


          


          Holy Roman Empire (9621806)


          
            [image: Prince-electors of the Holy Roman Empire (1341 parchment).]

            
              Prince-electors of the Holy Roman Empire (1341 parchment).
            

          


          The medieval empire stemmed from a division of the Carolingian Empire in 843, which was founded by Charlemagne on 25 December 800, and existed in varying forms until 1806, its territory stretching from the Eider River in the north to the Mediterranean coast in the south. Often referred to as the Holy Roman Empire (or the Old Empire) , it was officially called the Holy Roman Empire of the German Nation ("Sacrum Romanum Imperium Nationis Germanic") starting in 1448, to adjust the title to its then reduced territory.


          Under the reign of the Ottonian emperors (9191024) , the duchies of Lorraine, Saxony, Franconia, Swabia, Thuringia, and Bavaria were consolidated, and the German king was crowned Holy Roman Emperor of these regions in 962. Under the reign of the Salian emperors (10241125) , the Holy Roman Empire absorbed northern Italy and Burgundy, although the emperors lost power through the Investiture Controversy. Under the Hohenstaufen emperors (11381254) , the German princes increased their influence further south and east into territories inhabited by Slavs ( Ostsiedlung). Northern German towns grew prosperous as members of the Hanseatic League.


          
            [image: Martin Luther, (1483–1546) initiated the Protestant Reformation.]

            
              Martin Luther, (14831546) initiated the Protestant Reformation.
            

          


          The edict of the Golden Bull in 1356 provided the basic constitution of the empire that lasted until its dissolution. It codified the election of the emperor by seven prince-electors who ruled some of the most powerful principalities and archbishoprics. Beginning in the 15th century, the emperors were elected nearly exclusively from the Habsburg dynasty of Austria.


          The monk Martin Luther wrote his 95 Theses questioning the Roman Catholic Church in 1517, thereby sparking the Protestant Reformation. A separate Lutheran church was acknowledged as the newly sanctioned religion in many German states after 1530. Religious conflict led to the Thirty Years' War (16181648) , which devastated German lands. The population of the German states was reduced by about 30%. The Peace of Westphalia (1648) ended religious warfare among the German states, but the empire was de facto divided into numerous independent principalities. From 1740 onwards, the dualism between the Austrian Habsburg Monarchy and the Kingdom of Prussia dominated German history. In 1806, the Imperium was overrun and dissolved as a result of the Napoleonic Wars.


          


          


          Restoration and revolution (18141871)


          
            [image: Frankfurt Parliament in 1848.]

            
              Frankfurt Parliament in 1848.
            

          


          Following the fall of Napoleon Bonaparte, the Congress of Vienna convened in 1814 and founded the German Confederation (Deutscher Bund) , a loose league of 39 sovereign states. Disagreement with restoration politics partly led to the rise of liberal movements, demanding unity and freedom. These, however, were followed by new measures of repression on the part of the Austrian statesman Metternich. The Zollverein, a tariff union, profoundly furthered economic unity in the German states. During this era many Germans had been stirred by the ideals of the French Revolution, and nationalism became a more significant force, especially among young intellectuals. For the first time, the colours of black, red and gold were chosen to represent the movement, which later became the national colours.


          In light of a series of revolutionary movements in Europe, which successfully established a republic in France, intellectuals and commoners started the Revolutions of 1848 in the German states. The monarchs initially yielded to the revolutionaries' liberal demands. King Frederick William IV of Prussia was offered the title of Emperor, but with a loss of power; he rejected the crown and the proposed constitution, leading to a temporary setback for the movement. Conflict between King William I of Prussia and the increasingly liberal parliament erupted over military reforms in 1862, and the king appointed Otto von Bismarck the new Prime Minister of Prussia. Bismarck successfully waged war on Denmark in 1864. Prussian victory in the Austro-Prussian War of 1866 enabled him to create the North German Federation (Norddeutscher Bund) and to exclude Austria, formerly the leading German state, from the affairs of the remaining German states.


          


          


          German Empire (18711918)


          
            [image: Foundation of modern Germany in Versailles-France, 1871. Bismarck is at the centre in a white uniform.]

            
              Foundation of modern Germany in Versailles-France, 1871. Bismarck is at the centre in a white uniform.
            

          


          The state known as Germany was unified as a modern nation-state in 1871, when the German Empire was forged, with the Kingdom of Prussia as its largest constituent. After the French defeat in the Franco-Prussian War, the German Empire (Deutsches Kaiserreich) was proclaimed in Versailles on 18 January 1871. The Hohenzollern dynasty of Prussia ruled the new empire, whose capital was Berlin. The empire was a unification of all the scattered parts of Germany except Austria ( Kleindeutschland, or "Lesser Germany"). Beginning in 1884, Germany began establishing several colonies outside of Europe.


          In the Grnderzeit period following the unification of Germany, Emperor William I's foreign policy secured Germany's position as a great nation by forging alliances, isolating France by diplomatic means, and avoiding war. Under William II, however, Germany, like other European powers, took an imperialistic course leading to friction with neighbouring countries. Most alliances in which Germany had been previously involved were not renewed, and new alliances excluded the country. Specifically, France established new relationships by signing the Entente Cordiale with the United Kingdom and securing ties with the Russian Empire. Aside from its contacts with Austria-Hungary, Germany became increasingly isolated.


          
            [image: Imperial Germany (1871–1918) , with the dominant Kingdom of Prussia in blue.]

            
              Imperial Germany (18711918) , with the dominant Kingdom of Prussia in blue.
            

          


          Germany's imperialism reached outside of its own country and joined many other powers in Europe to claim their share of Africa. The Berlin Conference divided Africa between the European powers. Germany owned several pieces of land on Africa including German East Africa, South-West Africa, Togo, and Cameroon. The Scramble for Africa caused tension between the great powers that may have contributed to the conditions that led to World War I.


          The assassination of Austria's crown prince on 28 June 1914 triggered World War I. Germany, as part of the unsuccessful Central Powers, suffered defeat against the Allied Powers in one of the bloodiest conflicts of all time. The German Revolution broke out in November 1918, and Emperor William II and all German ruling princes abdicated. An armistice putting an end to the war was signed on 11 November and Germany was forced to sign the Treaty of Versailles in June 1919. Its negotiation, contrary to traditional post-war diplomacy, excluded the defeated Central Powers. The treaty was perceived in Germany as a humiliating continuation of the war by other means and its harshness is often cited as having facilitated the later rise of Nazism in the country.


          


          Weimar Republic (19191933)


          


          After the success of the German Revolution in November 1918, a republic was proclaimed. The Weimar Constitution came into effect with its signing by President Friedrich Ebert on 11 August 1919. The German Communist Party was established by Rosa Luxemburg and Karl Liebknecht in 1918, and the German Workers Party, later known as the National Socialist German Workers Party or Nazi Party, was founded in January 1919.


          Suffering from the Great Depression, the harsh peace conditions dictated by the Treaty of Versailles, and a long succession of more or less unstable governments, the political masses in Germany increasingly lacked identification with their political system of parliamentary democracy. This was exacerbated by a wide-spread right-wing ( monarchist, vlkisch, and Nazi) Dolchstolegende, a political myth which claimed that Germany lost World War I because of the German Revolution, not because of military defeat. On the other hand, radical left-wing communists, such as the Spartacist League, had wanted to abolish what they perceived as "capitalist rule" in favour of a Rterepublik. Paramilitary troops were set up by several parties and there were thousands of politically motivated murders. The paramilitaries intimidated voters and seeded violence and anger among the public, which suffered from high unemployment and poverty. After a series of unsuccessful cabinets, President Paul von Hindenburg, seeing little alternative and pushed by right-wing advisors, appointed Adolf Hitler Chancellor of Germany on 30 January 1933.


          


          Third Reich (19331945)


          
            [image: Adolf Hitler.]

            
              Adolf Hitler.
            

          


          On 27 February 1933, the Reichstag was set on fire. Some basic democratic rights were quickly abrogated afterwards under an emergency decree. An Enabling Act gave Hitler's government full legislative power. Only the Social Democratic Party of Germany voted against it; the Communists were not able to present opposition, as their deputies had already been murdered or imprisoned. A centralised totalitarian state was established by a series of moves and decrees making Germany a single-party state. Industry was closely regulated with quotas and requirements, to shift the economy towards a war production base. In 1936 German troops entered the demilitarized Rhineland, and British Prime Minister Neville Chamberlain's appeasement policies proved inadequate. Emboldened, Hitler followed from 1938 onwards a policy of expansionism to establish Greater Germany. To avoid a two-front war, Hitler concluded the Molotov-Ribbentrop Pact with the Soviet Union, a pact which he later broke.


          In 1939, the growing tensions from nationalism, militarism, and territorial issues led to the Germans launching a blitzkrieg (fast attack) on September 1 against Poland, followed two days later by declarations of war by Britain and France, marking the beginning of World War II. Germany quickly gained direct or indirect control of the majority of Europe.
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          On 22 June 1941, Hitler broke the pact with the Soviet Union by opening the Eastern Front and invading the Soviet Union. Shortly after Japan attacked the American base at Pearl Harbour, Germany declared war on the United States. Although initially the German army rapidly advanced into the Soviet Union, the Battle of Stalingrad marked a major turning point in the war. Subsequently, the German army commenced retreating on the Eastern Front. D-Day marked a major turning point on the Western front, as Allied forces landed on the beaches of Normandy and made rapid advances into German territory. Germany's defeat soon followed. On 8 May 1945, the German armed forces surrendered after the Red Army occupied Berlin.


          In what later became known as The Holocaust, the Third Reich regime enacted governmental policies directly subjugating many parts of society: Jews, Communists, Roma, homosexuals, freemasons, political dissidents, priests, preachers, religious opponents, and the disabled, amongst others. During the Nazi era, about eleven million people were murdered in the Holocaust, including six million Jews and three million Poles. World War II and the Nazi genocide were responsible for about 35 million dead in Europe.


          


          


          Division and reunification (19451990)
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          The war resulted in the death of nearly ten million German soldiers and civilians; large territorial losses; the expulsion of about 15 million Germans from its former eastern territories and other countries; and the destruction of multiple major cities. The national territory and Berlin were partitioned by the Allies into four military occupation zones. The sectors controlled by France, the United Kingdom, and the United States were merged on 23 May 1949, to form the Federal Republic of Germany; on 7 October 1949, the Soviet Zone established the German Democratic Republic. They were informally known as " West Germany" and " East Germany" and the two parts of Berlin as " West Berlin" and " East Berlin". The eastern and western countries opted for East Berlin and Bonn as their respective capitals. However, West Germany declared the status of its capital Bonn as provisional, in order to emphasize its stance that the two-state solution was an artificial status quo that was to be overcome one day.


          West Germany  established as a liberal parliamentary republic with a " social market economy"  was allied with the United States, the UK and France. The country eventually came to enjoy prolonged economic growth beginning in the early 1950s ( Wirtschaftswunder). West Germany joined NATO in 1955 and was a founding member of the European Economic Community in 1958. Across the border, East Germany was at first occupied by, and later (May 1955) allied with, the USSR. An authoritarian country with a Soviet-style command economy, but many of its citizens looked to the West for political freedoms and economic prosperity. The Berlin Wall, built in 1961 to stop East Germans from escaping to West Germany, became a symbol of the Cold War. However, tensions between East and West Germany were somewhat reduced in the early 1970s by Chancellor Willy Brandt's Ostpolitik, which included the de facto acceptance of Germany's territorial losses in World War II.
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          In the face of a growing migration of East Germans to West Germany via Hungary and mass demonstrations during the summer of 1989, East German authorities unexpectedly eased the border restrictions in November, allowing East German citizens to travel to the West. Originally intended as a pressure valve to retain East Germany as a state, the opening of the border actually led to an acceleration of the reform process in East Germany, which finally concluded with the Two Plus Four Treaty a year later on 12 September 1990 and German reunification on 3 October 1990. Under the terms of the treaty, the four occupying powers renounced their rights under the Instrument of Surrender, and Germany regained full sovereignty. Based on the Bonn-Berlin-Act, adopted by the parliament on 10 March 1994, the capital of the unified state was chosen to be Berlin, while Bonn obtained the unique status of a Bundesstadt (federal city) retaining some federal ministries. The move of the government was completed in 1999.


          Since reunification, Germany has taken a leading role in the European Union and NATO. Germany sent a peacekeeping force to secure stability in the Balkans and sent a force of German troops to Afghanistan as part of a NATO effort to provide security in that country after the ousting of the Taliban. These deployments were controversial, since after the war, Germany was bound by law to only deploy troops for defence roles. Deployments to foreign territories were understood not to be covered by the defence provision; however, the parliamentary vote on the issue effectively legalised the participation in a peacekeeping context.


          


          


          Geography
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          The territory of Germany covers 357,021km (137,847sqmi), consisting of 349,223km (134,836sqmi) of land and 7,798km (3,011sqmi) of water. It is the seventh largest country by area in Europe and the 63rd largest in the world. Elevation ranges from the mountains of the Alps (highest point: the Zugspitze at 2,962metres (9,718ft)) in the south to the shores of the North Sea (Nordsee) in the north-west and the Baltic Sea (Ostsee) in the north-east. Between lie the forested uplands of central Germany and the low-lying lands of northern Germany (lowest point: Wilstermarsch at 3.54metres (11.6ft) below sea level), traversed by some of Europe's major rivers such as the Rhine, Danube and Elbe. Because of its central location, Germany shares borders with more European countries than any other country on the continent. Its neighbours are Denmark in the north, Poland and the Czech Republic in the east, Austria and Switzerland in the south, France and Luxembourg in the south-west and Belgium and the Netherlands in the north-west.


          


          Climate
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          Most of Germany has a temperate seasonal climate in which humid westerly winds predominate. The climate is moderated by the North Atlantic Drift, which is the northern extension of the Gulf Stream. This warmer water affects the areas bordering the North Sea including the peninsula of Jutland and the area along the Rhine, which flows into the North Sea. Consequently in the north-west and the north, the climate is oceanic; rainfall occurs year round with a maximum during summer. Winters there are mild and summers tend to be cool, though temperatures can exceed 30 C (86 F) for prolonged periods. In the east, the climate is more continental; winters can be very cold, summers can be very warm, and long dry periods are often recorded. Central and southern Germany are transition regions which vary from moderately oceanic to continental. Again, the maximum temperature can exceed 30C (86F) in summer.


          


          


          Environment
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          Phytogeographically, Germany is shared between the Atlantic European and Central European provinces of the Circumboreal Region within the Boreal Kingdom. The territory of Germany can be subdivided into four ecoregions: the Atlantic mixed forests, Baltic mixed forests, Central European mixed forests and Western European broadleaf forests.


          Germany is known for its environmental consciousness. Germans consider anthropogenic causes to be a major factor in global warming. The state is committed to the Kyoto protocol and several other treaties promoting biodiversity, low emission standards, recycling, the use of renewable energy and supports sustainable development on a global level.


          The German government has initiated wide ranging emission reduction activities and the countrys overall emissions are falling. Nevertheless Germany's carbon dioxide emissions per capita is among the highest in the EU but remains significantly lower compared to Australia, Canada, Saudi Arabia or the United States.


          Emissions from coal-burning utilities and industries contribute to air pollution. Acid rain, resulting from sulphur dioxide emissions is damaging forests. Pollution in the Baltic Sea from raw sewage and industrial effluents from rivers in former eastern Germany have been reduced. The government under Chancellor Schrder announced intent to end the use of nuclear power for producing electricity. Germany is working to meet EU commitment to identify nature preservation areas in line with the EU's Flora, Fauna, and Habitat directive. Germany's last glaciers in Alpine regions is experiencing deglaciation. Natural hazards are river flooding in spring and stormy winds occurring in all regions.


          


          Government
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          Germany is a federal, parliamentary, representative democratic republic. The German political system operates under a framework laid out in the 1949 constitutional document known as the Grundgesetz ( Basic Law). By calling the document Grundgesetz, rather than Verfassung ( constitution), the authors expressed the intention that it would be replaced by a proper constitution once Germany was reunited as one state. Amendments to the Grundgesetz generally require a two-thirds majority of both chambers of the parliament; the articles guaranteeing fundamental rights, the separation of powers, the federal structure, and the right to resist attempts to overthrow the constitution are valid in perpetuity and cannot be amended. Despite the initial intention, the Grundgesetz remained in effect after the German reunification in 1990, with only minor amendments.


          
            [image: President Horst Köhler.]

            
              President Horst Khler.
            

          


          The Bundeskanzler ( Federal Chancellor)currently Angela Merkelis the head of government and exercises executive power, similar to the role of a Prime Minister in other parliamentary democracies. Federal legislative power is vested in the parliament consisting of the Bundestag (Federal Diet) and Bundesrat (Federal Council), which together form a unique type of legislative body. The Bundestag is elected through direct elections, yet abiding proportional representation. The members of the Bundesrat represent the governments of the sixteen federal states and are members of the state cabinets. The respective state governments have the right to appoint and remove their envoys at any time.


          The Bundesprsident (President)currently Horst Khleris the head of state, invested primarily with representative responsibilities and powers. He is elected by the Bundesversammlung (federal convention), an institution consisting of the members of the Bundestag and an equal number of state delegates. The second highest official in the German order of precedence is the Bundestagsprsident ( President of the Bundestag), who is elected by the Bundestag and responsible for overseeing the daily sessions of the body. The third-highest official and the head of government is the Chancellor, who is nominated by the Bundesprsident after being elected by the Bundestag. The Chancellor can be removed by a constructive motion of no confidence by the Bundestag, where constructive implies that the Bundestag simultaneously elects a successor.


          Since 1949, the party system has been dominated by the Christian Democratic Union and the Social Democratic Party of Germany although smaller parties, such as the liberal Free Democratic Party (which has had members in the Bundestag since 1949) and the Alliance '90/The Greens (which has controlled seats in parliament since 1983) have also played important roles.


          


          States


          Germany comprises 16 states (Lnder, Bundeslnder), which are further subdivided into 439 districts (Kreise) and cities (kreisfreie Stdte) (2004).


          
            
              	
                
                  
                    	State

                    	Capital

                    	Area (km)

                    	Population
                  


                  
                    	Baden-Wrttemberg

                    	Stuttgart

                    	35,752

                    	10,717,000
                  


                  
                    	Bavaria (Bayern)

                    	Munich (Mnchen)

                    	70,549

                    	12,444,000
                  


                  
                    	Berlin

                    	Berlin

                    	892

                    	3,400,000
                  


                  
                    	Brandenburg

                    	Potsdam

                    	29,477

                    	2,568,000
                  


                  
                    	Bremen

                    	Bremen

                    	404

                    	663,000
                  


                  
                    	Hamburg

                    	Hamburg

                    	755

                    	1,735,000
                  


                  
                    	Hesse (Hessen)

                    	Wiesbaden

                    	21,115

                    	6,098,000
                  


                  
                    	Mecklenburg-Vorpommern

                    	Schwerin

                    	23,174

                    	1,720,000
                  


                  
                    	Lower Saxony (Niedersachsen)

                    	Hanover (Hannover)

                    	47,618

                    	8,001,000
                  


                  
                    	North Rhine-Westphalia (Nordrhein-Westfalen)

                    	Dsseldorf

                    	34,043

                    	18,075,000
                  


                  
                    	Rhineland-Palatinate (Rheinland-Pfalz)

                    	Mainz

                    	19,847

                    	4,061,000
                  


                  
                    	Saarland

                    	Saarbrcken

                    	2,569

                    	1,056,000
                  


                  
                    	Saxony (Sachsen)

                    	Dresden

                    	18,416

                    	4,296,000
                  


                  
                    	Saxony-Anhalt (Sachsen-Anhalt)

                    	Magdeburg

                    	20,445

                    	2,494,000
                  


                  
                    	Schleswig-Holstein

                    	Kiel

                    	15,763

                    	2,829,000
                  


                  
                    	Thuringia (Thringen)

                    	Erfurt

                    	16,172

                    	2,355,000
                  

                

              

              	
                
                  
                  
                

                

              
            

          


          


          Foreign relations


          


          Germany has played a leading role in the European Union since its inception and has maintained a strong alliance with France since the end of World War II. The alliance was especially close in the late 1980s and early 1990s under the leadership of Christian Democrat Helmut Kohl and Socialist Franois Mitterrand. Germany is at the forefront of European states seeking to advance the creation of a more unified and capable European political, defence and security apparatus.


          Since its establishment on 23 May 1949, the Federal Republic of Germany kept a notably low profile in international relations, because of both its recent history and its occupation by foreign powers. During the Cold War, Germany's partition by the Iron Curtain made it a symbol of East-West tensions and a political battleground in Europe. However, Willy Brandt's Ostpolitik was a key factor in the dtente of the 1970s. In 1999 Chancellor Gerhard Schrder's government defined a new basis for German foreign policy by taking a full part in the decisions surrounding the NATO war against Yugoslavia and by sending German troops into combat for the first time since World War II.
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          Germany and the United States are close allies. The 1948 Marshall Plan, U.S. support ( JCS 1067) during the rebuilding process ( Industrial plans for Germany) after World War II, as well as fraternisation ( War children) and food support ( food policy) and strong cultural ties have crafted a strong bond between the two countries, although Schrder's very vocal opposition to the Iraq War suggested the end of Atlanticism and a relative cooling of German-American relations. The two countries are also economically interdependent; 8.8% of German exports are U.S.-bound and 6.6% of German imports originate from the U.S. The other way around, 8.8% of U.S. exports ship to Germany and 9.8% of U.S. imports come from Germany. Other signs of the close ties include the continuing position of German-Americans as the largest ethnic group in the U.S. and the status of Ramstein Air Base (near Kaiserslautern) as the largest U.S. military community outside the U.S.


          


          


          Development aid


          The development policy of the Federal Republic of Germany is an independent area of German foreign policy. It is formulated by the Federal Ministry for Economic Cooperation and Development (BMZ) and carried out by the implementing organisations. The German government sees development policy as a joint responsibility of the international community.


          Germany's official development aid and humanitarian aid for 2007 amounted to 8.96 billion euros (12.26 billion dollars), an increase of 5.9 per cent from 2006. It has become the world's second biggest aid donor after the United States. Germany spent 0.37 per cent of its gross domestic product (GDP) on development, which is below the government's target of increasing aid to 0.51 per cent of GDP by 2010. The international target of 0.7% of GNP would have not reached either.


          


          Military
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          Germany's military, the Bundeswehr, is a defence force with Heer (Army), Marine (Navy), Luftwaffe (Air Force), Zentraler Sanittsdienst (Central Medical Services) and Streitkrftebasis (Joint Support Service) branches. Military Service is compulsory for men at the age of 18, and conscripts serve nine-month tours of duty. Conscientious objectors may instead opt for an equal length of Zivildienst (roughly translated as civilian service), or a six year commitment to (voluntary) emergency services like a fire department, the Red Cross or the THW. In 2003, military spending constituted 1.5% of the country's GDP. In peacetime, the Bundeswehr is commanded by the Minister of Defence, currently Franz Josef Jung. If Germany went to war, which according to the constitution is allowed only for defensive purposes, the Chancellor would become commander in chief of the Bundeswehr.


          As of October 2006, the German military had almost 9,000 troops stationed in foreign countries as part of various international peacekeeping forces, including 1,180 troops stationed in Bosnia-Herzegovina; 2,844 Bundeswehr soldiers in Kosovo; 750 soldiers stationed as a part of EUFOR in the Democratic Republic of the Congo; and 2,800 German troops in the NATO-led ISAF force in Afghanistan. As of February 2007, Germany had about 3,000 ISAF troops in Afghanistan, the third largest contingent after the United States (14,000) and the United Kingdom (5,200).


          


          Law
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          The Judiciary of Germany is independent of the executive and the legislative branches. Germany has a civil or statute law system that is based on Roman law with some references to Germanic law. The Bundesverfassungsgericht (Federal Constitutional Court) , located in Karlsruhe, is the German Supreme Court responsible for constitutional matters, with power of judicial review. It acts as the highest legal authority and ensures that legislative and judicial practice conforms to the Basic Law for the Federal Republic of Germany (Basic Law). It acts independently of the other state bodies, but cannot act on its own behalf.
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          Germany's supreme court system, called Oberste Gerichtshfe des Bundes, is specialized. For civil and criminal cases, the highest court of appeal is the Federal Court of Justice, located in Karlsruhe and Leipzig. The courtroom style is inquisitorial. Other Federal Courts are the Federal Labour Court in Erfurt, the Federal Social Court in Kassel, the Federal Finance Court in Munich and the Federal Administrative Court in Leipzig.


          Criminal law and private law are codified on the national level in the Strafgesetzbuch and the Brgerliches Gesetzbuch respectively. The German penal system is aimed towards rehabilitation of the criminal; its secondary goal is the protection of the general public. To achieve the latter, a convicted criminal can be put in preventive detention (Sicherheitsverwahrung) in addition to the regular sentence if he is considered to be a threat to the general public. The Vlkerstrafgesetzbuch regulates the consequences of crimes against humanity, genocide and war crimes. It gives German courts universal jurisdiction if prosecution by a court of the country where the crime was committed, or by an international court, is not possible.


          


          State level
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          Legislative power is divided between the federation and the state level. The Basic Law presumes that all legislative power remains at the state level unless otherwise designated by the Basic Law itself. In some areas, federal and state level have concurrent legislative power. In such cases, the federate level has power to legislation "if and to the extent that the establishment of equal living conditions throughout the federal territory or the maintenance of legal or economic unity renders federal regulation necessary in the national interest" (Art. 72 Basic Law).


          Any federal law overrides state law if the legislative power lies at the federal level. A famous example is the Hessian permission of the death penalty that goes against the ban of capital punishment by the Basic Law, rendering the Hessian provision invalid. The Bundesrat is the federal organ through which the states participate in national legislation. State participation in federal legislation is necessary if the law falls within the area of concurrent legislative power, requires states to administer federal regulations, or if designated so by the Basic Law. Every state with the exception of Schleswig-Holstein (whose constitutional jurisdiction is exercised by the Bundesverfassungsgericht in procuration) has its own constitutional courts. The Amtsgerichte, Landgerichte and Oberlandesgerichte are state courts of general jurisdiction. They are competent whether the action is based on federal or state law.


          Many of the fundamental matters in administrative law remain in the jurisdiction of the states, though most states base their own laws in that area on the 1976 Verwaltungsverfahrensgesetz (Administrative Proceedings Act) in important points of administrative law. The Oberverwaltungsgerichte are the highest levels in administrative jurisdiction concerning the state administrations, unless the question of law concerns federal law or state law identical to federal law. In such cases, final appeal to the Federal Administrative Court is possible.


          


          


          Demographics
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          With over 82 million inhabitants, Germany is the most populous country in the European Union. However, its fertility rate of 1.39 children per mother is one of the lowest in the world, and the federal statistics office estimates the population will shrink to between 69 and 74 million by 2050 (69 million assuming a net migration of +100,000 per year; 74 million assuming a net migration of +200,000 per year). Germany has a number of larger cities, the most populous being Berlin, Hamburg, Munich, Cologne, Frankfurt and Stuttgart. By far the largest conurbation is the Rhine-Ruhr region, including Dsseldorf (the capital of NRW) and the cities of Cologne, Essen, Dortmund, Duisburg, and Bochum.
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          As of December 2004, about seven million foreign citizens were registered in Germany, and 19% of the country's residents were of foreign or partially foreign descent. The young are more likely to be of foreign descent than the old. 30% of Germans aged 15 years and younger have at least one parent born abroad. In the big cities 60% of children aged 5 years and younger have at least one parent born abroad. The largest group (2.3 million) is from Turkey, and a majority of the rest are from European states such as Italy, Serbia, Greece, Poland, and Croatia. The United Nations Population Fund lists Germany as host to the third-highest number of international migrants worldwide, about 5% or 10 million of all 191 million migrants, or about 12% of the population of Germany. As a consequence of restrictions of Germany's formerly rather unrestricted laws on asylum and immigration, the number of immigrants seeking asylum or claiming German ethnicity (mostly from the former Soviet Union) has been declining steadily since 2000.


          


          


          Religion
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          Christianity is the largest religious denomination in Germany with 53 million adherents (64%). The second largest religion is Islam with 3.3 million adherents (4%) followed by Buddhism and Judaism, both with around 200,000 adherents (ca. 0.25%). Hinduism has some 90,000 adherents (0.1%). All other religious communities in Germany have fewer than 50,000 (or less than 0.05%) adherents. About 24.4 million Germans (29.6%) have no registered religious denomination.


          Protestantism is concentrated in the north and east and Roman Catholicism is concentrated in the south and west. Both denominations comprise about 31% of the population each. The current Pope, Benedict XVI, was born in Bavaria. Non-religious people, including atheists and agnostics amount to 29.6% of the population, and are especially numerous in the former East Germany and major metropolitan areas.


          Of the 3.3 million Muslims most are Sunnis and Alevites from Turkey, but there are a small number of Shiites. 1.7% of the country's overall population declares themselves Orthodox Christians, Serbs and Greeks being the most numerous. Germany has Western Europe's third-largest Jewish population. In 2004, twice as many Jews from former Soviet republics settled in Germany as in Israel, bringing the total Jewish population to more than 200,000, compared to 30,000 prior to German reunification. Large cities with significant Jewish populations include Berlin, Frankfurt and Munich. Around 250,000 active Buddhists live in Germany; 50% of them are Asian immigrants.


          According to the Eurobarometer Poll 2005, 47% of German citizens agreed with the statement "I believe there is a God", whereas 25% agreed with "I believe there is some sort of spirit or life force" and 25% said "I do not believe there is any sort of spirit, god, or life force".


          


          Languages
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          German is the official and predominantly spoken language in Germany. It is one of 23 official languages in the European Union, and one of the three working languages of the European Commission, along with English and French. Recognized native minority languages in Germany are Danish, Sorbian, Romany and Frisian. They are officially protected by the ECRML. Most used immigrant languages are Turkish, Polish, the Balkan languages and Russian.


          The standard German is a West Germanic language and is closely related to and classified alongside English, Dutch and the Frisian languages. To a lesser extent, it is also related to the East (extinct) and North Germanic languages. Most German vocabulary is derived from the Germanic branch of the Indo-European language family. Significant minorities of words derived from Latin, Greek, a smaller amount from French, and most recently English (known as Denglisch). German is written using the Latin alphabet. In addition to the 26 standard letters, German has three vowels with Umlaut, namely ,  and , as well as the Eszett or scharfes S (sharp s) which is written "" or alternatively " ss ".


          German dialects are distinguished from varieties of standard German. The German dialects are the traditional local varieties and are traced back to the different German tribes. Many of them are not easily understandable to someone who knows only standard German, since they often differ from standard German in lexicon, phonology and syntax.


          Around the world, German is spoken by approximately 100 million native speakers and also about 80 million non-native speakers. German is the main language of about 90 million people (18%) in the EU. 67% of the German citizens claim to be able to communicate in at least one foreign language, 27% in at least two languages other than their own.


          


          Economy
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          Germany is the largest national economy in Europe, the third largest by nominal GDP in the world, and ranked fifth by GDP (PPP) . Growth in 2007 was 2.4% and is predicted to retain this level in the following years. Since the age of industrialisation the country has been motor, innovator and beneficiary of an ever more globalized economy. The export of goods "Made in Germany" is one of the main factors of the country's wealth. Germany is the world's top exporter with $1.133 trillion exported in 2006 ( Eurozone countries are included) and generates a trade surplus of 165 billion . The service sector contributes around 70% to the total GDP, the industry 29.1% and agriculture 0.9%. Most of the country's products are in engineering, especially in automobiles, machinery, metals, and chemical goods. Germany is the leading producer of wind turbines and solar power technology in the world. The largest, annual, international trade fairs and congresses are held in several German cities such as Hanover, Frankfurt and Berlin.


          Among the world's largest stock market signed companies measured by revenue, the Fortune Global 500, 37 companies are headquartered in Germany. The ten biggest are Daimler, Volkswagen, Allianz (the most profitable company), Siemens, Deutsche Bank (2nd most profitable company), E.ON, Deutsche Post, Deutsche Telekom, Metro and BASF. Among the largest employers are also Deutsche Post, Robert Bosch and Edeka. Well known global brands are Mercedes Benz, SAP, BMW, adidas, Audi, Porsche and Nivea.
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          Germany is a strong advocate of closer European economic and political integration, and its commercial policies are increasingly determined by agreements among European Union (EU) members and EU single market legislation. Germany uses the common European currency, the euro, and its monetary policy is set by the European Central Bank in Frankfurt. After the German reunification in 1990, the standard of living and annual income remains significantly higher in the former West German states. The modernisation and integration of the eastern German economy continues to be a long-term process scheduled to the year 2019, with annual transfers from west to east amounting to roughly $80 billion. The overall unemployment rate has consistently fallen since 2005 and reached a 15-year low in June 2008 with 7.5%. The percentage is ranging from 6.2% in former Western Germany to 12.7% in former Eastern Germany. The former government of Chancellor Gerhard Schroeder launched a comprehensive set of reforms of labour market and welfare-related institutions. The current government runs a restrictive fiscal policy and has cut regular jobs in the public sector aiming for a balanced federal budget in 2008.


          


          Infrastructure
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          In 2002 Germany was the world's fifth largest consumer of energy, and two-thirds of its primary energy was imported. In the same year, Germany was Europe's largest consumer of electricity; electricity consumption that year totalled 512.9 billion kilowatt-hours. Government policy emphasizes conservation and the development of renewable energy sources, such as solar, wind, biomass, hydro, and geothermal. As a result of energy-saving measures, energy efficiency (the amount of energy required to produce a unit of gross domestic product) has been improving since the beginning of the 1970s. The government has set the goal of meeting half the country's energy demands from renewable sources by 2050. In 2000 the government and the German nuclear power industry agreed to phase out all nuclear power plants by 2021. However, renewable energy is playing a more modest role in energy consumption. In 2006 energy consumption was met by the following sources: oil (35.7%) , coal, including lignite (23.9%) , natural gas (22.8%) , nuclear (12.6%) , hydro and wind power (1.3%) , and other (3.7%).
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          By its central position in Europe, Germany is an important transportation hub. This is reflected in its dense and modern transportation networks. Probably most famous is the extensive motorway ( Autobahn) network that ranks worldwide third largest in its total length and features lack of blanket speed limits on the majority of routes.


          Germany has established a polycentric network of high-speed trains. The InterCityExpress or ICE is predominantly serving major German cities and destinations in neighbouring countries. The train speed varies from 160km/h to 300km/h and is the most advanced service category of the Deutsche Bahn. Connections are offered in either 30-minute, hourly or bi-hourly intervals.



          


          Science
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          Germany has been the home of some of the most prominent researchers in various scientific fields. The Nobel Prize has been awarded to 100 German laureates. The work of Albert Einstein and Max Planck was crucial to the foundation of modern physics, which Werner Heisenberg and Max Born developed further. They were preceded by physicists such as Hermann von Helmholtz, Joseph von Fraunhofer, and Gabriel Daniel Fahrenheit. Wilhelm Conrad Rntgen discovered X-rays, an accomplishment that made him the first winner of the Nobel Prize in Physics in 1901. In Germany and many other countries X-rays are called "Rntgenstrahlen" (Rntgen-rays). Heinrich Rudolf Hertz's work in the domain of electromagnetic radiation was pivotal to the development of modern telecommunication. Through his construction of the first laboratory at the University of Leipzig in 1879, Wilhelm Wundt is credited with the establishment of psychology as an independent empirical science. Alexander von Humboldt's work as a natural scientist and explorer was foundational to biogeography.
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          Numerous significant mathematicians were born in Germany, including Carl Friedrich Gauss, David Hilbert, Bernhard Riemann, Gottfried Leibniz, Karl Weierstrass and Hermann Weyl. Germany has been the home of many famous inventors and engineers, such as Johannes Gutenberg, who is credited with the invention of movable type printing in Europe; Hans Geiger, the creator of the Geiger counter; and Konrad Zuse, who built the first fully automatic digital computer. German inventors, engineers and industrialists such as Count Ferdinand von Zeppelin, Otto Lilienthal, Gottlieb Daimler, Rudolf Diesel, Hugo Junkers and Karl Benz helped shape modern automotive and air transportation technology.


          Important research institutions in Germany are the Max Planck Society, the Helmholtz-Gemeinschaft and the Fraunhofer Society. They are independently or externally connected to the university system and contribute to a considerable extent to the scientific output. The prestigious award Gottfried Wilhelm Leibniz Prize is granted to ten scientists and academics every year. With a maximum of 2.5 million per award it is one of highest endowed research prizes in the world.


          


          Education
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          Responsibility for educational oversight in Germany lies primarily with the federal states individually whilst the government only has a minor role. Optional kindergarten education is provided for all children between three and six years old, after which school attendance is compulsory for at least nine years. Primary education usually lasts for four years and public schools are not stratified at this stage. In contrast, secondary education includes four types of schools based on a pupil's ability as determined by teacher recommendations: the Gymnasium includes the most gifted children and prepares students for university studies and attendance lasts eight or nine years depending on the state; the Realschule has a broader range of emphasis for intermediary students and lasts six years; the Hauptschule prepares pupils for vocational education, and the Gesamtschule or comprehensive school combines the three approaches.
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          The Programme for International Student Assessment, coordinated by the OECD, assesses the skills of 15-year olds in OECD countries and a number of partner countries. In 2006, German schoolchildren improved their position on previous years, being ranked (statistically) significantly above average (rank 13) in science skills and statistically not significantly above or below average on mathematical skills (rank 20) and reading skills (rank 18). The socio-economic gradient was very high in Germany, the pupils' performance in Germany being more dependent on the socio-economic factors than in most other countries.


          To enter a university, high school students are required to take the Abitur examination, similar to A-levels; however, students possessing a diploma from a vocational school may also apply to enter. A special system of apprenticeship called Duale Ausbildung allows pupils in vocational training to learn in a company as well as in a state-run school. Most German universities are state-owned and charge for tuition fees ranging from 50500 per semester from each student.


          Germany's universities are recognised internationally, indicating the high education standards in the country. In the 2006 THES - QS World University Rankings, 10 German universities were ranked amongst the top 200 in the world.



          


          Culture
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          Germany is often called Das Land der Dichter und Denker (the land of poets and thinkers). German culture began long before the rise of Germany as a nation-state and spanned the entire German-speaking world. From its roots, culture in Germany has been shaped by major intellectual and popular currents in Europe, both religious and secular. As a result, it is difficult to identify a specific German tradition separated from the larger framework of European high culture. Another consequence of these circumstances is the fact, that some historical figures, such as Wolfgang Amadeus Mozart, Franz Kafka and Paul Celan, though not citizens of Germany in the modern sense, must be seen in the context of the German cultural sphere to understand their historical situation, work and social relations.
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          Germany claims some of the world's most renowned classical music composers, including Ludwig van Beethoven, Johann Sebastian Bach, Johannes Brahms and Richard Wagner. As of 2006, Germany is the fifth largest music market in the world and has influenced pop and rock music through artists such as Kraftwerk, Scorpions and Rammstein.


          Numerous German painters have enjoyed international prestige through their work in diverse artistic currents. Hans Holbein the Younger, Matthias Grnewald, and Albrecht Drer were important artists of the Renaissance, Caspar David Friedrich of Romanticism, and Max Ernst of Surrealism. Architectural contributions from Germany include the Carolingian and Ottonian styles, which were important precursors of Romanesque. The region later became the site for significant works in styles such as Gothic, Renaissance and Baroque. Germany was particularly important in the early modern movement, especially through the Bauhaus movement founded by Walter Gropius. Ludwig Mies van der Rohe, also from Germany, became one of world's most renowned architects in the second half of the 20th century. The glass facade skyscraper was his idea.


          


          Philosophy
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          German literature can be traced back to the Middle Ages and the works of writers such as Walther von der Vogelweide and Wolfram von Eschenbach. Various German authors and poets have won great renown, including Johann Wolfgang von Goethe and Friedrich Schiller. The collections of folk tales published by the Brothers Grimm popularized German folklore on the international level. Influential authors of the 20th century include Thomas Mann, Berthold Brecht, Hermann Hesse, Heinrich Bll, and Gnter Grass.


          Germany's influence on philosophy is historically significant and many notable German philosophers have helped shape western philosophy since the Middle Ages. Gottfried Leibniz's contributions to rationalism, Immanuel Kant's, Georg Wilhelm Friedrich Hegel's, Friedrich Wilhelm Joseph Schelling's and Johann Gottlieb Fichte's establishment of the classical German idealism, Karl Marx's and Friedrich Engels' formulation of Communist theory, Arthur Schopenhauer's composition of metaphysical pessimism, Friedrich Nietzsche's development of Perspectivism, Martin Heidegger's works on Being, and the social theories of Jrgen Habermas were especially influential.


          Cinema
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          German cinema dates back to the very early years of the medium with the work of Max Skladanowsky. It was particularly influential during the years of the Weimar Republic with German expressionists such as Robert Wiene and Friedrich Wilhelm Murnau. Austria-based director Fritz Lang, who became a German citizen in 1926 and whose career flourished in pre-war German film industry, is said to be a major influence on Hollywood cinema. His silent movie Metropolis (1927) is referred to as birth of modern Science Fiction movies.


          


          In 1930 Austrian-American Josef von Sternberg directed The Blue Angel, which was the first major German sound film and it brought world fame to actress Marlene Dietrich. Impressionist documentary Berlin: Symphony of a Great City directed by Walter Ruttmann, is a prominent example of the city symphony genre. The Nazi era produced mostly propaganda films although the work of Leni Riefenstahl still introduced new aesthetics in film.


          During the 1970-80s, New German Cinema directors such as Volker Schlndorff, Werner Herzog, Wim Wenders, Rainer Werner Fassbinder placed West-German cinema back onto the international stage with their often provocative films.


          More recently, films such as Das Boot (1981) , Lola rennt (Run Lola Run) (1998) , Das Experiment (2001) , Good Bye Lenin! (2003) , Gegen die Wand (Head-on) (2004) and Der Untergang (Downfall) (2004) have enjoyed international success. The Academy Award for Best Foreign Language Film went to the German production Die Blechtrommel (The Tin Drum) in 1979, to Nowhere in Africa in 2002, and to Das Leben der Anderen (The Lives of Others) in 2007. Among the most famous German actors are Marlene Dietrich, Klaus Kinski, Hanna Schygulla, Armin Mueller-Stahl, Jrgen Prochnow and Thomas Kretschmann.


          The Berlin Film Festival, held annually since 1951, is one of the world's foremost film festivals. An international jury places emphasis on representing films from all over the world and awards the winner with the Golden and Silver Bears. The annual European Film Awards ceremony is held every second year in the city of Berlin, where the European Film Academy (EFA) is located. The Babelsberg Studios in Potsdam are the oldest large-scale film studios in the world and a centre for international film production.


          


          Sports
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          Sport forms an integral part of German life. Twenty-seven million Germans are members of a sports club and an additional twelve million pursue such an activity individually. Football (soccer) is the most popular sport. With more than 6.3 million official members, the German Football Association (Deutscher Fuball-Bund ) is the largest sports organisation of this kind worldwide. The Bundesliga attracts the second highest average attendance of any professional sports league in the world. The German national football team won the FIFA World Cup in 1954, 1974 and 1990 and the European Football Championship in 1972, 1980 and 1996. Germany has hosted the FIFA World Cup in 1974 and 2006 and the UEFA European Football Championship in 1988. Among the most successful and renowned footballers are Franz Beckenbauer, Gerd Mller, Jrgen Klinsmann, Lothar Matthus, and Oliver Kahn. Other popular spectator sports include handball, volleyball, basketball, ice hockey, and tennis.
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          Germany is one of the leading motorsports countries in the world. Race winning cars, teams and drivers have come from Germany. The most successful Formula One driver in history, Michael Schumacher has set the most significant motorsport records during his career and won more Formula One championships and races than any other driver since Formula one's debut season in 1946. He is one of the highest paid sportsmen in history and became a Billionaire athlete. Constructers like BMW and Mercedes are among the leading teams in motorsport sponsoring. Porsche has won the 24 hours of Le Mans, a prestigious annual race held in France, 16 times. The Deutsche Tourenwagen Masters is a popular series in Germany.


          Historically, German sportsmen have been some of the most successful contenders in the Olympic Games, ranking third in an all-time Olympic Games medal count, combining East and West German medals. In the 2004 Summer Olympics, Germany finished sixth in the medal count, while in the 2006 Winter Olympics they finished first. Germany has hosted the Summer Olympic Games twice, in Berlin in 1936 and in Munich in 1972. The Winter Olympic Games took place once in 1936 when they were staged in the Bavarian twin towns of Garmisch and Partenkirchen.



          


          Cuisine
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          German cuisine varies greatly from region to region. The southern regions of Bavaria and Swabia, for instance, share a culinary culture with Switzerland and Austria. Pork, beef, and poultry are the main varieties of meat consumed in Germany, with pork being the most popular. Throughout all regions, meat is often eaten in sausage form. More than 1500 different types of sausage are produced in Germany. The most popular vegetables are potatoes, cabbage, carrots, turnip, spinach and beans. Organic food has gained a market share of around 3.0% and is predicted to be an increasing trend.


          A popular saying in Germany is: "Breakfast like an emperor, lunch like a king, and dine like a beggar." Breakfast is usually a selection of cereals and jam or honey with bread. Some Germans eat cold meats or cheese with bread for breakfast. More than 300 types of breads, sold in bakery shops, are known throughout the country.
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          As a country with many immigrants, Germany has adopted many international dishes into its cuisine and daily eating habits. Italian dishes like Pizza and Pasta, Turkish and Arab dishes like Dner Kebab and Falafel are well established, especially in bigger cities. International burger chains, as well as Chinese and Greek restaurants, are widespread. Indian, Thai, Japanese, and other Asian cuisines have gained popularity in recent decades. Among high-profile restaurants in Germany the Michelin guide has awarded three stars, the highest designation, to nine restaurants; 15 more received two stars. German restaurants have become the world's second most decorated after eateries in France.


          Although wine is becoming more popular in many parts of Germany, the national drink is beer. German beer consumption per person is declining but at 116 litres annually it is still among the highest in the world. Beer varieties include Alt, Bock, Dunkel, Klsch, Lager, Malzbier, Pils, and Weizenbier. Among 18 surveyed western countries, Germany ranked 14th in the list of per capita consumption of soft drinks in general, while it ranked third in the consumption of fruit juices. Furthermore, sparkling mineral water and Schorle (its mixture with fruit juice) are extremely popular in Germany.


          


          Society


          
            [image: Claudia Schiffer, model.]

            
              Claudia Schiffer, model.
            

          


          Germany has promoted itself as Land of ideas. A campaign that has started in the year 2006 accompanying the Football World Cup Finals finds its continuation in 2008. The campaign focuses recent innovations in public and private institutions, universities and research institutes, companies, as well as social and cultural projects.


          Since the World Cup celebrations the internal and external perception of the country's image has changed. In regularly conducted global surveys known as the Anholt GMI Index, Germany as a nation brand, has become significantly and repeatedly higher ranked after the football tournament. Besides economic criteria people were asked to assess a country's reputation in terms of culture, politics, its people and its attractiveness to tourists. Germany has been named the world's most valued nation brand among 36 countries. Another global opinion poll for the BBC revealed that Germany is recognized for the most positive influence in the world, leading 22 investigated countries. A majority of 56% have a positive view of the country, while 18% have a negative view.
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          Germany is a legally and socially tolerant country towards homosexuals. Civil unions have been permitted since 2001. Gays and lesbians can legally adopt their partner's biological children (stepchild adoption). The two mayors of the largest German cities Berlin and Hamburg are openly gay politicians.


          During the last decade of the 20th century Germany has transformed its attitude towards immigrants considerably. Until the mid-nineties the opinion was widespread that Germany is not a country of immigration in spite of an approximately 10% population of non-German origin. After the end of the influx of so-called Gastarbeiter (blue-collar guest-workers), refugees were a tolerated exception to this point of view. Today the government and the German society are acknowledging the opinion, that controlled immigration should be allowed based on the qualification of immigrants.


          With an expenditure of 58 billion for international travel in 2005, Germans invested more money in travel than any other country. Most popular destinations were Austria, Spain, Italy and France.
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          The Gestapo ( contraction of Geheime Staatspolizei: secret state police) was the official secret police of Nazi Germany. The name itself came from the official abbreviation of "Geheimes Staatspolizei-Amt (GeStaPA)" (translation: Secret State Police Office) and soon became "Gestapo". Under the overall administration of the Schutzstaffel (SS), it was administered by the Reichssicherheitshauptamt (RSHA) (head office of the reich security service) and was considered a dual organization of the Sicherheitsdienst (SD) (security service) and also a suboffice of the Sicherheitspolizei (SIPO) (security police).


          


          History


          


          Its first commander was Rudolf Diels, who recruited members from professional police departments and ran the Gestapo as a federal police agency, comparable to several modern examples such as the Federal Bureau of Investigation in the United States. The Gestapos role as a Nazi political police force began only after Hermann Gring was appointed to succeed Diels as Gestapo commander in 1933. Gring urged the Nazi government to extend Gestapo power beyond Prussia to encompass all of Germany. In this Gring was mostly successful except in Bavaria, where Heinrich Himmler (head of the SS, Schutzstaffel) served as the Bavarian police president and used local SS units as a political police force.


          In April 1934, Gring and Himmler agreed to put aside their differences (due in large part to a combined hatred of the Sturmabteilung (SA)) and Gring transferred full authority over the Gestapo to Himmler. At that point, the Gestapo was incorporated into the Sicherheitspolizei and considered a sister organization of the Sicherheitsdienst.


          


          Increasing power under the SS


          The role of the Gestapo was to investigate and combat all tendencies dangerous to the state. It had the authority to investigate treason, espionage and sabotage cases, and cases of criminal attacks on the Nazi Party and Germany.


          Laws passed in 1935 effectively gave the Gestapo carte blanche to operate without judicial oversight. Nazi jurist Dr. Werner Best stated that [a]s long as the Gestapo ... carries out the will of the leadership, it is acting legally. The Gestapo was specifically exempted from responsibility to administrative courts, where citizens normally could sue the state to conform to laws.


          A further law passed later in the year gave the Gestapo responsibility for setting up and administering concentration camps. Also in 1935, Reinhard Heydrich became head of the Gestapo and Heinrich Mller, chief of operations; Mller would later assume overall command of the Gestapo after Heydrich's assassination in 1942 and Ernst Kaltenbrunner would take over as overall head of the RSHA and SD. Adolf Eichmann was Mller's direct subordinate and head of department IV, section B5, which dealt with Jews.


          The power of the Gestapo most open to misuse was called Schutzhaftprotective custody, a euphemism for the power to imprison people without judicial proceedings, typically in concentration camps. The person imprisoned even had to sign his or her own Schutzhaftbefehl, an order declaring that the person had requested imprisonment (ostensibly out of fear of personal harm). Normally this signature was forced by beatings and torture.


          During World War II, the Gestapo was expanded to around 46,000 members.


          


          Keeping Hitler in power
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          By February and March 1942, student protests were calling for an end to the Nazi regime. These included the non-violent resistance of Hans and Sophie Scholl, two leaders of the White Rose student group. However, resistance groups and those who were in moral or political opposition to the Nazis were stalled by the fear of reprisals and rape from the Gestapo. In fact, reprisals did come in response to the protests. Fearful of an internal overthrow, the forces of Himmler and the Gestapo were unleashed on the opposition. The first five months of 1943 witnessed thousands of arrests and executions as the Gestapo exercised their powers over the German public. Student opposition leaders were executed in late February, and a major opposition organization, the Oster Circle, was destroyed in April 1943.


          The German opposition was in an unenviable position by the late spring and early summer of 1943. On one hand, it was next to impossible for them to overthrow Hitler and the party; on the other, the Allied demand for an unconditional surrender meant no opportunity for a compromise peace, which left the people no option (in their eyes) other than continuing the military struggle.


          Nevertheless, some Germans did speak out and show signs of protest during the summer of 1943. Despite fear of the Gestapo after the mass arrests and executions of the spring, the opposition still plotted and planned. Some Germans were convinced that it was their duty to apply all possible expedients to end the war as quickly as possible; that is, to further the German defeat by all available means. The Gestapo cracked down ruthlessly on the dissidents in Germany, just as they did everywhere else.


          The fall of Benito Mussolini gave the opposition plotters more hope to be able to achieve similar results in Germany and seemed to provide a propitious moment to assassinate Hitler and overthrow the Nazi regime. Several Hitler assassination plots were planned, albeit mostly in abstract terms. The only serious attempt was carried out under the codename Operation Valkyrie, in which several officers attempted to assassinate Hitler in a coup d'tat. On July 20, 1944, Colonel Claus Schenk von Stauffenberg brought a bomb-laden suitcase into a briefing room where Hitler was holding a meeting. The bomb went off and several were killed. Hitler, along with several others, was wounded, but his life was saved when the suitcase was unwittingly moved away by a meeting presenter. Hitler was shielded from the blast by the conference table, leaving him with minor injuries. Subsequently about 5,000 people were arrested and approximately 200, including von Stauffenberg, were executed in connection with the attempt, some on the very same day.


          During June, July, and August, the Gestapo continued to move swiftly against the opposition, rendering any organized opposition impossible. Arrests and executions were common. Terror against the people had become a way of life. A second major reason was that the opposition's peace feelers to the Western Allies did not meet with success.


          This was in part due to the aftermath of the Venlo incident of 1939, when Gestapo agents posing as anti-Nazis in the Netherlands kidnapped two British Secret Intelligence Service (SIS) officers lured to a meeting to discuss peace terms. That prompted Winston Churchill to ban any further contact with the German opposition. In addition, the British and Americans did not want to deal with anti-Nazis because they were fearful that the Soviet Union would believe they were attempting to make deals behind the Soviets back.


          


          Nuremberg Trials


          Between November 14, 1945 and October 3, 1946 the allies established an International Military Tribunal (IMT) to try 24 major Nazi war criminals and six groups for crimes against peace, war crimes, and crimes against humanity.


          Leaders, organizers, instigators, and accomplices participating in the formulation or execution of a common plan or conspiracy to commit the crimes specified were declared responsible for all acts performed by any persons in execution of such plan. The official positions of defendants as heads of state or holders of high government offices were not to free them from responsibility or mitigate their punishment; nor was the fact that a defendant acted pursuant to an order of a superior to excuse him from responsibility, although it might be considered by the IMT in mitigation of punishment.


          At the trial of any individual member of any group or organization, the IMT was authorized to declare (in connection with any act of which the individual was convicted) that the group or organization to which he belonged was a criminal organization. When a group or organization was thus declared criminal, the competent national authority of any signatory had the right to bring individuals to trial for membership in that organization, with the criminal nature of the group or organization assumed proved.


          These groupsthe Nazi party and government leadership, the German General Staff and High Command (OKW); the Sturmabteilung (SA); the Schutzstaffel (SS), including the Sicherheitsdienst (SD); and the Gestapohad an aggregate membership exceeding 2 million, and it was estimated that approximately half these people would become liable for trial if the groups were convicted.


          The trials began in November 1945, and on October 1, 1946 the IMT rendered its judgment on 21 top officials of the Third Reich: 18 were sentenced to death or to extensive prison terms, and 3 acquitted. The IMT also convicted three of the groups: the Nazi leadership corps, the SS (including the SD), and the Gestapo. Gestapo members Hermann Gring and Arthur Seyss-Inquart were individually convicted.


          Three groups were acquitted of collective war crimes charges, but this did not relieve individual members of those groups from conviction and punishment under the denazification program. Members of the three convicted groups were subject to apprehension and trial as war criminals by the national, military, and occupation courts of the four allied powers. And, even though individual members of the convicted groups might be acquitted of war crimes, they still remained subject to trial under the denazification program.


          


          Aftermath


          The Gestapo ceased to exist after the Nuremberg Trials.


          In 1997 Cologne transformed the former regional Gestapo headquarters in that citythe EL-DE Hausinto a museum to document the organization's past actions.


          In various countries of Central and Eastern Europe, Gestapo is used as a derogatory name for all police forces, but particularly the communist-era riot police, such as ZOMO. Elsewhere, the term is commonly used to describe any group involved in over-zealous enforcement of specific tastes or views (e.g. "the style Gestapo", "the political-correctness Gestapo").


          


          Organization


          From its inception the Gestapo was a well-established bureaucratic mechanism, having been created from the Prussian Secret Police. In 1934 the Gestapo was transferred from the Prussian Interior Ministry to the authority of the Schutzstaffel (SS), and for the next five years underwent a massive expansion.


          In 1939 the entire Gestapo was placed under the authority of the Reichssicherheitshauptamt (RSHA), the main office of the SS. Within the RSHA the Gestapo was known as Amt IV (office IV). The internal organization of the group is outlined below.


          


          Referat N: Central Intelligence Office


          The Central Command Office of the Gestapo, formed in 1941. Before 1939 the Gestapo command was under the authority of the office of the Sicherheitspolizei und Sicherheitsdienst (SD), to which the commanding general of the Gestapo answered. Between 1939 and 1941 the Gestapo was run directly through the overall command of the RSHA.


          


          Department A (Enemies)


          
            	Communists (A1)


            	Countersabotage (A2)


            	Reactionaries and Liberals (A3)


            	Assassinations (A4)

          


          


          Department B (Sects and Churches)


          
            	Catholics (B1)


            	Protestants (B2)


            	Freemasons (B3)


            	Jews (B4)

          


          


          Department C (Administration and Party Affairs)


          The central administrative office of the Gestapo, responsible for card files of all personnel.


          


          Department D (Occupied Territories)


          
            	Opponents of the Regime (D1)


            	Churches and Sects (D2)


            	Records and Party Matters (D3)


            	Western Territories (D4)


            	Counter-espionage (D5)

          


          


          Department E (Counterintelligence)


          
            	In the Reich (E1)


            	Policy Formation (E2)


            	In the West (E3)


            	In Scandinavia (E4)


            	In the East (E5)


            	In the South (E6)

          


          


          Local Offices


          The local offices of the Gestapo, known as Staatspolizeistellen and Staatspolizeileitstellen, answered to a local commander known as the Inspekteur der Sicherheitspolizei und des SD (inspector of the security police and security services) who, in turn, was under the dual command of Referat N of the Gestapo and also his local SS and Police Leader. The classic image of the Gestapo officer, dressed in trench coat and hat, can be attributed to Gestapo personnel assigned to local offices in German cities and larger towns. This image seems to have been popularized by the assassination of the former Chancellor General Kurt von Schleicher in 1934. General von Schleicher and his wife were gunned down in their Berlin home by three men dressed in black trench coats and wearing black fedoras. The killers of General von Schleicher were widely believed to have been Gestapo men. At a press conference held later the same day Hermann Gring was asked by foreign correspondents to respond to a hot rumour that General von Schleicher had been murdered in his home. Gring stated that the Gestapo had attempted to arrest Schleicher, but that he had been shot while attempting to resist arrest.


          


          Auxiliary Duties


          The Gestapo also maintained offices at all Nazi concentration camps, held an office on the staff of the SS and Police Leaders, and supplied personnel as needed to formations such as the Einsatzgruppen. Personnel assigned to these auxiliary duties were often removed from the Gestapo chain of command and fell under the authority of other branches of the SS.


          


          Uniforms
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          The black SS Uniform was abolished in 1939. After the Gestapo came under the authority of the RSHA all SD and Gestapo branches were issued field-gray uniforms. The wartime gray uniform was worn in office and while on service duties and in occupied countries because agents in civilian clothes had been shot by members of the Wehrmacht thinking that they were partisans. When Gestapo agents were in service outside their offices they wore civilian clothes. Thus with the exception of very high-ranking members of the Gestapopeople like Heinrich MllerGestapo people generally wore civilian clothing in keeping with the secret, plain-clothes nature of their work. There were in fact very strict protocols protecting the identity of Gestapo field personnel. In most cases, when asked for identification, an operative was only required to present his warrant disc. This identified the operative as Gestapo without revealing personal identity, and agents, except when ordered to do so by an authorized official, were not required to show picture identification, something all non-Gestapo people were expected to do. 


          Daily operations


          Contrary to popular belief the Gestapo was not an omnipotent agency that had agents in every nook and cranny of German society. V-men, as undercover Gestapo agents were known, were used to infiltrate Social Democratic and Communist opposition groups, but this was the exception, not the rule.


          As historian Robert Gellately's analysis of the Gestapostellen established, the Gestapo was for the most part made up of bureaucrats and clerical workers who depended upon denunciations by ordinary Germans for their information. Indeed, the Gestapo was overwhelmed with denunciations and spent most of its time sorting out the credible from the less credible denunciations. Far from being an all-powerful agency that knew everything about what was happening in German society, the local Gestapostellen were under-staffed, over-worked officers who struggled with the paper load caused by so many denunciations. The ratio of Gestapo officers to the population of the areas they were responsible for was extremely low; for example, for Lower Franconia, with a population of about one million in the 1930s, there was only one Gestapo office with 28 staff, half of whom were clerical workers.


          The Gestapostellen were for the most part dependent upon denunciations for information about what was happening in German society. The willingness of ordinary Germans to denounce one another supplied the Gestapo with the information that determined who the Gestapo arrested.


          


          Counterintelligence


          The Polish government in exile in London during World War II received sensitive military information about Nazi Germany from agents and informants throughout Europe. After Germany conquered Poland in the fall of 1939, Gestapo officials believed that they had neutralized Polish intelligence activities.


          


          Cooperation with the NKVD


          In March 1941 representatives of the Soviet secret police (NKVD) and Gestapo met for one week in Zakopane, to coordinate the pacification of resistance in Poland (see: Gestapo-NKVD Conferences). The Soviet Union delivered hundreds of German and Austrian communists to the Gestapo, as unwanted foreigners, together with relevant documents. However an advanced Polish intelligence network developed throughout Europe to provide information to the Allies.


          Some of the Polish information about the movement of German police and SS units to the East during the German invasion of the Soviet Union in the fall of 1941 was similar to information British intelligence secretly got through intercepting and decoding German police and SS messages sent by radio telegraphy.


          In 1942, the Gestapo discovered a cache of Polish intelligence documents in Prague and were surprised to see that Polish agents and informants had been gathering detailed military information and smuggling it out to London, via Budapest and Istanbul. The Poles identified and tracked German military trains to the Eastern front and identified four Ordnungspolizei (order police) battalions sent to conquered areas of the Soviet Union in October 1941 and engaged in war crimes and mass murder.


          Polish agents also gathered detailed information about the morale of German soldiers in the East. After uncovering a sample of the information the Poles had reported, Gestapo officials concluded that Polish intelligence activity represented a very serious danger to Germany. As late as June 6, 1944, Heinrich Mller, concerned about the leakage of information to the Allies, set up a special unit called Sonderkommando Jerzy that was meant to root out the Polish intelligence network in western and southwestern Europe.


          

          First gas van or "dushegubka" (literary - 'soul-destroyer') was used for mass executions in USSR by NKVD in 1936 г. It was invented by Chief of the Administrative Department of NKVD in Moscow and region Berg Isay Davidovich. Gestapo learned about that method about 1940 г., when a close collaboration & experince exchange with NKVD was established. Starting in December 1941, the Nazis used gas vans for the execution of Jews.


          


          In popular culture


          Sometimes the word Gestapo is used colloquially for other organizations which are felt to be tyrannical. An example is in the book version of the Tron movie, where a character says This kind of romp is going to annoy the local Gestapo.


          The 1946 Czechoslovakian animated cartoon Prk a SS (The Spring-Man and the SS), featured the character Prk, the Spring Man of Prague, a quasi- superhero based on a popular figure of Czech urban legend, taunting and evading members of the Gestapo during a surrealistic, slapstick chase over the rooftops of Prague.


          A scene in the 1974 Ray Boulting film Soft Beds, Hard Battles parodied the British popular views of both the Gestapo and of tax collectors. Schultz, the assistant Gestapo agent, was making small talk to Peter Sellerss mean, heavily accented and over-the-top Herr Schroeder of the Gestapo, one of six roles Sellers played in the film.


          Schultz: What do you look forward to?


          Herr Schroeder: After the war? I look forward to going back to my old job in civilian street.


          Schultz: What did you do?


          Herr Schroeder: I was an income tax inspector.


          Schultz: Very different from the Gestapo.


          Herr Schroeder (with menace and foreboding): Not ze vay I do it!''


          The Gestapo was parodied in the hit BBC sitcom 'Allo 'Allo! as stiff-as-board limping characters obsessed with protecting Adolf Hitler from assassination by the German military or resistance. Usually wearing black leather coats and hats, they were often seen cross-dressing. Herr Flick and Herr von Smallhausen were the local agents in the village of Nouvion, obsessed entirely with the German war effort. They were constantly under siege by the French Resistance.


          In The Matrix, when Agent Smith interrogates Neo, Neo says You cant scare me with this Gestapo crap! I know my rights! I want my phone call.


          In Medal of Honour: Frontline, an informant appearing in The Golden Lion mission has a truck that takes the player for a ride. The game requires the player to get out of the truck at certain checkpoints, where he says, Don't let the Germans see my truck! You know how the Gestapo can be.


          In The Chaser's War on Everything a skit featured phone bill collectors because a TV current affairs programme had accused them of using "Gestapo tactics". The skit satirised the weak analogy and featured a Gestapo officer calling a man and demanding that all phone bills be paid; if these demands were not met, he would not call back tomorrow, but the day after.


          In Mirror, Mirror (Star Trek), an episode of Star Trek: The Original Series, the evil, parallel-universe Mr. Sulu is head of security, which Scotty likens to "the ancient Gestapo", aboard the I.S.S. Enterprise.


          In The Great Escape the Gestapo is repeatedly depicted as a cruel police force that captures many escapees. Many of the films main characters are executed by the Gestapo upon their recapture. Escape-leader Bartlett, in particular, is threatenedwith Bartlett, if you escape again, and you are caught, you will be shot.


          
            Retrieved from " http://en.wikipedia.org/wiki/Gestapo"
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              	Gettysburg Address
            


            
              	
            


            
              	Created

              	November 19, 1863
            


            
              	Location

              	Several copies at various places
            


            
              	Authors

              	Abraham Lincoln
            


            
              	Purpose

              	To redefine the purpose of the Union in fighting the Civil War
            

          


          The Gettysburg Address is the most famous speech by U.S. President Abraham Lincoln and one of the most quoted speeches in United States history. It was delivered at the dedication of the Soldiers' National Cemetery in Gettysburg, Pennsylvania, on the afternoon of Thursday, November 19, 1863, during the American Civil War, four and a half months after the Union armies defeated those of the Confederacy at the decisive Battle of Gettysburg.


          

          Abraham Lincoln's carefully crafted address, secondary to other presentations that day, came to be regarded as one of the greatest speeches in American history. In just over two minutes, Lincoln invoked the principles of human equality espoused by the Declaration of Independence and redefined the Civil War as a struggle not merely for the Union, but as "a new birth of freedom" that would bring true equality to all of its citizens, and that would also create a unified nation in which states' rights were no longer dominant.


          Beginning with the now-iconic phrase "Four score and seven years ago...", Lincoln referred to the events of the Civil War and described the ceremony at Gettysburg as an opportunity not only to dedicate the grounds of a cemetery, but also to consecrate the living in the struggle to ensure that "government of the people, by the people, for the people, shall not perish from the earth".
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          Despite the speech's prominent place in the history and popular culture of the United States, the exact wording of the speech is disputed. The five known manuscripts of the Gettysburg Address differ in a number of details and also differ from contemporary newspaper reprints of the speech.


          


          Background
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          From July 13, 1863, more than 160,000 American soldiers clashed in the Battle of Gettysburg, in what would prove to be both a turning point of the Civil War and one of its bloodiest battles. The battle also had a major impact on the town of Gettysburg, Pennsylvania, which numbered only 2,400 inhabitants. The battlefield contained the bodies of more than 7,500 dead soldiers and several thousand horses of the Union's Army of the Potomac and the Confederacy's Army of Northern Virginia, and the stench of rotting bodies in the humid July air was overpowering.


          Interring the dead in a dignified and orderly manner became a high priority for the few thousand residents of Gettysburg. Initially, the town planned to buy land for a cemetery and then ask the families of the dead to pay for their burial. However, David Wills, a wealthy 32-year-old attorney, objected to this idea and wrote to the Governor of Pennsylvania, Andrew Gregg Curtin, suggesting instead a National Cemetery to be funded by the states. Wills was authorized to purchase 17acres (69,000m) for a cemetery to honour those lost in the summer's battle, paying $2,475.87 for the land.
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          Wills originally planned to dedicate this new cemetery on Wednesday, October 23, and invited Edward Everett, who had served as Secretary of State, U.S. Senator, U.S. Representative, Governor of Massachusetts, president of Harvard University, and Vice Presidential candidate, to be the main speaker. At that time, Everett was a widely famed orator. In reply, Everett told Wills and his organizing committee that he would be unable to prepare an appropriate speech in such a short period of time, and requested that the date be postponed. The committee agreed, and the dedication was postponed until Thursday, November 19.


          Almost as an afterthought, Wills and the event committee invited President Lincoln to participate in the ceremony. Wills's letter stated, "It is the desire that, after the Oration, you, as Chief Executive of the nation, formally set apart these grounds to their sacred use by a few appropriate remarks." Lincoln received formal notice of his invitation to participate only seventeen days before the ceremony, while Everett had been invited 40 days earlier: "Although there is some evidence Lincoln expected Wills's letter, its late date makes the author appear presumptuous...Seventeen days was extraordinarily short notice for presidential participation even by nineteenth-century standards." Furthermore, Wills's letter "made it equally clear to the president that he would have only a small part in the ceremonies", perhaps akin to the modern tradition of inviting a noted public figure to do a ribbon-cutting at a grand opening.


          Lincoln arrived by train in Gettysburg on November 18, and spent the night as a guest in Wills's house on the Gettysburg town square, where he put the finishing touches on the speech he had written in Washington, D.C. Contrary to popular belief, Lincoln neither completed his address while on the train nor wrote it on the back of an envelope. This story is at odds with the existence of several early drafts on Executive Mansion stationery as well as the reports of Lincoln's final editing while a guest of David Wills in Gettysburg. On the morning of November 19 at 9:30a.m., Lincoln, astride a chestnut bay horse and riding between Secretary of State William H. Seward and Secretary of the Treasury Salmon P. Chase, joined in a procession with the assembled dignitaries, townspeople, and widows marching out to the grounds to be dedicated.


          Approximately 15,000 people are estimated to have attended the ceremony, including the sitting governors of six of the 24 Union states: Andrew Gregg Curtin of Pennsylvania, Augustus Bradford of Maryland, Oliver P. Morton of Indiana, Horatio Seymour of New York, Joel Parker of New Jersey, and David Tod of Ohio. Canadian politician William McDougall attended as Lincoln's guest. The precise location of the program within the grounds of the cemetery is disputed. Reinterment of the bodies buried from field graves into the cemetery, which had begun within months of the battle, was less than half complete on the day of the ceremony.


          


          Political significance


          By August 1863, the casualty lists from Civil War battles included a quarter of a million names. As a result, anti-war and anti-Lincoln sentiments rose in the north. Peace Democrats known as Copperheads were eager to oust Lincoln in the 1864 election in order to end the war through concessions to the Confederacy, and Lincoln's 1863 drafts were highly unpopular. Governor Curtin warned Lincoln that political sentiments were turning against the war effort.:


          
            If the election were to occur now, the result would be extremely doubtful, and although most of our discreet friends are sanguine of the result, my impression is, the chances would be against us. The draft is very odious in the State... the Democratic leaders have succeeded in exciting prejudice and passion, and have infused their poison into the minds of the people to a very large extent, and the changes are against us.

          


          By November 1863, Lincoln was quite sensible of the fact that he needed to do or say something that would revive the Union's spirits toward the war effort.


          


          Program and Everett's "Gettysburg Oration"
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          The program organized for that day by Wills and his committee included:


          
            	Music, by Birgfield's Band


            	Prayer, by Reverend T.H. Stockton, D.D.


            	Music, by the Marine Band


            	Oration, by Hon. Edward Everett


            	Music, Hymn composed by B.B. French, Esq.


            	Dedicatory Remarks, by the President of the United States


            	Dirge, sung by Choir selected for the occasion


            	Benediction, by Reverend H.L. Baugher, D.D.

          


          Everett's speech was the day's principal "Gettysburg address." His now seldom-read 13,607-word oration began:


          
            	Standing beneath this serene sky, overlooking these broad fields now reposing from the labors of the waning year, the mighty Alleghenies dimly towering before us, the graves of our brethren beneath our feet, it is with hesitation that I raise my poor voice to break the eloquent silence of God and Nature. But the duty to which you have called me must be performed;  grant me, I pray you, your indulgence and your sympathy.

          


          And ended two hours later with:


          
            	But they, I am sure, will join us in saying, as we bid farewell to the dust of these martyr-heroes, that wheresoever throughout the civilized world the accounts of this great warfare are read, and down to the latest period of recorded time, in the glorious annals of our common country, there will be no brighter page than that which relates the Battles of Gettysburg.

          


          The speech was well received, as erudite, moving, and well-delivered, but would only moments later be eclipsed.


          


          Lincoln's Gettysburg Address


          Not long after those well-received remarks, Lincoln spoke in his high-pitched Kentucky accent for two or three minutes. Lincoln's "few appropriate remarks" summarized the war in 10 sentences and 271 words.


          Despite the historical significance of Lincoln's speech, modern scholars disagree as to its exact wording, and contemporary transcriptions published in newspaper accounts of the event and even handwritten copies by Lincoln himself differ in their wording, punctuation, and structure. Of these versions, the Bliss version, written well after the speech as a favour for a friend, is viewed by many as the standard text. Its text differs, however, from the written versions prepared by Lincoln before and after his speech. It is the only version to which Lincoln affixed his signature, and the last he is known to have written.


          
            
              Four score and seven years ago our fathers brought forth on this continent a new nation, conceived in Liberty, and dedicated to the proposition that all men are created equal.


              Now we are engaged in a great civil war, testing whether that nation, or any nation, so conceived and so dedicated, can long endure. We are met on a great battle-field of that war. We have come to dedicate a portion of that field, as a final resting place for those who here gave their lives that that nation might live. It is altogether fitting and proper that we should do this.



              But, in a larger sense, we can not dedicatewe can not consecratewe can not hallowthis ground. The brave men, living and dead, who struggled here, have consecrated it, far above our poor power to add or detract. The world will little note, nor long remember what we say here, but it can never forget what they did here. It is for us the living, rather, to be dedicated here to the unfinished work which they who fought here have thus far so nobly advanced. It is rather for us to be here dedicated to the great task remaining before usthat from these honored dead we take increased devotion to that cause for which they gave the last full measure of devotionthat we here highly resolve that these dead shall not have died in vainthat this nation, under God, shall have a new birth of freedomand that government of the people, by the people, for the people, shall not perish from the earth.

            

          


          


          Five manuscripts


          The five known manuscript copies of the Gettysburg Address are each named for the associated person who received it from Lincoln. Lincoln gave a copy to each of his private secretaries, John Nicolay and John Hay. Both of these drafts were written around the time of his November 19 address, while the other three copies of the address, the Everett, Bancroft, and Bliss copies, were written by Lincoln for charitable purposes well after November 19. In part because Lincoln provided a title and signed and dated the Bliss Copy, it has become the standard text of Lincoln's Gettysburg Address.


          The two earliest drafts of the Address are associated with some confusion and controversy regarding their existence and provenance. Nicolay and Hay were appointed custodians of Lincoln's papers by Lincoln's son Robert Todd Lincoln in 1874. After appearing in facsimile in an article written by John Nicolay in 1894, the Nicolay Copy was presumably among the papers passed to Hay by Nicolay's daughter Helen upon Nicolay's death in 1901. Robert Lincoln began a search for the original copy in 1908, which resulted in the discovery of a handwritten copy of the Gettysburg Address among the bound papers of John Haya copy now known as the "Hay Draft."


          The Hay Draft differed from the version of the Gettysburg Address published by John Nicolay in 1894 in a number of significant ways: it was written on a different type of paper, had a different number of words per line and number of lines, and contained editorial revisions in Lincoln's hand.


          Both the Hay and Nicolay copies of the Address are within the Library of Congress, encased in specially-designed, temperature-controlled, sealed containers with argon gas in order to protect the documents from oxidation and continued degeneration.


          


          Nicolay Copy


          The Nicolay Copy is often called the "first draft" because it is believed to be the earliest copy that exists. Scholars disagree over whether the Nicolay Copy was actually the reading copy Lincoln held at Gettysburg on November 19. In an 1894 article that included a facsimile of this copy, Nicolay, who had become the custodian of Lincoln's papers, wrote that Lincoln had brought to Gettysburg the first part of the speech written in ink on Executive Mansion stationery, and that he had written the second page in pencil on lined paper before the dedication on November 19. Matching folds are still evident on the two pages, suggesting it could be the copy that eyewitnesses say Lincoln took from his coat pocket and read at the ceremony. Others believe that the delivery text has been lost, because some of the words and phrases of the Nicolay Copy do not match contemporary transcriptions of Lincoln's original speech. The words "under God", for example, are missing in this copy from the phrase "that this nation (under God) shall have a new birth of freedom..." In order for the Nicolay draft to have been the reading copy, either the contemporary transcriptions were inaccurate, or Lincoln would have had to depart from his written text in several instances. This copy of the Gettysburg Address apparently remained in John Nicolay's possession until his death in 1901, when it passed to his friend and colleague John Hay. It is on permanent display as part of the American Treasures exhibition of the Library of Congress in Washington, D.C.


          


          Hay Copy
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          The existence of the Hay Copy was first announced to the public in 1906, after the search for the "original manuscript" of the Address among the papers of John Hay brought it to light. Significantly, it differs markedly from the manuscript of the Address described by John Hay in his article, and contains numerous omissions and inserts in Lincoln's own hand, including omissions critical to the basic meaning of the sentence, not simply words that would be added by Lincoln to strengthen or clarify their meaning.


          This version has been described as "the most inexplicable" of the drafts and is sometimes referred to as the "second draft." The "Hay Copy" was made either on the morning of the delivery of the Address, or shortly after Lincoln's return to Washington. Those that believe that it was completed on the morning of his address point to the fact that it contains certain phrases that are not in the first draft but are in the reports of the address as delivered and in subsequent copies made by Lincoln. It is probable, they conclude, that, as stated in the explanatory note accompanying the original copies of the first and second drafts in the Library of Congress, Lincoln held this second draft when he delivered the address. Lincoln eventually gave this copy to his other personal secretary, John Hay, whose descendants donated both it and the Nicolay Copy to the Library of Congress in 1916.


          


          Everett Copy


          The Everett Copy, also known as the "Everett-Keyes Copy," was sent by President Lincoln to Edward Everett in early 1864, at Everett's request. Everett was collecting the speeches at the Gettysburg dedication into one bound volume to sell for the benefit of stricken soldiers at New York's Sanitary Commission Fair. The draft Lincoln sent became the third autograph copy, and is now in the possession of the Illinois State Historical Library in Springfield, Illinois, where it is currently on display in the Treasures Gallery of the Abraham Lincoln Presidential Library and Museum.


          


          Bancroft Copy


          The Bancroft Copy of the Gettysburg Address was written out by President Lincoln in February 1864 at the request of George Bancroft, the famed historian and former Secretary of the Navy whose comprehensive ten volume History of the United States later led him to be known as the "father of American History." Bancroft planned to include this copy in Autograph Leaves of Our Country's Authors, which he planned to sell at a Soldiers' and Sailors' Sanitary Fair in Baltimore. As this fourth copy was written on both sides of the paper, it proved unusable for this purpose, and Bancroft was allowed to keep it. This manuscript is the only one accompanied both by a letter from Lincoln transmitting the manuscript and by the original envelope addressed and franked by Lincoln. This copy remained in the Bancroft family for many years, was sold to various dealers and purchased by Nicholas and Marguerite Lilly Noyes, who donated the manuscript to Cornell in 1949. It is now held by the Division of Rare and Manuscript Collections in the Carl A. Kroch Library at Cornell University. It is the only one of the five copies to be privately owned.


          


          Bliss Copy


          Discovering that his fourth written copy could not be used, Lincoln then wrote a fifth draft, which was accepted for the purpose requested. The Bliss Copy, named for Colonel Alexander Bliss, Bancroft's stepson and publisher of Autograph Leaves, is the only draft to which Lincoln affixed his signature. Lincoln is not known to have made any further copies of the Gettysburg Address. Because of the apparent care in its preparation, and in part because Lincoln provided a title and signed and dated this copy, it has become the standard version of the address and the source for most facsimile reproductions of Lincoln's Gettysburg Address.


          This draft now hangs in the Lincoln Room of the White House, a gift of Oscar B. Cintas, former Cuban Ambassador to the United States. Cintas, a wealthy collector of art and manuscripts, purchased the Bliss Copy at a public auction in 1949 for $54,000, at that time the highest price ever paid for a document at public auction. Cintas' properties were claimed by the Castro government after the Cuban Revolution in 1959, but Cintas, who died in 1957, willed the Gettysburg Address to the American people, provided it would be kept at the White House, where it was transferred in 1959.


          Garry Wills concluded the Bliss Copy "is stylistically preferable to others in one significant way: Lincoln removed 'here' from 'that cause for which they (here) gave...' The seventh 'here' is in all other versions of the speech." Wills noted the fact that Lincoln "was still making such improvements," suggesting Lincoln was more concerned with a perfected text than with an 'original' one.


          


          Legacy
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          The importance of the Gettysburg Address in the history of the United States is underscored by its enduring presence in American culture. In addition to its prominent place carved into a stone cella on the south wall of the Lincoln Memorial in Washington, D.C., the Gettysburg Address is frequently referred to in works of popular culture, with the implicit expectation that contemporary audiences will be familiar with Lincoln's words.


          In the many generations that have passed since the Address, it has remained among the most famous speeches in American history. Lincoln's Gettysburg Address is itself referenced in another of those famed orations, Martin Luther King, Jr.'s " I Have a Dream" speech. Standing on the steps of the Lincoln Memorial in August 1963, King began with a reference to President Lincoln and his enduring words: "Five score years ago, a great American, in whose symbolic shadow we stand today, signed the Emancipation Proclamation. This momentous decree came as a great beacon light of hope to millions of Negro slaves who had been seared in the flames of withering injustice."


          The Constitution of France (under the present Fifth Republic) states that the principle of the Republic of France is "gouvernement du peuple, par le peuple et pour le peuple" ("government of the people, by the people, and for the people,") a literal translation of Lincoln's words.


          This fame is somewhat ironic, for Lincoln clearly states that he expects that "the world will little note, nor long remember what we say here."
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              	Capital

              (and largest city)

              	Accra

            


            
              	Official languages

              	English
            


            
              	Demonym

              	Ghanaian
            


            
              	Government

              	Constitutional republic
            


            
              	-

              	President

              	John Agyekum Kufuor
            


            
              	-

              	Vice-President

              	Alhaji Aliu Mahama
            


            
              	Independence

              	from the United Kingdom
            


            
              	-

              	Declared

              	6 March 1957
            


            
              	-

              	Republic

              	1 July 1960
            


            
              	-

              	Constitution

              	28 April 1992
            


            
              	Area
            


            
              	-

              	Total

              	238,535km( 91st)

              92,098 sqmi
            


            
              	-

              	Water(%)

              	3.5
            


            
              	Population
            


            
              	-

              	2007estimate

              	23,000,000( 48th)
            


            
              	-

              	Density

              	93/km( 103rd)

              215/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$65 Billion( 75th)
            


            
              	-

              	Per capita

              	$2,963( 130th)
            


            
              	HDI(2007)

              	▲ 0.553(medium)( 135th)
            


            
              	Currency

              	Ghanaian cedi ( GHS)
            


            
              	Time zone

              	GMT ( UTC0)
            


            
              	-

              	Summer( DST)

              	GMT( UTC0)
            


            
              	Internet TLD

              	.gh
            


            
              	Calling code

              	+233
            

          


          The Republic of Ghana is a country in West Africa. It borders Cte d'Ivoire (also known as Ivory Coast) to the west, Burkina Faso to the north, Togo to the east, and the Gulf of Guinea to the south. The word "Ghana" means "Warrior King", and was the source of the name "Guinea" (via French Guinoye) used to refer to the West African coast (as in Gulf of Guinea).


          Ghana was inhabited in pre-colonial times by a number of ancient kingdoms, including the Ga Adangbes on the eastern coast, inland Empire of Ashanti and various Fante states along the coast and inland. Trade with European states flourished after contact with the Portuguese in the 15th century, and the British established a crown colony, Gold Coast, in 1874.


          Upon achieving independence from the United Kingdom in 1957, the name Ghana was chosen for the new nation to reflect the ancient Empire of Ghana that once extended throughout much of western Africa. In the Ashanti language it is spelled Gaana.


          


          History


          Medieval Ghana (4th - 13th Century):The Republic of Ghana is named after the medieval Ghana Empire of West Africa. The actual name of the Empire was Wagadugu. Ghana was the title of the kings who ruled the kingdom. It was controlled by Sundiata in 1240 AD, and absorbed into the larger Mali Empire. (Mali Empire reached its peak of success under Mansa Musa around 1307.) Around 1235 a Muslim leader named Sundiata united warring tribes. He then brought neighboring states under his rule to create the Mali empire.


          Geographically, the old Ghana was approximately 500 miles north of the present Ghana, and occupied the area between Rivers Senegal and Niger.


          Some inhabitants of present Ghana have ancestors linked with the medieval Ghana. This can be traced down to the Mande and Voltaic people of Northern Ghana--Mamprussi, Dagomba and the Gonja.


          Anecdotal evidence connected the Akans to this Empire. The evidence lies in names like Danso shared by the Akans of present Ghana and Mandikas of Senegal/Gambia who have strong links with the Empire.


          Ghana was also the site of the Empire of Ashanti which was perhaps the most advanced black state in sub-Sahara Africa. It is said that at its peak, the King of Ashanti could field 500,000 troops.


          Up until March 1957, Ghana was known to much of the world as the Gold Coast. The Portuguese who came to Ghana in the 15th Century found so much gold between the rivers Ankobra and the Volta that they named the place Mina - meaning Mine. The Gold Coast was later adopted by English colonists. The French, impressed with the trinkets worn by the coastal people, named the area to the west "Cote d'Ivoire," or Ivory Coast.


          In 1481, King John II of Portugal commissioned Diogo d'Azambuja to build Elmina Castle, which was completed the next year. Their aim was to trade in gold, ivory and slaves, consolidating their burgeoning power in the region.


          By 1598 the Dutch had joined them, and built forts at Komenda and Kormantsi. In 1637 they captured Elmina Castle from the Portuguese and Axim in 1642 (Fort St Anthony). Other European traders joined in by the mid 17th century, largely English, Danes and Swedes. The coastline was dotted by more than 30 forts and castles built by Dutch, British and Danish merchants. The Gold Coast became the highest concentration of European military architecture outside of Europe. By the latter part of 19th century the Dutch and the British were the only traders left and after the Dutch withdrew in 1874, Britain made the Gold Coast a protectorate.


          For most of central sub-Saharan Africa, agricultural expansion marked the period before 500. Farming began earliest on the southern tips of the Sahara, eventually giving rise to village settlements. Toward the end of the classical era, larger regional kingdoms had formed in West Africa, one of which was the Kingdom of Ghana, north of what is today the nation of Ghana. After its fall at the beginning of the 13th century, Akan migrants moved southward then founded several nation-states including the first great Akan empire of the Bono which is now known as the Brong Ahafo region in Ghana. Later Akan groups such as the Ashanti federation and Fante states are thought to possibly have roots in the original Bono settlement at Bono manso. Much of the area was united under the Empire of Ashanti by the 16th century. The Ashanti government operated first as a loose network and eventually as a centralized kingdom with an advanced, highly-specialized bureaucracy centered in Kumasi.


          The first contact between the Ghanaian peoples, the Fantes on the coastal area and Europeans occurred in 1482. The Portuguese first landed at Elmina, a coastal city inhabited by the Fanti nation-state in 1482. During the next few centuries parts of the area were controlled by British, Portuguese, and Scandinavian powers, with the British ultimately prevailing. These nation-states maintained varying alliances with the colonial powers and each other, which resulted in the 1806 Ashanti-Fante War, as well as an ongoing struggle by the Empire of Ashanti against the British. Moves toward regional de-colonization began in 1946, and the area's first constitution was promulgated in 1951.


          Formed from the merger of the British colony Gold Coast, The Empire of Ashanti and the British Togoland trust territory by a UN sponsored plebiscite, Ghana became the first democratic sub-Sahara country in colonial Africa to gain its independence in 1957. Kwame Nkrumah, founder and first president of the modern Ghanaian state, was not only an African anti-colonial leader but also one with a dream of a united Africa which would not drift into neo-colonialism. He was the first African head of state to espouse Pan-Africanism, an idea he came into contact with during his studies at Lincoln University in Pennsylvania (United States), at the time when Marcus Garvey was becoming famous for his "Back to Africa Movement." He merged the dreams of both Marcus Garvey and the celebrated African-American scholar W.E.B. Du Bois into the formation of the modern day Ghana. Ghana's principles of freedom and justice, equity and free education for all, irrespective of ethnic background, religion or creed borrow from Osagyefo Dr. Kwame Nkrumah's implementation of Pan-Africanism.


          Nkrumah was overthrown by a military coup in 1966. It has been argued that this was supported by the U.S. Central Intelligence Agency; that assertion remains generally unproven. A series of subsequent coups ended with the ascension to power of Flight Lieutenant Jerry Rawlings in 1981. These changes resulted in the suspension of the constitution in 1981 and the banning of political parties. A new constitution, restoring multi-party politics, was promulgated in 1992, and Rawlings was elected as president in the free and fair elections of that year and again won the elections 1996 to serve his second term. The constitution prohibited him from running for a third term. John Kufuor, the current president, is now serving his second term, which ends in 2008 where another election will be held to elect a new president. Last year 2007 marks Ghana's Golden Jubilee celebration of its 50-year anniversary, which was on March 6th, 1957.


          


          Economy


          Well endowed with natural resources, Ghana has twice the per capita output of the poorer countries in West Africa. Even so, Ghana remains heavily dependent on international financial and technical assistance as well as the activities of the extensive Ghanaian diaspora. Gold, timber, cocoa, diamond, bauxite, and manganese exports are major sources of foreign exchange. An oilfield which is reported to contain up to 3 billion barrels of light oil was discovered in 2007.


          The domestic economy continues to revolve around subsistence agriculture, which accounts for 50% of GDP and employs 85% of the work force, mainly small landholders. Ghana made progress under a three-year structural adjustment programme in cooperation with the IMF. On the negative side, public sector wage increases and regional peacekeeping commitments have led to continued inflationary deficit financing, depreciation of the Cedi, and rising public discontent with Ghana's austerity measures. Even so, Ghana remains one of the more economically sound countries in all of Africa.


          The country has since July, 2007, embarked on a currency re-denomination exercise, from Cedi () to the new currency, the Ghana Cedi (GH). The transfer rate is 1 Ghana Cedi for every 10,000 Cedis. The Bank of Ghana has embarked upon an aggressive media campaign to educate the public about what re-denomination entails. The new Ghana Cedi is now exchanging at a rate of $1 USD =Gh 0.93


          Value Added Tax is a consumption tax administered in Ghana. The tax regime which started in 1998 had a single rate but since September 2007 entered into a multiple rate regime. In 1998, the rate of tax was 10% and amended in 2000 to 12.5%. However with the passage of Act 734 of 2007, a 3% VAT Flat Rate Scheme (VFRS) begun to operate for the retail distribution sector. This allows retailers of taxable goods under Act 546 to charge a marginal 3% on their sales and account on same to the VAT Service. It is aimed at simplifying the tax system and increasing compliance. It is the hope of government that if properly monitored, it would ultimately increase tax revenue in the country.


          


          Regions and districts
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          Ghana is a divided into 10 regions, subdivided into a total of 138 districts. The regions are:


          
            
              	
                
                  	Ashanti


                  	Brong Ahafo


                  	Central


                  	Eastern

                

              

              	

              	
                
                  	Greater Accra


                  	Northern


                  	Upper East

                

              

              	

              	
                
                  	Upper West


                  	Volta


                  	Western

                

              

              	
                



                


              
            

          


          


          


          Population of major cities


          
            
              	City

              	Population
            


            
              	Accra

              	2,096,653
            


            
              	Kumasi

              	1,604,909
            


            
              	Tamale

              	390,730
            


            
              	Sekondi-Takoradi

              	260,651

              	
            


            
              	Tema

              	229,106
            


            
              	Teshie

              	154,513
            


            
              	Cape Coast

              	154,204
            


            
              	Obuasi

              	147,613
            

          


          


          Geography


          
            [image: Map of Ghana]

            
              Map of Ghana
            

          


          
            [image: Satellite image of Ghana, generated from raster graphics data supplied by The Map Library]

            
              Satellite image of Ghana, generated from raster graphics data supplied by The Map Library
            

          


          Ghana is a country located on the Gulf of Guinea, only a few degrees north of the Equator, therefore giving it a warm climate. The Greenwich Meridian also passes through Ghana, specifically through the industrial city of Ghana-Tema; so it is said that Ghana is geographically closer to the "centre" of the world than any other country. Cte d'Ivoire is located to the west of Ghana while Burkina Faso and Togo are located to its north and east respectively. The coastline is mostly a low, sandy shore backed by plains and scrub and intersected by several rivers and streams. A tropical rain forest belt, broken by heavily forested hills and many streams and rivers, extends northward from the shore. North of this belt, the land is covered by low bush, park-like savannah, and grassy plains.


          The climate is tropical. The eastern coastal belt is warm and comparatively dry (see Dahomey Gap); the southwest corner, hot and humid; and the north, hot and dry. Lake Volta, the world's largest artificial lake, extends through large portions of eastern Ghana.


          


          Demographics


          Major Ethnic groups: Akan 49%, Moshi-Dagomba 16%, Ewe 13%, Ga 8%. European and other: 0.2%


          Religions: Christian 63%, African beliefs 21%, Muslim 16%, More recent estimates indicate that Muslims make up 30% of the population.


          


          Crime and Punishment


          Advance fee fraud (also known as "419" and the "Nigerian scam") is a form of organized crime common in many countries, including Ghana. The scammer persuades the target to advance relatively small sums of money (the advance fee) in the hope of realizing a much larger gain (usually touted as millions).


          


          Languages


          More than 100 languages and dialects are spoken in Ghana. English is the country's official language and predominates government and business affairs. It is also the standard language used for educational instruction. Native Ghanaian languages are divided into two linguistic subfamilies of the Niger-Congo language family. Languages belonging to the Kwa subfamily are found predominantly to the south of the Volta River, while those belonging to the Gur subfamily are found predominantly to the north. The Kwa group, which is spoken by about 75% of the country's population, includes the Akan, Ga-Dangme, and Ewe languages. The Gur group includes the Gurma, Grusi, and Dagbani languages.


          Nine languages have the status of government-sponsored languages: Akan, Dagaare/Wale, Dagbani, Dangme, Ewe, Ga, Gonja, Kasem, and Nzema. Though not an official language, Hausa is the lingua-franca spoken among Ghana's Muslims, who comprise about 14% of the population.


          


          Education


          Presently, Ghana has 18,530 primary schools, 8,850 junior secondary schools, 900 senior secondary schools, 28 training colleges, 20 technical institutions, 4 diploma-awarding institutions, 6 public universities and over 10 private universities. That means that most Ghanaians have relatively easy access to primary and secondary education. These numbers can be contrasted with the single university and handful of secondary and primary schools that existed at the time of independence in 1957. Ghana's spending on education has varied between 28 and 40 percent of its annual budget in the past decade. All teaching is done in English, Ghana's official language.


          Ghana has a 6-year primary education system beginning at the age of six and, under the educational reforms implemented in 1987, they pass on to a 3-year junior secondary system all making up the basic education and then afterwards a three year senior secondary system. The new educational reforms programme which was introduced in 2007 has now replaced the previous system. Now the junior secondary school is now junior high school (JHS). At the end of the 3rd year of JHS, there is a Basic Education Certificate Examination (BECE). Those continuing must complete the 4-year senior high school (SHS) program and take an admission exam to enter university. School enrollment totals over 2 million: 1.3 million primary; 550,000 middle; 300,000 secondary; 84,280 technical; 18,000 teacher training, and 89,000 in university.


          The shortage of places in post-secondary education is acute; one out of nine senior secondary graduates finds a place in a technical, teacher-training, or four-year university program.


          


          International rankings


          
            
              	Organization

              	Survey

              	Ranking
            


            
              	Heritage Foundation/The Wall Street Journal

              	Index of Economic Freedom

              	91 out of 157
            


            
              	Reporters Without Borders

              	Worldwide Press Freedom Index

              	29 out of 168
            


            
              	Transparency International

              	Corruption Perception Index

              	69 out of 179
            


            
              	United Nations Development Programme

              	Human Development Index

              	135 out of 177
            


            
              	Vision of Humanity

              	Global Peace Index

              	40 out of 121
            


            
              	World Economic Forum

              	Global Competitiveness Report

              	not ranked
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          Noted in historical accounts as the Ghost Dance of 1890, the Ghost Dance was a religious movement incorporated into numerous Native American belief systems. The traditional ritual used in the Ghost Dance, the circle dance, has been used by many Native Americans since prehistoric times, but was first performed in accordance with Jack Wilson's teachings among the Nevada Paiute in 1889. The practice swept throughout much of the American West, quickly reaching areas of California and Oklahoma. As the Ghost Dance spread from its original source, Native American tribes synthesized selective aspects of the ritual with their own beliefs, often creating change in both the society that integrated it and the ritual itself.


          At the core of the movement was the prophet of peace Jack Wilson, known as Wovoka among the Paiute, who prophesied a peaceful end to white American expansion while preaching messages of clean living, an honest life, and cross-cultural cooperation. Perhaps the best known facet of the Ghost Dance movement is the role it reportedly played in instigating the Wounded Knee massacre in 1890, which resulted in the deaths of at least 153 Lakota Sioux. The Sioux variation on the Ghost Dance tended towards millenarianism, an innovation which distinguished the Sioux interpretation from Jack Wilson's original teachings.


          


          Historical foundations


          


          Paiute background


          The Northern Paiutes living in Mason Valley, in what is now the U.S. state of Nevada, at the time of settlement by white American homesteaders, were known collectively as the Tvusi-dkad, (Tvusi-: Cyperus-bulb and dkad: eaters). The Northern Paiute community thrived upon a subsistence pattern of foraging through this locally plentiful food source for a portion of the year, also augmenting their diets with fish, pine nuts, and the occasional clubbing of wild game.


          The Tvusi-dkad lacked any permanent political organization or officials, instead operating within a less stratified social system of self-proclaimed spiritually blessed individuals organizing events or activities for the betterment of the group as a whole. Usually, community events centered on the observance of a ritual at a prescribed time of year or was intended to organize activities like harvests or hunting parties. One such extraordinary instance occurred in 1869 when Hawthorne Wodziwob, a Paiute man, organized a series of community dances to announce his vision. He spoke of a journey to the land of the dead and of promises made to him by the souls of the recently deceased. They promised to return to their loved ones within a period of 3-4 years. Wodziwobs peers accepted this vision, probably due to his already reputable status as a healer, as he urged the populace to dance the common circle dance as was customary during a time of festival. He continued preaching this message for 3 years with the help of a local "weather doctor" named Tavibo, the father of Jack Wilson.


          Prior to Wodziwobs religious movement, a devastating typhoid epidemic struck in 1867. This and other European diseases killed approximately one tenth of the total population, resulting in widespread psychological and emotional trauma, which brought grave disorder to the economic system. Many families were prevented from continuing their nomadic lifestyle, following pine nut harvests and wild game herds. Left with few options, many families ended up in Virginia City seeking wage work.


          


          Round dance precursors


          The physical form of the ritual associated with the Ghost Dance religion did not originate with Jack Wilson, nor did it die with him. Referred to as the round dance, this ritual form characteristically includes a circular community dance held around an individual who leads the ceremony. Often accompanying the ritual are intermissions of trance, exhortations and prophesying.


          The term  prophet dances was applied during an investigation of Native American rituals carried out by anthropologist Leslie Spier, a student of Franz Boas. He noted that versions of the round dance were present throughout much of the Pacific Northwest including the Columbia plateau (a region including Washington, Oregon, Idaho, and parts of western Montana). However, Spiers study was conducted at a time when most of these rituals had already incorporated Christian elements, which further complicated the investigation of the round dances origin.


          European impact on native populations (often prior to actual physical exploration of the more remote regions of the continent) has made it difficult to acquire pristine data on North American societies during their pre-historic or proto-historic eras. Changes in Native American societies before physical contact with Europeans can be attributed to severe disease epidemics, an increased frequency and volume in trade caused by the introduction of European goods, from Europeans purchasing local resources and the introduction of the horse (which revolutionized the foraging lifestyle for some aboriginal societies).


          Enculturation and diffusion are not the only explanations for the common circle dance rituals. Anthropologist James Mooney was one of the first to study the circle dance. He observed striking similarities in many Native American rituals. However, he also claimed that a hope and longing common to all humanity, manifests through behaviour rooted in human physiology and common experience; therefore, alluding to either the notion of universal imprints on the human mind, or to ubiquitous behaviors drawn from universal life courses that led to the ritual form.


          


          Jack Wilsons vision
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          Jack Wilson, the prophet formerly known as Wovoka until his adoption of an Anglo name, was believed to have experienced a vision during a solar eclipse on January 1, 1889. It was reportedly not his first time experiencing a vision directly from God; but as a young adult, he claimed that he was then better equipped, spiritually, to handle this message. Jack had received training from an experienced holy man under his parents guidance after they realized that he was having difficulty interpreting his previous visions. Jack was also training to be a weather doctor, following in his fathers footsteps, and was known throughout Mason Valley as a gifted and blessed young leader. He often presided over circle dances, which symbolizes the suns heavenly path across the sky, while preaching a message of universal love.


          Anthropologist James Mooney conducted an interview with this charismatic preacher in 1892. Mooney confirmed that his message matched that given to his fellow aboriginal Americans. This study compared letters between tribes and notes that Jack asked his pilgrims to take upon their arrival at Mason Valley. Jack told Mooney that he had stood before God in Heaven, and had seen many of his ancestors engaged in their favorite pastimes. God showed Jack a beautiful land filled with wild game, and instructed him to return home to tell his people that they must love each other, not fight, and live in peace with the whites. God also stated that Jacks people must work, not steal or lie, and that they must not engage in the old practices of war or the traditional self-mutilation practices connected with mourning the dead. God said that if his people abided by these rules they would be united with their friends and family in the other world.


          In Gods presence, Jack proclaimed, there would be no sickness, disease, or old age. According to Jack, he was then given the Ghost Dance and commanded to take it back to his people. Jack preached that if this five-day dance was performed in the proper intervals, the performers would secure their happiness and hasten the reunion of the living and deceased. God purportedly gave Jack powers over weather and told him that he would be the deputy in charge of affairs in the Western United States, leaving current President Harrison as Gods deputy in the East. Jack claims that he was then told to return home and preach Gods message.


          Jack Wilson claimed to have left the presence of God convinced that if every Indian in the West danced the new dance to hasten the event, all evil in the world would be swept away leaving a renewed Earth filled with food, love, and faith. Quickly accepted by his Paiute brethren, the new religion was termed Dance In A Circle. Because the first European contact with the practice came by way of the Sioux, their expression Spirit Dance was adopted as a descriptive title for all such practices. This was subsequently translated as Ghost Dance.


          


          Role in Wounded Knee Massacre


          Through Native Americans and some Anglo Americans, Jack Wilsons message spread across much of the western portion of the United States. Early in the religious movement many tribes sent members to investigate the self-proclaimed prophet, while other communities sent delegates only to be cordial. Regardless of their motivations, many left believers and returned to their homeland preaching his message. The Ghost Dance was also investigated by many Mormons from Utah, for whom the concepts of the Native American prophet were familiar and often accepted.
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          While most followers of the Ghost Dance understood Wovokas role as being that of a teacher of pacifism and peace, others did not.


          An alternate interpretation of the Ghost Dance tradition may be seen in the so-called Ghost Shirts, which were special garments rumored to repel bullets through spiritual power. It is uncertain where this belief originated, although some observers such as James Mooney have argued that the most likely source is the Mormon endowment garment (which some Mormons believed would protect the pious wearer from danger). Despite the uncertainty of its origins, it is generally accepted that chief Kicking Bear brought the concept to his own people, the Lakota Sioux, in 1890.


          Another Lakota interpretation of Jacks religion is drawn from the idea of a renewed Earth in which all evil is washed away. This Lakota interpretation included the removal of all Anglo Americans from their lands, unlike Jacks version of the Ghost Dance which encouraged harmonious co-existence with Anglos.


          In February 1890, the United States government broke a Lakota treaty by adjusting the Great Sioux Reservation of South Dakota (an area that formerly encompassed the majority of the state) into five smaller reservations. This was done to accommodate white homesteaders from the Eastern United States and was in accordance with the governments clearly stated policy of breaking up tribal relationships and conforming Indians to the white mans ways, peaceably if they will, or forcibly if they must. Once on the reduced reservations, tribes were separated into family units on 320 acre plots, forced to farm, raise livestock, and send their children to boarding schools that forbade any inclusion of Native American traditional culture and language.


          To help support the Sioux during the period of transition, the Bureau of Indian Affairs (BIA), was delegated the responsibility of supplementing the Sioux with food and hiring white farmers as teachers for the people. The farming plan failed to take into account the difficulty Sioux farmers would have in trying to cultivate crops in the semi-arid region of South Dakota. By the end of the 1890 growing season, a time of intense heat and low rainfall, it was clear that the land was unable to produce substantial agricultural yields. Unfortunately, this was also the time when the governments patience with supporting the so-called lazy Indians ran out, resulting in rations to the Sioux being cut in half. With the bison virtually eradicated from the plains a few years earlier, the Sioux had no options available to escape starvation.


          Increased performances of the Ghost Dance ritual ensued, frightening the supervising agents of the BIA. Kicking Bear was forced to leave Standing Rock, but when the dances continued unabated, Agent McLaughlin asked for more troops, claiming that Hunkpapa spiritual leader Sitting Bull was the real leader of the movement. A former agent, Valentine McGillycuddy, saw nothing extraordinary in the dances and ridiculed the panic that seemed to have overcome the agencies, saying: The coming of the troops has frightened the Indians. If the Seventh-Day Adventists prepare the ascension robes for the Second Coming of the Savior, the United States Army is not put in motion to prevent them. Why should not the Indians have the same privilege? If the troops remain, trouble is sure to come.


          Nonetheless, thousands of additional U.S. Army troops were deployed to the reservation. On December 15, 1890, Sitting Bull was arrested on the reservation for failing to stop his people from practicing the Ghost Dance.During the incident, a Sioux witnessing the arrest fired at one of the soldiers prompting an immediate retaliation; this conflict resulted in deaths on both sides, including the loss of Sitting Bull himself.


          Big Foot, a Miniconjou leader on the U.S. Armys list of trouble-making Indians, was stopped while en route to convene with the remaining Sioux chiefs. U.S. Army officers forced him and his people to relocate to a small camp close to the Pine Ridge Agency so that the soldiers could more closely watch the old chief. That evening, December 28, the small band of Sioux erected their tipis on the banks of Wounded Knee Creek. The following day, during an attempt by the officers to collect any remaining weapons from the band, one young and deaf Sioux warrior refused to relinquish his arms. A struggle followed in which somebody's weapon discharged into the air. One U.S. officer gave the command to open fire and the Sioux responded by taking up previously confiscated weapons; the U.S. forces responded with carbine firearms and several rapid fire light artillery (Hotchkiss) guns mounted on the overlooking hill. When the fighting had concluded, 25 U.S. soldiers lay dead, many killed by friendly fire, amongst the 153 dead Sioux, most of whom were women and children.


          Following the massacre, chief Kicking Bear officially surrendered his weapon to General Nelson A. Miles. Outrage in the Eastern United States emerged as the general population learned about the events that had transpired. The U.S. government had insisted on numerous occasions that the Native American had already been successfully pacified, and many Americans felt the U.S. Army actions were harsh; some related the massacre at Wounded Knee Creek to the ungentlemanly act of kicking a man when he is already down. Public uproar played a role in the reinstatement of the previous treatys terms including full rations and more monetary compensation for lands taken away.


          However, twenty of the soldiers involved received Medals of Honour for their part in the slaughter; these awards have never been revoked.


          


          Relevant anthropological theory


          


          Religious revitalization model


          Anthropologist Anthony F. C. Wallaces model (1956) describes the process of a revitalization movement. It is derived from studies of another Native American religious movement, The Code of Handsome Lake, which may have led to the formation of the Longhouse Religion.


          I. Period of generally satisfactory adaptation to a groups social and natural environment.


          II. Period of increased individual stress. While the group as a whole is able to survive through its accustomed cultural behaviour, however changes in the social or natural environment frustrate efforts of many people to obtain normal satisfactions of their needs.


          III. Period of cultural distortion. Changes in the groups social or natural environment drastically reduce the capacity of accustomed cultural behaviour to satisfy most persons physical and emotional needs.


          IV. Period of revitalization: (1) reformulation of the cultural pattern; (2) its communication; (3) organization of a reformulated cultural pattern; (4) adaptation of the reformulated pattern to better meet the needs and preferences of the group; (5) cultural transformation; (6) routinization-the adapted reformulated cultural pattern becomes the standard cultural behaviour for the group.


          V. New period of generally satisfactory adaptation to the group's changed social and/or natural environment.


          


          Ghost Dance within revitalization model


          In Alice Beck Kehoes ethnohistory of the Ghost Dance, she presents the movement within the framework of Wallaces model of religious revitalization. The Tvusi-dkads age of traditional subsistence patterns constitutes a period of generally satisfactory cultural adaptation to their environment which lasted until around 1860. Corresponding with an influx of white settlers begins the second phase of Wallaces model, hallmarked by increased individual stress placed on some members of the community. Almost the entire 1880s are placed into the models third period, that of cultural distortion, due to the increased presence of white agribusiness and the United States government. With the introduction of Jack Wilsons Ghost Dance, the fourth period of revitalization is ushered which characteristically occurs after sufficient changes accrue to significantly warp the societys cultural pattern. Following the revitalization is yet another period of satisfactory adaptation which is dated to about 1900. By this time almost all sources of traditional food were eradicated from the Tvusi-dkads long-established homeland, leading to the adoption of white American subsistence methods while still maintaining a Paiute culture.


          


          Reason for rejection


          Worthless words was the description given to the Ghost Dance in 1890 by Navajo leaders. Three years later James Mooney arrived at the Navajo reservation in northern Arizona during his study of the Ghost Dance movement, only to discover that the ritual was never incorporated into Navajo society even during the brief period of its widespread acceptance in western portions of the United States. According to Kehoe, the movement did not gain fervor there in 1890 due to higher levels of social and economic satisfaction at that time. Another factor at play was the fear of ghosts and spirits among the Navajo, based in their own particular religious beliefs. Kehoe continues to elaborate on the circumstances of the Navajos later acceptance of the Peyote Religion during more desperate times


          


          Movements with similarities


          
            	1856-1857 Cattle-Killing in South Africa in which perhaps 60,000 of the Xhosa people died of self-induced starvation. They destroyed their food supplies based on a vision that came to Nongqawuse.


            	The Righteous Harmony Society was a Chinese movement which also believed in magical clothing, reacting against Western colonialism.


            	The Maji Maji Rebellion where an African spirit medium gave his followers war medicine that he said would turn German bullets into water.


            	Melanesian cargo cults believed in a return of their ancestors brought by Western technology (see Vailala Madness, Jon Frum).


            	The Spanish Carlist troops fought against secularism and believed in the detente bala  pieces of cloth with an image of the Holy Heart of Jesus  would protect them against bullets.


            	Burkhanism was an Altayan movement that reacted against Russification.


            	Child soldiers in the civil wars of Liberia wore wigs and wedding gowns to confuse enemy bullets by assuming a dual identity. See Joshua Blahyi.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Artiodactyla

                  


                  
                    	Family:

                    	Bovidae

                  


                  
                    	Subfamily:

                    	Bovinae

                  


                  
                    	Genus:

                    	Taurotragus

                  


                  
                    	Species:

                    	T. derbianus

                  

                

              
            


            
              	Binomial name
            


            
              	Taurotragus derbianus

              Gray, 1847
            

          


          The Giant Eland (Taurotragus derbianus also known as the Lord Derby Eland) is an open forest savannah antelope. It is found in Central African Republic, Sudan, Cameroon and Senegal. There are two subspecies: the endangered T. d. derbianus, found in Senegal's Niokolo-Koba National Park, and the low risk T. d. gigas, found in Central Africa.


          


          Characteristics


          Giant Eland are typically between 220-290 cm (7.3-9.6 ft) in length, stand approximately 150 to 175 cm (4.9 to 5.7 ft) at the shoulder, and weigh 440-900 kg (968- 1,980 lb). The smooth coat is reddish-brown to chestnut, usually darker in males than females, with several well-defined vertical white stripes on the torso. A crest of short black hair extends down the neck to the middle of the back, and is especially prominent on the shoulders. The slender legs are slightly lighter on their inner surfaces, with black and white markings just above the hooves. There are large black spots on the upper forelegs. The bridge of the nose is charcoal black, and there is an thin, indistinct tan-coloured chevron between the eyes. The lips are white, along with several dots along the jaw-line. A pendulous dewlap, larger in males then females, originates from between the jowls and hangs to the upper chest, with a fringe of hair on its edge. The tail is long, and ends with a dark tuft of hair. Both sexes have tightly spiralled horns, which are relatively straight. In males the horns form a wide "V" and can grow to 120 cm (4 ft) in length, slightly longer than on females.


          


          Ontogeny and Reproduction


          Gestation Period: 9 months

          Young per Birth: 1

          Weaning: After 6 months.

          Sexual Maturity: Females at 15-36 months, males at 4-5 years.

          Life span: Up to 25 years.


          



          


          Ecology and Behaviour


          Primarily nocturnal, Giant Elands are highly nomadic, with large home ranges and seasonal migration patterns. During the day, herds often rest in sheltered areas. A gregarious species, Giant Eland herds usually consist of twenty or more animals and do not disband during the wet season, suggesting that social rather than ecological factors are responsible for herding. There is no evidence of territoriality, and males rarely display aggression, even during the breeding season. Giant Eland are alert and wary, making them difficult to approach and observe. They move quickly, running at over 70 kmph (42 mph), and despite their size are exceptional jumpers, easily clearing heights of 1.5 m (5 ft). Giant Eland live in open forest and savannah where they eat grass, leaves, and branches. Their primary predators are the Lion and Spotted Hyena.


          


          Distribution


          Broad-leafed savanna and glades in two isolated pockets in central and western Africa.
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              	Binomial name
            


            
              	Heracleum mantegazzianum

              Sommier & Levier
            

          


          Giant Hogweed (Heracleum mantegazzianum), or Giant Cow-parsley, is a member of the family Apiaceae, native to the Caucasus Region and Central Asia. It may reach 2-5 metres (rarely to 7 m) tall. Except for size, it closely resembles Common Hogweed (Heracleum sphondylium), Heracleum sosnowskyi or Garden Angelica (Angelica archangelica).


          It is further distinguished by a stout, dark reddish-purple stem and spotted leaf stalks that are hollow and produce sturdy bristles. Stems vary from 3-8 cm in diameter, occasionally up to 10 cm. The stem shows a purplish-red pigmentation with raised nodules. Each purple spot on the stem surrounds a hair, and there are large, coarse white hairs at the base of the leaf stalk. The plant has deeply incised compound leaves which grow up to 1-1.7 m in width.


          Giant Hogweed is a perennial with tuberous rootstalks which form perennating buds each year. It flowers from late spring to mid summer, with numerous white flowers clustered in an umbrella-shaped head that is up to 80 cm (2.5 ft) in diameter across its flat top. The plant produces flattened, 1 cm long, oval dry seeds that have a broadly rounded base, and broad marginal ridges. It flowers from late spring to mid summer, and then produces between 1,500 to 100,000 seeds. Shoots die down in the fall. Tall stems mark its locations during winter.


          Many foreign plants were introduced to Britain in the 19th century, mainly for ornamental reasons. A few have become aggressively dominant, creating serious problems in some areas. It is now widespread throughout the British Isles especially along riverbanks. By forming dense stands they can displace native plants and reduce wildlife interests. It has also spread in the northeastern and northwestern United States. It is equally a pernicious invasive species in Germany, France and Belgium, overtaking the local species. It was introduced in France in the 19th century by botanists, much appreciated by beekeepers.


          


          Phototoxicity


          Giant Hogweed is a phototoxic plant. Its sap can cause phytophotodermatitis (severe skin inflammations) when the skin is exposed to sunlight or to UV-rays. Initially the skin colours red and starts itching. Then blisters form as in burns within 48 hours. They form black or purplish scars, which can last several years. Hospitalisation may become necessary. Presence of minute amounts of sap in the eyes, can lead to temporary or even permanent blindness. These reactions are caused by the presence of linear derivatives of furocoumarin in its leaves, roots, stems, flowers, and seeds. These chemicals can get into the nucleus of the epithelial cells, forming a bond with the DNA, causing the cells to die. The brown colour is caused by the production of melanin by furocoumarins. In Germany, where this plant has become a real nuisance, there were about 16,000 victims in 2003.
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          Children should be kept away from Giant Hogweed, and protective clothing (including eye protection) should be worn when handling it or digging it. If skin is exposed, the affected area should be washed thoroughly with soap and water and the exposed skin protected from the sun for several days.


          


          Countermeasures


          Because of its phototoxicity and its invasive nature, Giant Hogweed is often actively removed. In the UK the Wildlife and Countryside Act 1981 makes it an offence to plant or cause Giant Hogweed to grow in the wild.


          For effective control, the plant should not be mowed down, but rather sprayed with an herbicide on intervals until it is gone. Even after the parent plant is completely removed, the numerous seeds left behind can germinate 7 to 15 years later, and ongoing monitoring is required. If the physical method of control uses effective bodily protection such as head to toe covering, plus eye protection, removing the green growth helps to exhaust the root and will weaken the plant, so digging it out (as far as 60 cm deep) and chopping it is feasible.
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          Herbicides such as 2,4-D, TBA, MCPA and dicamba will kill above ground parts but are reportedly not particularly effective on persistent rootstalks. Glyphosate ( Roundup) is considered the most effective herbicide and should be used cautiously around desirable species since it is nonselective. Application during bud stage and while the plant is actively growing is recommended by New York Cooperative Extension.
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          The giant panda (Ailuropoda melanoleuca, "black-and-white cat-foot"; Chinese: 大熊貓) is a mammal classified in the bear family, Ursidae, native to central-western and southwestern China. It is easily recognized by its large, distinctive black patches around the eyes, ears and on its round body. Though belonging to the order Carnivora, the panda has a diet which is 99% bamboo. However, they may eat other foods such as honey, eggs, fish and yams.


          The Giant Panda is an endangered animal; an estimated 3,000 pandas live in the wild and over 180 were reported to live in captivity by August 2006 in mainland China (another source by the end of 2006 put the figure for China at 221), with twenty pandas living outside of China. However, reports show that the numbers of wild panda are on the rise.


          The giant panda is a favorite of the public, at least partly on account of the fact that the species has an appealing baby-like cuteness that makes it seem to resemble a living teddy bear. The fact that it is usually depicted reclining peacefully eating bamboo, as opposed to hunting, also adds to its image of innocence. Though the giant panda is often assumed docile because of their cuteness, they have been known to attack humans, usually assumed to be out of irritation rather than predatory behaviour.


          


          Description


          The Giant Panda has a very distinctive black-and-white coat. Adults measure around 1.5 m long and around 75 cm tall at the shoulder. Males can weigh up to 115 kg (253 pounds). Females are generally smaller than males, and can occasionally weigh up to 100 kg (220 pounds). Giant Pandas live in mountainous regions, such as Sichuan, Gansu, Shaanxi, and Tibet. While the Chinese dragon has been historically a national emblem for China, since the latter half of the 20th century the Giant Panda has also become an informal national emblem for China. Its image appears on a large number of modern Chinese commemorative silver, gold, and platinum coins.


          The Giant Panda has an unusual paw, with a " thumb" and five fingers; the "thumb" is actually a modified sesamoid bone, which helps the panda to hold the bamboo while eating. Stephen Jay Gould wrote an essay about this, then used the title The Panda's Thumb for a book of essays concerned with evolution and intelligent design. The Giant Panda has a short tail, approximately 15cm long. Giant Pandas can usually live to be 20-30 years old while living in captivity.


          


          Behaviour


          Until recently, scientists thought giant pandas spent most of their lives alone, with males and females meeting only during the breeding season. Recent studies paint a different picture, in which small groups of pandas share a large territory and sometimes meet outside the breeding season.


          Like most subtropical mammals, but unlike most bears, the giant panda does not hibernate.


          


          Diet


          


          Despite its taxonomic classification as a carnivore, the panda has a diet that is primarily herbivorous, which consists almost exclusively of bamboo. However, pandas still have the digestive system of a carnivore and do not have the ability to digest cellulose efficiently, and thus derive little energy and little protein from consumption of bamboo. The average Giant Panda eats as much as 20 to 30 pounds of bamboo shoots a day. Because pandas consume a diet low in nutrition, it is important that they keep their digestive tract full.


          As the average temperature of the region has increased, the panda has pushed its habitat to a higher altitude and limited the available space. Furthermore, the timber profit, gained from harvesting bamboo - the panda's food - has destroyed the food supply for the wild panda because of all these elements. From 1973-1984 the population of wild pandas decreased by 50 percent in six areas of Asia. Although giant pandas subsist on an herbivore's diet, they retain the relatively simple digestive trait of a carnivore. The panda's round face is an adaptation to its bamboo diet. Their powerful jaw muscles attach from the top of the head to the jaw. Large molars crush and grind fibrous plant material.


          Twenty-five species of bamboo are eaten by pandas in the wild, but it is hard to live in the remains of a forest and feed on dying plants in a rugged landscape. Only a few bamboo species are widespread at the high altitudes pandas now inhabit. Bamboo leaves contain the highest protein levels, stems have less.


          Because of the synchronous flowering, death and regeneration of all bamboo within a species, pandas must have a least two different species available in their range to avoid starvation. While primarily herbivorous, the panda still retains decidedly ursine teeth, and will eat meat, fish, and eggs when available. In captivity, zoos typically maintain the pandas' bamboo diet, though some will provide specially formulated biscuits or other dietary supplements.


          


          Classification


          For many decades the precise taxonomic classification of the panda was under debate as both the giant panda and the distantly related red panda share characteristics of both bears and raccoons. However, genetic testing suggests that giant pandas are true bears and part of the Ursidae family, though they differentiated early in history from the main ursine stock. The giant panda's closest ursine relative is the Spectacled Bear of South America. (Disagreement still remains about whether or not the red panda belongs in Ursidae, the raccoon family Procyonidae, or in its own family, Ailuridae.)


          


          Subspecies
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          Two subspecies of giant panda have been recognized on the basis of distinct cranial measurements, colour patterns, and population genetics (Wan et al., 2005).


          Ailuropoda melanoleuca melanoleuca consists of most extant populations of panda. These animals are principally found in Sichuan and display the typical stark black and white contrasting colors.


          Ailuropoda melanoleuca qinlingensis is restricted to the Qinling Mountains in Shaanxi at elevations of 13003000m. The typical black and white pattern of Sichuan Pandas is replaced with a dark brown versus light brown pattern. The skull of A. m. qinlingensis is smaller than its relatives and it has larger molars.


          


          Uses and human interaction


          Unlike many other animals in ancient China, pandas were rarely thought to have medical uses. In the past, pandas were thought to be rare and noble creatures; the mother of Emperor Wen of Han was buried with a panda skull in her tomb. Emperor Taizong of Tang was said to have given Japan two pandas and a sheet of panda skin as a sign of goodwill.


          The giant panda was first made known to the West in 1869 by the French missionary Armand David, who received a skin from a hunter on 11 March 1869. The first westerner known to have seen a living giant panda is the German zoologist Hugo Weigold, who purchased a cub in 1916. Kermit and Theodore Roosevelt, Jr., became the first foreigners to shoot a panda, on an expedition funded by the Field Museum of Natural History in the 1920s. In 1936, Ruth Harkness became the first Westerner to bring back a live giant panda, a cub named Su-Lin who went to live at the Brookfield Zoo in Chicago. These activities were halted in 1937 because of wars; and for the next half of the century, the West knew little of pandas.
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          Panda Diplomacy


          Loans of giant pandas to American and Japanese zoos formed an important part of the diplomacy of the People's Republic of China in the 1970s as it marked some of the first cultural exchanges between the PRC and the West. This practice has been termed " Panda Diplomacy".


          By the year 1984, however, pandas were no longer used as agents of diplomacy. Instead, China began to offer pandas to other nations only on 10-year loans. The standard loan terms include a fee of up to US$ 1,000,000 per year and a provision that any cubs born during the loan are the property of the People's Republic of China. Since 1998, due to a WWF lawsuit, the U.S. Fish and Wildlife Service only allows a U.S. zoo to import a panda if the zoo can ensure that China will channel more than half of its loan fee into conservation efforts for wild pandas and their habitat.


          In May 2005, the People's Republic of China offered Taiwan (Republic of China) two pandas as a gift. This proposed gift was met by polarized opinions from Taiwan due to complications stemming from cross-strait relations. So far Taiwan has not accepted the offer.


          


          Conservation


          Giant pandas are an endangered species, threatened by continued habitat loss and by a very low birthrate, both in the wild and in captivity.


          Pandas have been a target for poaching by locals since ancient times and by foreigners since they were introduced to the West. Starting in the 1930s, foreigners were unable to poach pandas in China because of the Second Sino-Japanese War and the Chinese Civil War, but pandas remained a source of soft furs for the locals. The population boom in China after 1949 created stress on the pandas' habitat, and the subsequent famines led to the increased hunting of wildlife, including pandas. During the Cultural Revolution, all studies and conservation activities on the pandas were stopped. After the Chinese economic reform, demands for panda skin from Hong Kong and Japan led to illegal poaching for the black market, acts generally ignored by the local officials at the time.
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          Though the Wolong National Nature Reserve was set up by the PRC government in 1958 to save the declining pandas, few advances in the conservation of pandas were made, due to inexperience and insufficient knowledge in ecology. Many believed that the best way to save the pandas was to cage them, and as a result, the pandas were caged for any sign of decline, and they suffered from terrible conditions. Because of pollution and destruction of their natural habitat, along with segregation due to caging, reproduction of wild pandas was severely limited. In the 1990s, however, several laws (including gun controls and moving residents out of the reserves) helped the chances of survival for pandas. With the ensued efforts and improved conservation methods, wild pandas have started to increase in numbers in some areas, even though they still are classified as a rare species.


          In 2006, scientists reported that the number of pandas living in the wild may have been underestimated at about 1,000. Previous population surveys had used conventional methods to estimate the size of the wild panda population, but using a new hi-tech method that analyzes DNA from panda droppings, scientists believed that the wild panda population may be as large as 3,000. Although the species is still endangered, it is thought that the conservation efforts are working. As of 2006, there were 40 panda reserves in China, compared to just 13 reserves two decades ago.


          Giant pandas are among the world's most adored and protected rare animals, and is one of the few in the world whose natural inhabitant status was able to gain a UNESCO World Heritage Site designation. The Sichuan Giant Panda Sanctuaries, located in the southwest Sichuan province and covering 7 natural reserves, was inscribed onto the World Heritage List in 2006.


          


          Reproduction


          Contrary to popular belief, Giant pandas do not reproduce slowly. Recent studies have shown that wild pandas reproduce as well as North American brown bears. A female panda may have 2-3 cubs in a lifetime, on average. Growth is slow and pandas may not reach sexual maturity until they are five to seven years old. The mating season usually takes place from mid-March to mid-May. During this time, two to five males can compete for one female; the male with the highest rank gets the female. When mating, the female is in a crouching, head-down position as the male mounts from behind. Copulation time is short, ranging from thirty seconds to five minutes, but the male may mount repeatedly to ensure successful fertilization.


          The whole gestation period ranges from 83 to 163 days, with 135 days being the average. Baby pandas weigh only 90 to 130 grams (3.2 to 4.6 ounces), which is about 1/900th of the mothers weight. Usually, the female panda gives birth to one or two panda cubs. Since baby pandas are born very small and helpless, they need the mothers undivided attention, so she is able to care for only one of her cubs. She usually abandons one of her cubs, and it dies soon after birth. At this time, scientists do not know how the female chooses which cub to raise, and this is a topic of ongoing research. The father has no part in helping with raising the cub.


          When the cub is first born, it is pink, naked and blind. It nurses from its mother's breast 614 times a day for up to 30 minutes each time. For three to four hours, the mother might leave the den to feed, which leaves the panda cub defenseless. One to two weeks after birth, the cub's skin turns gray where its hair will eventually become black. A slight pink colour may appear on the panda's fur, as a result of a chemical reaction between the fur and its mother's saliva. A month after birth, the colour pattern of the cubs fur is fully developed. A cub's fur is very soft and coarsens with age. The cub begins to crawl at 75 to 90 days and the mothers play with their cubs by rolling and wrestling with them. The cubs are able to eat small quantities of bamboo after six months, though mother's milk remains the primary food source for most of the first year. Giant panda cubs weigh 45 kg (99.2 pounds) at one year and live with their mother until they are 18 months to two years old. The interval between births in the wild is generally two years.


          Breeders and biologists often experience difficulty in inducing captive pandas to mate, threatening their already diminished population. This problem may stem from the captive bears' lack of experience. In an attempt to remedy this, some keepers in China and Thailand have shown their subjects videos containing footage of mating pandas. In some cases, the bears have been sufficiently stimulated from the videos to engage in reproductive activity. It is not likely that the animals actually learn mating behaviors from the video; rather, scientists believe that hearing the associated sounds has a stimulating effect on the bears exposed to it.


          


          Name


          The name "panda" originates with a Himalayan language, possibly Nepalese. And as used in the West it was originally applied to the red panda, to which the giant panda was thought to be related. Until its relation to the red panda was discovered in 1901, the giant panda was known as Mottled Bear (Ailuropus melanoleucus) or Particolored Bear.


          The Chinese language name for the giant panda, 大熊貓, literally translates to "large bear cat", or just "bear cat" (熊貓).


          Most bears' eyes have round pupils. The exception is the giant panda, whose pupils are vertical slits like cats' eyes. These unusual eyes, combined with its ability to effortlessly scale trees, are what inspired the Chinese to call the panda the "large bear cat".


          


          Pandas in zoos
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          A 2006 New York Times article outlined the economics of keeping pandas, which costs five times more than that of the next most expensive animal, an elephant. American zoos must pay the Chinese government $2 million a year in fees, part of what is typically a ten-year contract. San Diego's contract with China is the first to expire, in 2008. The last contract in Memphis ends in 2013.


          


          North America


          As of early 2007, five major North American zoos have giant pandas:


          
            	San Diego Zoo, San Diego, California - home of Bai Yun (F), Gao Gao (M), Mei Sheng (M), and a female cub named Su Lin


            	US National Zoo, Washington, D.C. - home of Mei Xiang (F), Tian Tian (M), and a male cub named Tai Shan


            	Zoo Atlanta, Atlanta, Georgia - home of Lun Lun (F), Yang Yang (M), and a female cub named Mei Lan (F)


            	Memphis Zoo, Memphis, Tennessee - home of Ya Ya (F) and Le Le (M)


            	Chapultepec Zoo, Mexico City - home of Shuan Shuan, Xin Xin, and Xi Hua, all females

          


          


          Notable North American-born pandas


          
            	Tai Shan, born July 9, 2005 at the National Zoo in Washington.


            	Su Lin, born August 2, 2005 at the San Diego Zoo.


            	Mei Lan, born September 6, 2006 at Zoo Atlanta.

          


          


          Europe
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          Two zoos in Europe show giant pandas:


          
            	Zoologischer Garten Berlin, Berlin, Germany - home of Bao Bao, age 27, the oldest male panda living in captivity; he has been in Berlin for 25 years and has never reproduced.


            	Tiergarten Schnbrunn, Vienna, Austria - home to two pandas (a male and a female) born in Wolong, China in 2000.

          


          London, Madrid, and Paris no longer have pandas, although Madrid is exploring the possibility of obtaining pandas in the future.


          


          Asia


          
            	Chengdu Research base of Giant Panda Breeding, Chengdu, Sichuan, China - Home to a number of captive giant pandas, including 2-year old Xiong Bang (M), who just arrived from Japan. Twelve cubs were born here in 2006.


            	Wolong Giant Panda Protection and Research Centre, Sichuan, China - Seventeen cubs were born here in 2006.


            	Chiang Mai Zoo, Chiang Mai, Thailand - home to Chuang Chuang (M) and Lin Hui (F). Much to the joy of the public, the two have recently been observed mating and it is hoped that cubs will be produced from the union.


            	Ocean Park, Hong Kong - home to Jia Jia (F) and An An (M) since 1999. Two further pandas named Le Le and Ying Ying are added to Ocean Park on April 26, 2007.

          


          Pandas in Japan have double names: a Japanese name and a Chinese name. Three zoos in Japan show giant pandas:


          
            	Ueno Zoo, Tokyo - home of Ling Ling (M), he is the only panda with "Japanese citizenship".


            	Oji Zoo, Kobe, Hyogo - home of Kou Kou (M), Tan Tan (F)


            	Adventure World, Shirahama, Wakayama - Ei Mei (M), Mei Mei (F), Rau Hin (F), Ryu Hin and Syu Hin (male twins), and Kou Hin (M). Yu Hin (M) went to China in 2004. In December 2006, twin cubs were born to Ei Mei and Mei Mei.

          


          



          


          Pandas on television


          The first sequences of pandas in the wild were shot by Franz Camenzind for American Broadcasting Company in about 1982. They were bought by BBC Natural History Unit for their weekly magazine show Nature.


          Recently NHNZ has featured pandas in two documentaries. Panda Nursery (2006) featured Chinas Wolong Nature Reserve in the mountains in Sichuan Province, forty giant pandas and a dedicated team of staff play a crucial role in ensuring the survival of the species. As part of the Reserves panda breeding programme, a revolutionary new method of rearing twin cubs called swap-raising has been developed. Each cub is raised by both its natural mother and one of the Reserves veterinarians, Wei Rongping, to increase the chances of both cubs surviving. Growing Up: Giant Panda (2003) featured Chengdu Giant Panda Centre in south-west China as one of the best in the world. But with female pandas' short fertility cycles and low birth rates, raising the captive panda population is an uphill battle.


          


          Pandas in popular culture
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          Pandas are a popular animal in eastern and western culture. In part due to their widely recognized cuteness, Pandas have often appeared in television programs, cartoons, and picture-books while their images have graced all manner of consumer products. For example:


          
            	Panda Express is the name of an American fast food chain that serves American Chinese cuisine. Panda Express' logo is a cartoon panda. Some franchises give donations to panda preservation groups. Other Americanized Chinese restaurants may have names such as Panda Garden and Panda Palace.


            	The title of Lynne Truss's book, Eats, Shoots & Leaves: The Zero Tolerance Approach to Punctuation.


            	The World Wide Fund for Nature logo is a stylized panda.


            	A panda named Jing Jing is one of the Friendlies, the mascots for the 2008 Summer Olympics in Beijing.


            	Pandaren, humanised versions of Pandas appear several times in Blizzard's RTS game Warcraft III - The Frozen Throne as a playabe hero in the Orc campaign. The Pandaren are depicted as devout brewers of alcohol, possibly a reference to the incident involving a drunken man and a Panda. Pandaren were also thought to be the secret new race for the Alliance in World of Warcraft: The Burning Crusade, until it was revealed to be the Draenei.


            	' Panda' is a playable character in the arcade fighting game Tekken. Within the game storyline, Panda is a pet of the character Ling Xiaoyu.


            	The Giant Panda is the most expensive animal in Zoo Tycoon and Zoo Tycoon 2, therefore making it the hardest to keep.


            	Tarepanda is a popular mascot cartoon for the San-X company in Japan that produces stationary and office supplies. The name means "lazy panda".


            	In the manga and anime series Ranma , Ranma's father Genma transforms into a giant, mute panda when he is doused in cold water. As a panda he communicates by holding up signs.


            	The Panda is the informal national animal of China.


            	A panda who learns martial arts is the central character in the forthcoming animated film Kung Fu Panda (2008), voiced by Jack Black.


            	There is a Sanrio fictional character named Pandaba, who is a sidekick of Badtz Maru.


            	Enjoi Skateboards' logo is a stylized panda.


            	The birth of a baby panda is a central plot point of the movie Anchorman: The Legend of Ron Burgundy (2004).


            	Andy Panda was a series of animated cartoon short subjects produced by Walter Lantz and released by Universal Pictures from 1939 to 1949.


            	There is a Mexican rock band named Panda.


            	The webcomic PvP has a running joke in which the character Brent Sienna is attacked by a giant panda whenever the word 'panda' is spoken.


            	In Mexico, gummy bears are often called "panditas" (little pandas), due to the most popular brand of gummy bears adopted as a generic name.


            	In the South Park episode Sexual Harassment Panda, the title character is a mascot, a man dressed in panda costume that explains to the children why sexual harassment is bad.


            	The children's show Mister Rogers Neighbourhood featured a character named Purple Panda, who came from a planet where everything was purple.


            	Washington Metro farecards have pictures of pandas printed on them.


            	The character Tenten of Naruto, her name is based off double names commonly given too pandas; her hairstyle is also based on panda ears.
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          The Giant's Causeway (or Irish: Clochn na bhFmharach) is an area of about 40,000 interlocking basalt columns, the result of an ancient volcanic eruption. It is located on the northeast coast of Northern Ireland, about two miles (3km) north of the town of Bushmills. It was declared a World Heritage Site by UNESCO in 1986, and a National Nature Reserve in 1987 by the Department of the Environment for Northern Ireland. In a 2005 poll of Radio Times readers, the Giant's Causeway was named as the fourth greatest natural wonder in the United Kingdom. The tops of the columns form stepping stones that lead from the cliff foot and disappear under the sea. Most of the columns are hexagonal, although there are also some with four, five, seven and eight sides. The tallest are about 12 metres (36 ft) high, and the solidified lava in the cliffs is 28metres thick in places.


          The Giant's Causeway is today owned and managed by the National Trust and it is the most popular tourist attraction in Northern Ireland.


          


          History


          


          Geological
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          During the Paleogene period, Antrim was subject to intense volcanic activity, when highly fluid molten basalt intruded through chalk beds to form an extensive lava plateau. As the lava cooled rapidly, contraction occurred. While contraction in the vertical direction reduced the flow thickness (without fracturing), horizontal contraction could only be accommodated by cracking throughout the flow. The extensive fracture network produced the distinctive columns seen today. The basalts were originally part of a great volcanic plateau called the Thulean Plateau which formed during the Paleogene period.


          


          Legend


          Legend has it that the Irish giant Fionn mac Cumhaill (Finn McCool) built the causeway to walk to Scotland to fight his Scottish counterpart Benandonner. One version of the legend tells that Fionn fell asleep before he got to Scotland. When he did not arrive, the much larger Benandonner crossed the bridge looking for him. To protect Fionn, his wife Oonagh laid a blanket over him so he could pretend that he was actually their baby son. In a variation, Fionn fled after seeing Benandonner's great bulk, and asked his wife to disguise him as the baby. In both versions, when Benandonner saw the size of the 'infant', he assumed the alleged father, Fionn, must be gigantic indeed. Therefore, Benandonner fled home in terror, ripping up the Causeway in case he was followed by Fionn.


          Another variation is that Oonagh painted a rock shaped like a steak and gave it to Benandonner, whilst giving the baby (Fionn) a normal steak. When Benandonner saw that the baby was able to eat it so easily, he ran away, tearing up the causeway.


          The "causeway" legend corresponds with geological history in as much as there are similar basalt formations (a part of the same ancient lava flow) at the site of Fingal's Cave on the isle of Staffa in Scotland.


          


          Tourism


          The "discovery" of the Giant's Causeway was announced to the world in 1693 by the presentation of a paper to the Royal Society from Sir Richard Bulkeley, a fellow of Trinity College, Dublin, although the "discoverer" had, in fact, been the Bishop of Derry who had visited the site a year earlier. The site received international attention when Dublin artist Susanna Drury made watercolour paintings of it in 1739; they won Drury the first award presented by the Royal Dublin Society in 1740 and were engraved in 1743.In 1765 an entry on the Causeway appeared in volume 12 of the French Encyclopdie, which was informed by the engravings of Drury's work; the engraving of the "East Prospect" itself appeared in a 1768 volume of plates published for the Encyclopdie. In the caption to the plates French geologist Nicolas Desmarest suggested, for the first time in print, that such structures were volcanic in origin.


          
            [image: Red basaltic prisms]

            
              Red basaltic prisms
            

          


          The site first became popular with tourists during the nineteenth century, particularly after the opening of the Giant's Causeway Tramway, and only after the National Trust took over its care in the 1960s were some of the vestiges of commercialism removed. Visitors can walk over the basalt columns which are at the edge of the sea, a half mile walk from the entrance to the site. The Causeway has been without a permanent visitors' centre since 2000, when the last building burned down. Public money was at that time set aside to construct a new centre and, following an architectural competition, a proposal was accepted to build a visitors' centre largely set into the ground, thus protecting the landscape surrounding the Causeway.


          


          The 2007-2008 Controversy


          In September 2007, however, a privately financed proposal for a new centre was given preliminary approval by the new Northern Ireland Environment Minister and Democratic Unionist Party (DUP) member Arlene Foster. Immediately afterwards, the public money that had been allocated to the Causeway development was frozen. The proposal resulted in a very public row about the relationship between the private developer Seymour Sweeney and the DUP; Mr Sweeney is a member of the DUP, although both parties deny that Mr Sweeney has ever given to the party financially.


          There was also a good deal of disagreement as to whether a private developer should ever on principle be permitted to benefit from such a site as the Causeway, given both its cultural and economic importance and also in light of the fact that the site and its environs are largely owned by the National Trust. The Causeway is within Moyle District Council area, and the Council signalled its displeasure at the prospect of a private development; neighbouring Coleraine Borough Council also voted against the private plans and in favour of a public development project. Moyle Council responded to overtures by Mr Sweeney in November 2007 by handing the land on which the previous visitors' centre stood to the National Trust, thus giving the Trust complete control of both the Causeway and surrounding land.


          On January 29, 2008, Minister Foster announced that she had now decided against Mr Sweeney's proposal for a new visitors' centre. Although the public funds for a Causeway scheme remain frozen for the moment, it seems highly likely that the publicly funded plan for the Causeway will now go ahead after all.


          


          Similar structures


          Although the basaltic columns of the Giant's Causeway are impressive, they are not unique. Basalt columns are a common volcanic feature, and they occur on many scales (faster cooling produces smaller columns). Other notable sites include Fingal's Cave in Scotland, Jusangjeolli on Jeju Island, South Korea, the Garni gorge in Armenia, the Cyclopean Isles near Sicily, Devils Postpile National Monument in California, The Cove Palisades State Park in eastern Oregon, Devils Tower National Monument in Wyoming, Santa Maria Regla Basalt Prisms in Hidalgo, Mexico, the "Organ Pipes" formation on Mount Cargill in New Zealand, Chongsokjong in North Korea, the giant "Rocha dos Bordes" ("Rod Rock") formation in Flores (Azores), at Gnh Đ Đĩa in the Ph Yn province of Vietnam. and the "Columnar Cape" (Russian: Mis Stolbchaty) on Kunashir, the southernmost of the Kurile Islands in Russia.


          


          Notable features, flora and fauna


          Some of the structures in the area, having been subject to several million years of weathering, resemble objects, such as the Organ and Giant's Boot structures pictured here. Other features include many reddish, weathered low columns known as Giants Eyes, created by the displacement of basalt boulders; the Shepherd's Steps; the Honeycomb; the Giant's Harp; the Chimney Stacks; the Giant's Gate and the Camel's Hump. The area is a haven for sea birds such as fulmar, petrel, cormorant, shag, redshank guillemot and razorbill, while the weathered rock formations host a number of rare and unusual plants including sea spleenwort, hare's foot trefoil, vernal squill, sea fescue and frog orchid.


          


          Appearances in popular culture


          
            	The Causeway is the inspiration for the design of the logos for the various government departments of the Northern Ireland Executive. The colour of the rightmost column tops varies according to which department the logo represents.


            	The Causeway appears on the cover of the Led Zeppelin album Houses of the Holy designed by Hipgnosis. Its surrounding waters formed the background for the cover of The Stone Roses (as part of John Squire's painting 'Bye Bye Badman').


            	German dance group Scooter released a B-Side entitled "Giant's Causeway" on the 2003 single "Maria (I Like It Loud).


            	On film it was used as a backdrop by Marillion for their video "Easter", and by Dave Finlay in a filmed vignette shown ahead of his WWE debut. It also features in the third film of Matthew Barney's The Cremaster Cycle, and in a regionally aired BBC Two Northern Ireland station ident.


            	H.P. Lovecraft referred to the Causeway in his story of Antarctic horror, At the Mountains of Madness.


            	Giants Causeway was a profilically winning racehorse trained by Aidan O'Brien. Victories included the 2000 Guineas, St James Palace Stakes and Sussex Stakes.


            	In the computer game Myst III: Exile, the world of Amateria bears a strong resemblance to the Causeway, with a series of bridges and huts set atop an almost identical geological formation, also by the sea (although in the game an ocean surrounds it completely).

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Giant%27s_Causeway"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Gibbs free energy


        
          

          
            
              	Statistical mechanics
            


            
              	
                [image: S = k_B \, \ln\Omega]

              
            


            
              	
                Statistical thermodynamics

                Kinetic theory

                
                  
                    	Particle Statistics
                  


                  
                    	
                      Maxwell-Boltzmann


                      Bose-Einstein Fermi-Dirac

                      Parastatistics  Anyonic statistics

                      Braid statistics

                    
                  

                


                
                  
                    	Ensembles
                  


                  
                    	Microcanonical Canonical

                    Grand canonical

                    Isothermalisobaric

                    Isoenthalpicisobaric
                  

                


                
                  
                    	Thermodynamics
                  


                  
                    	Gas laws  Carnot cycle Dulong-Petit
                  

                


                
                  
                    	Models
                  


                  
                    	Debye Einstein Ising
                  

                


                
                  
                    	Potentials
                  


                  
                    	Internal energy Enthalpy

                    Helmholtz free energy

                    Gibbs free energy
                  

                


                
                  
                    	Scientists
                  


                  
                    	Maxwell Gibbs Boltzmann
                  

                

              
            


            
              	
            

          


          In thermodynamics, the Gibbs free energy ( IUPAC recommended name: Gibbs energy or Gibbs function) is a thermodynamic potential which measures the "useful" or process-initiating work obtainable from an isothermal, isobaric thermodynamic system. Technically, the Gibbs free energy is the maximum amount of non-expansion work which can be extracted from a closed system or this maximum can be attained only in a completely reversible process. When a system changes from a well-defined initial state to a well-defined final state, the Gibbs free energy G equals the work exchanged by the system with its surroundings, less the work of the pressure forces, during a reversible transformation of the system from the same initial state to the same final state.


          Gibbs energy is also the chemical potential that is minimized when a system reaches equilibrium at constant pressure and temperature. As such, it is a convenient criterion of spontaneity for processes with constant pressure and temperature.


          The Gibbs free energy, originally called available energy, was developed in the 1870s by the American mathematical physicist Willard Gibbs. In 1873, in a footnote, Gibbs defined what he called the available energy of a body as such:


          
            
              	

              	The greatest amount of mechanical work which can be obtained from a given quantity of a certain substance in a given initial state, without increasing its total volume or allowing heat to pass to or from external bodies, except such as at the close of the processes are left in their initial condition.

              	
            

          


          The initial state of the body, according to Gibbs, is supposed to be such that "the body can be made to pass from it to states of dissipated energy by reversible processes". In his 1876 magnum opus On the Equilibrium of Heterogeneous Substances, a graphical analysis of multi-phase chemical systems, he engaged his thoughts on chemical free energy in full.


          


          Definitions


          
            [image: Willard Gibbs’ 1873 available energy (free energy) graph, which shows a plane perpendicular to the axis of v (volume) and passing through point A, which represents the initial state of the body. MN is the section of the surface of dissipated energy. Qε and Qη are sections of the planes η = 0 and ε = 0, and therefore parallel to the axes of ε (internal energy) and η (entropy) respectively. AD and AE are the energy and entropy of the body in its initial state, AB and AC its available energy (Gibbs free energy) and its capacity for entropy (the amount by which the entropy of the body can be increased without changing the energy of the body or increasing its volume) respectively.]

            
              Willard Gibbs 1873 available energy (free energy) graph, which shows a plane perpendicular to the axis of v (volume) and passing through point A, which represents the initial state of the body. MN is the section of the surface of dissipated energy. Q and Q are sections of the planes  = 0 and  = 0, and therefore parallel to the axes of  ( internal energy) and  (entropy) respectively. AD and AE are the energy and entropy of the body in its initial state, AB and AC its available energy (Gibbs free energy) and its capacity for entropy (the amount by which the entropy of the body can be increased without changing the energy of the body or increasing its volume) respectively.
            

          


          The Gibbs free energy is defined as:


          
            	[image: G = U+pV-TS \,]

          


          which is the same as:


          
            	[image: G = H-TS \,]

          


          where:


          
            	U is the internal energy ( SI unit: joule)


            	p is pressure (SI unit: pascal)


            	V is volume (SI unit: m3)


            	T is the temperature (SI unit: kelvin)


            	S is the entropy (SI unit: joule per kelvin)


            	H is the enthalpy (SI unit: joule)

          


          The expression for the infinitesimal reversible change in the Gibbs free energy, for an open system, subjected to the operation of external forces Xi, which cause the external parameters of the system ai to change by an amount dai, is given by:


          
            	
              
                
                  	[image: \mathrm{d}G =V\mathrm{d}p-S\mathrm{d}T+\sum_{i=1}^k \mu_i \,\mathrm{d}N_i + \sum_{i=1}^n X_i \,\mathrm{d}a_i + \ldots \,]
                

              

            

          


          TdS = dq = dU + pdV, where:


          
            	i is the chemical potential of the i-th chemical component. (SI unit: joules per particle or joules per mol)


            	Ni is the number of particles (or number of moles) composing the i-th chemical component.

          


          This is one form of Gibbs fundamental equation. In the infinitesimal expression, the term involving the chemical potential accounts for changes in Gibbs free energy resulting from an influx or outflux of particles. In other words, it holds for an open system. For a closed system, this term may be dropped.


          Any number of extra terms may be added, depending on the particular system being considered. Aside from mechanical work, a system may in addition perform numerous other types of work. For example, in the infinitesimal expression, the contractile work energy associated with a thermodynamic system that is a contractile fibre which shortens by an amount -dl under a force f would result in a term fdl being added. If a quantity of charge -de is acquired by a system at an electrical potential , the electrical work associated with this is -de, which would be included in the infinitesimal expression. Other work terms are added on per system requirements.


          Each quantity in the equations above can be divided by the amount of substance, measured in moles, to form molar Gibbs free energy. The Gibbs free energy is one of the most important thermodynamic functions for the characterization of a system. It is a factor in determining outcomes such as the voltage of an electrochemical cell, and the equilibrium constant for a reversible reaction. In isothermal, isobaric systems, Gibbs free energy can be thought of as a "dynamic" quantity, in that it is a representative measure of the competing effects of the enthalpic and entropic driving forces involved in a thermodynamic process.


          The temperature dependence of the Gibbs energy for an ideal gas is given by the Gibbs-Helmholtz equation and its pressure dependence is given by:


          
            	[image: \frac{G}{N} = \frac{G}{N}^\circ + kT\ln \frac{p}{{p^\circ }}]

          


          if the volume is known rather than pressure then it becomes:


          
            	[image: \frac{G}{N} = \frac{G}{N}^\circ + kT\ln \frac{V^\circ}{{V }}]

          


          or more conveniently as its chemical potential:


          
            	[image: \frac{G}{N} = \mu = \mu^\circ + RT\ln \frac{p}{{p^\circ }}]

          


          In non-ideal systems, fugacity comes into play.


          


          Derivation


          The Gibbs free energy total differential in terms of its natural variables may be derived via Legendre transforms of the internal energy. For a system undergoing an internally reversible process that is allowed to exchange matter, heat and work with its surroundings, the differential of the internal energy is given from the first law of thermodynamics as


          
            	[image: \mathrm{d}U = T\mathrm{d}S - p \,\mathrm{d}V + \sum_i \mu_i \,\mathrm{d} N_i\,].

          


          Because S, V, and {Ni} are extensive variables, Euler's homogeneous function theorem allows easy integration of dU:


          
            	[image: U = T S - p V + \sum_i \mu_i N_i\,].

          


          The definition of G from above is


          
            	[image: G = U + p V - T S\,].

          


          Taking the total differential, we have


          
            	[image: \mathrm{d} G = \mathrm{d}U + p\,\mathrm{d}V + V\mathrm{d}p - T\mathrm{d}S - S\mathrm{d}T\,].

          


          Replacing dU with the result from the first law gives


          
            	[image: \mathrm{d} G = T\mathrm{d}S - p\,\mathrm{d}V + \sum_i \mu_i \,\mathrm{d} N_i + p \,\mathrm{d}V + V\mathrm{d}p - T\mathrm{d}S - S\mathrm{d}T\,]


            	[image: \mathrm{d} G = V\mathrm{d}p - S\mathrm{d}T + \sum_i \mu_i \,\mathrm{d} N_i \,].

          


          The natural variables of G are then p, T, and [image: \left \{ N_i \right \}]. Because some of the natural variables are intensive, dG may not be integrated using Euler integrals as is the case with internal energy. However, simply substituting the result for U into the definition of G gives a standard expression for G:


          
            	[image: G = T S - p V + \sum_i \mu_i N_i + p V - T S\,]


            	[image: G = \sum_i \mu_i N_i\,].

          


          


          Overview


          In a simple manner, with respect to STP reacting systems, a general rule of thumb is:


          
            
              	

              	Every system seeks to achieve a minimum of free energy.

              	
            

          


          Hence, out of this general natural tendency, a quantitative measure as to how near or far a potential reaction is from this minimum is when the calculated energetics of the process indicate that the change in Gibbs free energy G is negative. Essentially, this means that such a reaction will be favored and will release energy. The energy released equals the maximum amount of work that can be performed as a result of the chemical reaction. Conversely, if conditions indicated a positive G, then energy--in the form of work--would have to be added to the reacting system to make the reaction go.


          


          History


          The quantity called "free energy" is essentially a more advanced and accurate replacement for the outdated term  affinity, which was used by chemists in previous years to describe the force that caused chemical reactions. The term affinity, as used in chemical relation, dates back to at least the time of Albertus Magnus in 1250.


          From the 1998 textbook Modern Thermodynamics by Nobel Laureate and chemical engineering professor Ilya Prigogine we find: "As motion was explained by the Newtonian concept of force, chemists wanted a similar concept of driving force for chemical change? Why do chemical reactions occur, and why do they stop at certain points? Chemists called the force that caused chemical reactions affinity, but it lacked a clear definition."


          During the entire 18th century, the dominant view in regards to heat and light was that put forward by Isaac Newton, called the Newtonian hypothesis, which stated that light and heat are forms of matter attracted or repelled by other forms of matter, with forces analogous to gravitation or to chemical affinity.


          In the 19th century, the French chemist Marcellin Berthelot and the Danish chemist Julius Thomsen had attempted to quantify affinity using heats of reaction. In 1875, after quantifying the heats of reaction for a large number of compounds, Berthelot proposed the  principle of maximum work in which all chemical changes occurring without intervention of outside energy tend toward the production of bodies or of a system of bodies which liberate heat.


          In addition to this, in 1780 Antoine Lavoisier and Pierre-Simon Laplace laid the foundations of thermochemistry by showing that the heat given out in a reaction is equal to the heat absorbed in the reverse reaction. They also investigated the specific heat and latent heat of a number of substances, and amounts of heat given out in combustion. Similarly, in 1840 Swiss chemist Germain Hess formulated the principle that the evolution of heat in a reaction is the same whether the process is accomplished in one-step or in a number of stages. This is known as Hess' law. With the advent of the mechanical theory of heat in the early 19th century, Hesss law came to be viewed as a consequence of the law of conservation of energy.


          Based on these and other ideas, Berthelot and Thomsen, as well as others, considered the heat given out in the formation of a compound as a measure of the affinity, or the work done by the chemical forces. This view, however, was not entirely correct. In 1847, the English physicist James Joule showed that he could raise the temperature of water by turning a paddle wheel in it, thus showing that heat and mechanical work were equivalent or proportional to each other, i.e. approximately, [image: dW \propto dQ]. This statement came to be known as the mechanical equivalent of heat and was a precursory form of the first law of thermodynamics.


          By 1865 the German physicist Rudolf Clausius had shown that this equivalence principle needed amendment. That is, one can use the heat derived from a combustion reaction in a coal furnace to boil water, and use this heat to vaporize steam, and then use the enhanced high pressure energy of the vaporized steam to push a piston. Thus, we might naively reason that one can entirely convert the initial combustion heat of the chemical reaction into the work of pushing the piston. Clausius showed, however, that we need to take into account the work that the molecules of the working body, i.e. the water molecules in the cylinder, do on each other as they pass or transform from one step of or state of the engine cycle to the next, e.g. from (P1,V1) to (P2,V2). Clausius originally called this the transformation content of the body, and then later changed the name to entropy. Thus, the heat used to transform the working body of molecules from one state to the next cannot be used to do external work, e.g. to push the piston. Clausius defined this transformation heat as dQ = TdS.


          In 1873, Willard Gibbs published A Method of Geometrical Representation of the Thermodynamic Properties of Substances by Means of Surfaces in which he introduced the preliminary outline of the principles of his new equation able to predict or estimate the tendencies of various natural processes to ensue when bodies or systems are brought into contact. By studying the interactions of homogeneous substances in contact, i.e. bodies, being in composition part solid, part liquid, and part vapor, and by using a three-dimensional volume-entropy- internal energy graph, Gibbs was able to determine three states of equilibrium, i.e. "necessarily stable", "neutral", and "unstable", and whether or not changes will ensue. In 1876, Gibbs built on this framework by introducing the concept of chemical potential so to take into account chemical reactions and states of bodies which are chemically different from each other. In his own words, to summarize his results in 1873, Gibbs states:


          In this description, as used by Gibbs,  refers to the internal energy of the body,  refers to the entropy of the body, and  is the volume of the body.


          Hence, in 1882, after the introduction of these arguments by Clausius and Gibbs, the German scientist Hermann von Helmholtz stated, in opposition to Berthelot and Thomas hypothesis that chemical affinity is a measure of the heat of reaction of chemical reaction as based on the principle of maximal work, that affinity is not the heat given out in the formation of a compound but rather it is the largest quantity of work which can be gained when the reaction is carried out in a reversible manner, e.g. electrical work in a reversible cell. The maximum work is thus regarded as the diminution of the free, or available, energy of the system (Gibbs free energy G at T = constant, P = constant or Helmholtz free energy F at T = constant, V = constant), whilst the heat given out is usually a measure of the diminution of the total energy of the system ( Internal energy). Thus, G or F is the amount of energy free for work under the given conditions.


          Up until this point, the general view had been such that: all chemical reactions drive the system to a state of equilibrium in which the affinities of the reactions vanish. Over the next 60 years, the term affinity came to be replaced with the term free energy. According to chemistry historian Henry Leicester, the influential 1923 textbook Thermodynamics and the Free Energy of Chemical Reactions by Gilbert N. Lewis and Merle Randall led to the replacement of the term affinity by the term free energy in much of the English-speaking world.


          


          What does the term free mean?


          In the 18th and 19th centuries, the theory of heat, i.e. that heat is a form of energy having relation to vibratory motion, was beginning to supplant both the caloric theory, i.e. that heat is a fluid, and the four element theory in which heat was the lightest of the four elements. Many textbooks and teaching articles during these centuries presented these theories side by side. Similarly, during these years, heat was beginning to be distinguished into different classification categories, such as free heat, combined heat, radiant heat, specific heat, heat capacity, absolute heat, latent caloric, free or perceptible caloric (calorique sensible), among others.


          In 1780, for example, Laplace and Lavoisier stated: In general, one can change the first hypothesis into the second by changing the words free heat, combined heat, and heat released into  vis viva, loss of vis viva, and increase of vis viva. In this manner, the total mass of caloric in a body, called absolute heat, was regarded as a mixture of two components; the free or perceptible caloric could affect a thermometer while the other component, the latent caloric, could not. The use of the words latent heat implied a similarity to latent heat in the more usual sense; it was regarded as chemically bound to the molecules of the body. In the adiabatic compression of a gas the absolute heat remained constant by the observed rise of temperature, indicating that some latent caloric had become free or perceptible.


          During the early 19th century, the concept of perceptible or free caloric began to be referred to as free heat or heat set free. In 1824, for example, the French physicist Sadi Carnot, in his famous Reflections on the Motive Power of Fire, speaks of quantities of heat absorbed or set free in different transformations. In 1882, the German physicist and physiologist Hermann von Helmholtz coined the phrase free energy for the expression E  TS, in which the change in F (or G) determines the amount of energy free for work under the given conditions.


          Thus, in traditional use, the term free was attached to Gibbs free energy, i.e. for systems at constant pressure and temperature, or to Helmholtz free energy, i.e. for systems at constant volume and temperature, to mean available in the form of useful work. With reference to the Gibbs free energy, we add the qualification that it is the energy free for non-volume work.


          An increasing number of books and journal articles do not include the attachment free, referring to G as simply Gibbs energy (and likewise for the Helmholtz energy). This is the result of a 1988 IUPAC meeting to set unified terminologies for the international scientific community, in which the adjective free was supposedly banished. This standard, however, has not yet been universally adopted, and many published articles and books still include the descriptive free.


          


          Free energy of reactions


          To derive the Gibbs free energy equation for an isolated system, let Stot be the total entropy of the isolated system, that is, a system which cannot exchange heat or mass with its surroundings. According to the second law of thermodynamics:


          
            	[image:  \Delta S_{tot} \ge 0 \,]

          


          and if [image:  \Delta S_{tot} = 0 \,] then the process is reversible. The heat transfer Q vanishes for an adiabatic system. Any adiabatic process that is also reversible is called an isentropic [image:  \left( {\Delta Q\over T} = \Delta S = 0 \right) \,] process.


          Now consider diabatic systems, having internal entropy Sint. Such a system is thermally connected to its surroundings, which have entropy Sext. The entropy form of the second law does not apply directly to the diabatic system, it only applies to the closed system formed by both the system and its surroundings. Therefore a process is possible if


          
            	[image:  \Delta S_{int} + \Delta S_{ext} \ge 0 \,].

          


          We will try to express the left side of this equation entirely in terms of state functions. Sext is defined as:


          
            	[image:  \Delta S_{ext} = - {\Delta Q\over T} \,]

          


          Temperature T is the same for two systems in thermal equilibrium. By the zeroth law of thermodynamics, if a system is in thermal equilibrium with a second and a third system, the latter two are in equilibrium as well. Also, Q is heat transferred to the system, so  Q is heat transferred to the surroundings, and Q/T is entropy gained by the surroundings. We now have:


          
            	[image:  \Delta S_{int} - {\Delta Q\over T} \ge 0 \,]

          


          Multiply both sides by T:


          
            	[image:  T \Delta S_{int} - \Delta Q\ge 0 \,]

          


          Q is heat transferred to the system; if the process is now assumed to be isobaric, then Qp = H:


          
            	[image:  T \Delta S_{int} - \Delta H \ge 0\, ]

          


          H is the enthalpy change of reaction (for a chemical reaction at constant pressure and temperature). Then


          
            	[image:  \Delta H - T \Delta S_{int} \le 0 \,]

          


          for a possible process. Let the change G in Gibbs free energy be defined as


          
            	[image:  \Delta G = \Delta H - T \Delta S_{int} \,] (eq.1)

          


          Notice that it is not defined in terms of any external state functions, such as Sext or Stot. Then the second law becomes, which also tells us about the spontaneity of the reaction:


          
            	[image:  \Delta G < 0 \,] favored reaction (Spontaneous)


            	[image:  \Delta G = 0 \,] Neither the forward nor the reverse reaction prevails (Equilibrium)


            	[image:  \Delta G > 0 \,] disfavored reaction (Nonspontaneous)

          


          Gibbs free energy G itself is defined as


          
            	[image:  G = H - T S_{int} \,] (eq.2)

          


          but notice that to obtain equation (2) from equation (1) we must assume that T is constant. Thus, Gibbs free energy is most useful for thermochemical processes at constant temperature and pressure: both isothermal and isobaric. Such processes don't move on a P-T diagram, such as phase change of a pure substance, which takes place at the saturation pressure and temperature. Chemical reactions, however, do undergo changes in chemical potential, which is a state function. Thus, thermodynamic processes are not confined to the two dimensional P-V diagram. There is a third dimension for n, the quantity of gas. Naturally for the study of explosive chemicals, the processes are not necessarily isothermal and isobaric. For these studies, Helmholtz free energy is used.


          If a closed system (Q = 0) is at constant pressure (Q = H), then


          
            	[image:  \Delta H = 0 \,]

          


          Therefore the Gibbs free energy of a closed system is:


          
            	[image:  \Delta G = -T \Delta S \,]

          


          and if [image:  \Delta G \le 0 \,] then this implies that [image:  \Delta S \ge 0 \,], back to where we started the derivation of G.


          


          Useful identities


          
            	[image: \Delta G = \Delta H - T \Delta S \,] for constant temperature


            	[image: \Delta G^\circ = -R T \ln K \,]


            	[image: \Delta G = \Delta G^\circ + R T \ln Q \,]


            	[image: \Delta G = -nF \Delta E \,]

          


          and rearranging gives


          
            	[image: nF\Delta E^\circ = RT \ln K \,]


            	[image: nF\Delta E = nF\Delta E^\circ - R T \ln Q \, \,]


            	[image: \Delta E = \Delta E^\circ - \frac{R T}{n F} \ln Q \, \,]

          


          which relates the electrical potential of a reaction to the equilibrium coefficient for that reaction.


          where


          G = change in Gibbs free energy, H = change in enthalpy, T = absolute temperature, S = change in entropy, R = gas constant, ln = natural logarithm, K = equilibrium constant, Q = reaction quotient, n = number of electrons per mole product, F = Faraday constant ( coulombs per mole), and E = electrical potential of the reaction. Moreover, we also have:


          
            	[image: K_{eq}=e^{- \frac{\Delta G^\circ}{RT}}]


            	[image: \Delta G^\circ = -RT(\ln K_{eq}) = -2.303RT(\log K_{eq})]

          


          which relates the equilibrium constant with Gibbs free energy.


          


          Standard change of formation


          The standard Gibbs free energy of formation of a compound is the change of Gibbs free energy that accompanies the formation of 1 mole of that substance from its component elements, at their standard states (the most stable form of the element at 25 degrees Celsius and 100 kilopascals). Its symbol is GfO.


          All elements in their standard states (oxygen gas, graphite, etc.) have 0 standard Gibbs free energy change of formation, as there is no change involved.


          
            	G = G˚ + RT ln Q

          


          At equilibrium, G=0 and Q = K so the equation becomes G˚= RT ln K


          


          Table of Selected Substances


          
            
              	Substance

              	State

              	G˚ ( cal/ mol)
            


            
              	NH3

              	g

              	-3.976
            


            
              	H2O

              	lq

              	-56.69
            


            
              	H2O

              	g

              	-54.64
            


            
              	CO2

              	g

              	-94.26
            


            
              	CO

              	g

              	-32.81
            


            
              	CH4

              	g

              	-12.14
            


            
              	C2H6

              	g

              	-7.86
            


            
              	C3H8

              	g

              	-5.614
            


            
              	C8H18

              	g

              	4.14
            


            
              	C10H22

              	g

              	8.23
            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gibbs_free_energy"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Gibraltar


        
          

          
            
              	Gibraltar
            


            
              	
                
                  
                    	[image: Flag of Gibraltar]

                    	[image: Coat of arms of Gibraltar]
                  


                  
                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:Nulli Expugnabilis Hosti(Latin)

              "No enemy shall expel us".1
            


            
              	Anthem: Gibraltar Anthem

              Royal anthem: God Save the Queen
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              	Capital

              (and largest city)

              	Gibraltar

            


            
              	Official languages

              	English
            


            
              	Unofficial languages

              

              Vernacular

              	Spanish

              

              Llanito
            


            
              	Ethnic groups

              	Gibraltarian (of mixed Genoese, Maltese, Portuguese and Andalusian descent), other British, Moroccan and Indian
            


            
              	Demonym

              	Gibraltarian
            


            
              	Government

              	British Overseas Territory
            


            
              	-

              	Head of state

              	Queen Elizabeth II
            


            
              	-

              	Governor

              	Robert Fulton
            


            
              	-

              	Chief Minister

              	Peter Caruana
            


            
              	Event

              	Date
            


            
              	-

              	Captured

              	4th August 1704
            


            
              	-

              	Ceded

              	11th April 1713 ( Treaty of Utrecht)
            


            
              	-

              	National Day

              	10th September
            


            
              	-

              	Constitution Day

              	29th January
            


            
              	Area
            


            
              	-

              	Total

              	6.8km( 229th)

              2.6 sqmi
            


            
              	-

              	Water(%)

              	0%
            


            
              	Population
            


            
              	-

              	Jan2008estimate

              	28,875( 207th)
            


            
              	-

              	Density

              	4,290/km( 5th)

              11,154/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$1066 million( 197th)
            


            
              	-

              	Per capita

              	$38,200( n/a)
            


            
              	HDI(n/a)

              	n/a(n/a)( n/a)
            


            
              	Currency

              	Gibraltar pound 2

              

              ( GIP)
            


            
              	Time zone

              	CET ( UTC+1)
            


            
              	-

              	Summer( DST)

              	CEST( UTC+2)
            


            
              	Internet TLD

              	.gi3
            


            
              	Calling code

              	[[+ 3504]]
            


            
              	Patron saint

              	Bernard of Clairvaux & Our Lady of Europe
            


            
              	1

              	National Symbols of Gibraltar
            


            
              	2

              	Pegged with UK pound sterling at par. Coins and notes issued by the Government of Gibraltar.
            


            
              	3

              	The .eu domain is also used, as it is shared with other European Union members.
            


            
              	4

              	Before February 10, 2007, 9567 from Spain.
            

          


          Gibraltar (IPA: /dʒɨˈbrɒltər/) is a British overseas territory located near the southernmost tip of the Iberian Peninsula overlooking the Strait of Gibraltar. The territory shares a border with Spain to the north. Gibraltar has historically been an important base for the British Armed Forces and is the site of a Royal Navy base.


          The name of the territory is derived from the Arabic name Jabal Tāriq (جبل طارق), meaning "mountain of Tariq". It refers to the geological formation, the Rock of Gibraltar, which in turn was named for the Berber Umayyad general Tariq ibn-Ziyad who led the initial incursion into Iberia in advance of the main Moorish force in 711. Earlier, it was known as Mons Calpe, one of the Pillars of Hercules. Today, Gibraltar is known colloquially as Gib or The Rock.


          A one-year investigation and analysis of 235 countries and territories by Janes Country Risk listed Gibraltar as the top stable and prosperous British Territory, in 5th position overall.


          The sovereignty of Gibraltar has been a major issue of contention in Anglo-Spanish relations. Gibraltar was ceded by Spain to Great Britain in perpetuity, under the 1713 Treaty of Utrecht, though Spain asserts a claim to the territory and seeks its return. The overwhelming majority of Gibraltarians strongly oppose this, along with any proposal of shared sovereignty. The British government has stated that it is committed to respecting the Gibraltarians' wishes.


          


          History
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          There is evidence of human habitation in Gibraltar going as far back as Neanderthal man, an extinct species of the Homo genus. The first historical people known to have settled there were the Phoenicians around 950 BC. Semi-permanent settlements were later established by the Carthaginians and Romans. After the collapse of the Roman Empire, Gibraltar came briefly under the control of the Vandals, and would later form part of the Visigothic Kingdom of Hispania until its collapse due to the Muslim conquest in 711 AD. At that time, Gibraltar was named as one of the Pillars of Hercules, after the legend of the creation of the Straits of Gibraltar.


          On April 30, 711, the Umayyad general Tariq ibn Ziyad led a Berber-dominated army across the Strait from Ceuta. He first attempted to land at Algeciras but failed. Subsequently, he landed undetected at the southern point of the Rock from present-day Morocco in his quest for Spain. Little was built during the first four centuries of Moorish control.


          The first permanent settlement was built by the Almohad Sultan Abd al-Mu'min, who ordered the construction of a fortification on the Rock, the remains of which are still present as the Moorish Castle. Gibraltar would later become part of the Kingdom of Granada until 1309, when it would be briefly occupied by Castillian troops. In 1333, it was conquered by the Marinids who had invaded Muslim Spain. The Marinids ceded Gibraltar to the Kingdom of Granada in 1374. Finally, it was reconquered definitively by the Duke of Medina Sidonia in 1462, ending 750 years of Moorish control.


          In the initial years under Medina Sidonia, Gibraltar was granted sovereignty as a home to a population of exiled Sephardic Jews. Pedro de Herrera, a Jewish converso from Crdoba who had led the conquest of Gibraltar, led a group of 4,350 Jews from Crdoba and Seville to establish themselves in the town. A community was built and a garrison established to defend the peninsula. However, this lasted only three years. In 1476, the Duke of Medina Sidonia realigned with the Spanish Crown; the Sefardim were then forced back to Crdoba and the Spanish Inquisition. In 1501 Gibraltar passed under the hands of the Spanish Crown, which had been established in 1479. Gibraltar was granted its coat of arms by a Royal Warrant passed in Toledo by Isabella of Castile in 1501 which is still officially used today.
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          The naval Battle of Gibraltar took place on April 25, 1607 during the Eighty Years' War when a Dutch fleet surprised and engaged a Spanish fleet anchored at the Bay of Gibraltar. During the four-hour action, the entire Spanish fleet was destroyed.


          During the War of the Spanish Succession, British and Dutch troops, allies of Archduke Charles, the Austrian pretender to the Spanish Crown, formed a confederate fleet and attacked various towns on the southern coast of Spain. On 4 August 1704, after six hours of bombardment starting at 5 am, the confederate fleet, commanded by Admiral Sir George Rooke assisted by Field Marshal Prince George of Hesse-Darmstadt comprising some 1800 Dutch and British marines captured the town of Gibraltar and claimed it in the name of the Archduke Charles. Terms of surrender were agreed upon, after which much of the population chose to leave Gibraltar peacefully.


          Franco-Spanish troops failed to retake the town, and British sovereignty over Gibraltar was subsequently recognised by the 1713 Treaty of Utrecht, which ended the war. In this treaty, Spain ceded Gibraltar (Article X) and Minorca (article XI) to the United Kingdom in perpetuity. Great Britain has retained sovereignty over the former ever since, despite all attempts by Spain to recapture it.


          Due to military incursions by Spain various fortifications were established and occupied by British troops in the area which came to be known as "the British Neutral Ground". This was the area to the north of Gibraltar, militarily conquered and continuously occupied by the British except during time of war. (The sovereignty of this area, which today contains the airport, cemetery, a number of housing estates and the sports centre, is separately disputed by Spain.)


          During the American Revolution, the Spanish, who had entered the conflict against the British, imposed a stringent blockade against Gibraltar as part of an unsuccessful siege (the Great Siege of Gibraltar) that lasted for more than three years, from 1779 to 1783. On 14 September 1782, the British destroyed the floating batteries of the French and Spanish besiegers, and in February 1783 the signing of peace preliminaries ended the siege.


          Gibraltar subsequently became an important naval base for the Royal Navy and played an important part in the Battle of Trafalgar. Its strategic value increased with the opening of the Suez Canal, as it controlled the important sea route between the UK and colonies such as India and Australia. During World War II, the civilian residents of Gibraltar were evacuated, and the Rock was turned into a fortress. An airfield was built over the civilian racecourse. Guns on Gibraltar controlled the entrance to the Mediterranean Sea, but plans by Nazi Germany to capture the Rock, codenamed Operation Felix, later named Llona, were frustrated by Spain's reluctance to allow the German Army onto Spanish soil and the excessive price Franco placed on his aid. Germany's Admiral Wilhelm Canaris, head of the Abwehr, also helped by filing a pointedly negative assessment of the options. A leader of the German high command resistance to Hitler, Canaris tipped off Franco, who erected concrete barriers on roads leading to the Pyrenees.


          In the 1950s, Spain, then under the dictatorship of Francisco Franco, renewed its claim to sovereignty over Gibraltar, sparked in part by the visit of Queen Elizabeth II in 1954 to celebrate the 250th anniversary of the Rock's capture. For the next thirty years, Spain restricted movement between Gibraltar and Spain, in application of one of the articles of the Treaty. A referendum was held on September 10, 1967 (the Gibraltar sovereignty referendum, 1967), in which Gibraltar's voters were asked whether they wished to either pass under Spanish sovereignty, or remain under British sovereignty, with institutions of self-government. The vote was overwhelmingly in favour of continuance of British sovereignty, with 12,138 to 44 voting to reject Spanish sovereignty. This led to the granting of autonomous status in May 1969, which the Government of Spain strongly opposed. In response, the following month Spain completely closed the border with Gibraltar and severed all communication links.
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          In 1981 it was announced that the honeymoon for the royal wedding between Prince Charles and Diana Spencer would start from Gibraltar. The Spanish Government responded that King Juan Carlos and Queen Sofia had declined their invitation to the ceremony as an act of protest.


          The border with Spain was partially reopened in 1982, and fully reopened in 1985 prior to Spain's accession into the European Community. Joint talks on the future of the Rock held between Spain and the United Kingdom have occurred since the late 1980s under the Brussels Agreement.


          In 1988, SAS troops shot and killed three members of the IRA who were planning an attack on the British Army band. The ensuing "Death on the Rock" controversy prompted a major political row in the UK.


          In July 2002 proposals for joint sovereignty with Spain were revealed by Jack Straw. A referendum was organised in Gibraltar in November 2002 (the Gibraltar sovereignty referendum, 2002) which rejected any idea of joint sovereignty by 17,900 (98.97%) votes to 187 (1.03%). The British Government restated that, in accordance with the preamble of the Constitution of Gibraltar:


          
            The UK will never enter into arrangements under which the people of Gibraltar would pass under the sovereignty of another state against their freely and democratically expressed wishes.

          


          The question of Gibraltar continues to affect British-Spanish relations.


          September 2006 saw representatives of the United Kingdom, Gibraltar and Spain conclude talks in Crdoba, Spain, with a landmark agreement on a range of cross-cutting issues affecting the Rock and the Campo de Gibraltar removing some of the restrictions imposed by Spain. This agreement resolved a number of long standing issues; improved flow of traffic at the frontier, use of the airport by other carriers, recognition of the +350 telephone code and the settlement of the long-running dispute regarding the pensions of former Spanish workers in Gibraltar, who lost their jobs when Spain closed its border in 1969.


          The Trilateral process is ongoing, and the British Government now states as policy that it will not enter into talks about sovereignty with Spain without the consent of the Government and people of the territory.


          


          Politics
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          As Gibraltar is an overseas territory of the UK, the head of state is Queen Elizabeth II, who is represented by the Governor of Gibraltar. The UK retains responsibility for defence, foreign relations, internal security, and financial stability. The Governor is not involved in the day-to-day administration of Gibraltar, and his role is largely as a ceremonial representative of the head of state. The Governor officially appoints the Chief Minister and government ministers after an election. He is responsible for matters of defence, and security. On 17 July 2006, Governor Sir Francis Richards left Gibraltar on HMS Monmouth leaving the symbolic keys of the fortress of Gibraltar with the Deputy Governor. A new governor, Lt General Sir Robert Fulton KBE, replaced Sir Francis in September 2006.


          The Government of Gibraltar is elected for a term of four years. The unicameral Parliament presently consists of seventeen elected members. The speaker is appointed by a resolution of the Parliament.
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          The head of Government is the Chief Minister, currently Peter Caruana. There are three political parties currently represented in the Parliament: the Gibraltar Social Democrats, the Gibraltar Socialist Labour Party, and the Gibraltar Liberal Party.


          New Gibraltar Democracy and the Progressive Democratic Party have been formed since the 2003 election. The Reform Party was wound up and Gibraltar Labour Party absorbed into the GSD in a merger in 2005. A new party the Progressive Democratic Party PDP was formed in 2006.


          The 2007 election was contested by the GSD, GSLP/LIBS, the PDP and two independents.


          Gibraltar is a part of the European Union, having joined under the British Treaty of Accession (1973), with exemption from some areas such as the Customs Union and Common Agricultural Policy.


          After a ten-year campaign to exercise the right to vote in European Elections, from 2004, the people of Gibraltar participated in elections for the European Parliament as part of the South West England constituency.


          As a result of the continued Spanish claim, the issue of sovereignty features strongly in Gibraltar politics. All local political parties are opposed to any transfer of sovereignty to Spain. They instead support self-determination for the Rock. This policy is supported by the main UK opposition parties.


          In March 2006, UK Foreign Secretary Jack Straw announced that a new Gibraltar constitution had been agreed upon and would be published prior to a referendum on its acceptance in Gibraltar that year. In July, in a statement to the UK Parliament, Geoff Hoon, the Minister for Europe, confirmed that the new Constitution confirms the right of self-determination of the Gibraltarian people.


          On 30 November 2006, a referendum was held for a new constitution. The turnout was 60.4% of eligible voters of which 60.24% voted to approve the constitution and 37.75% against. The remainder returned blank votes. The acceptance was welcomed by the Chief Minister, Peter Caruana, as a step forward for Gibraltar's political development.


          


          Geography
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          The territory covers 6.843 square kilometres (2.642 sqmi). It shares a 1.2km (0.75mi) land border with Spain. On the Spanish side is the town La Lnea de la Concepcin, a municipality of Cdiz province. The part of Cdiz province next to Gibraltar is called Campo de Gibraltar, literally Gibraltar Countryside. The shoreline measures 12km (7.5mi) in length. There are two coasts (sides) of Gibraltar the East Side, which contains the settlements of Sandy Bay and Catalan Bay, and the West Side, where the vast majority of the population lives.


          Having negligible natural resources and few natural freshwater resources, limited to natural wells in the north, until recently Gibraltar used large concrete or natural rock water catchments to collect water. Fresh water from the boreholes is supplemented by two desalination plants: a reverse osmosis plant, constructed in a tunnel within the rock, and a multi-stage flash distillation plant at North Mole.


          Gibraltar is one of the most densely populated territories in the world, with approximately

          4,290inhabitants per square kilometre (11,100/sqmi). The growing demand for space is being increasingly met by land reclamation; reclaimed land currently comprises approximately one tenth of the territory's total area.


          The Rock itself is made of limestone and is 426metres (1,396ft) high. It contains many tunnelled roads, most of which are operated by the military and closed to the public.
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          Flora and fauna


          Over 500 different species of flowering plants grow on The Rock. One of them, the Gibraltar candytuft ( Iberis gibraltarica), is endemic to Gibraltar. Among the wild trees that grow all around The Rock, olive and pine trees are some of the most common.


          Most of its upper area is covered by a nature reserve, which is home to around 230 Barbary Macaques, commonly known as 'apes', the only wild monkeys found in Europe. They sometimes visit the town area. Recent genetic studies and historical documents point to their presence on the Rock before its capture by the British. A superstition analogous to that of the ravens at the Tower of London states that if the monkeys ever leave, so will the British. Other mammals found in Gibraltar include rabbits, foxes and bats. Dolphins and whales are frequently seen in the Bay of Gibraltar. Migrating birds are very common and Gibraltar is home to the only specimens of Barbary Partridges found on the European continent.


          


          Climate


          The climate is Mediterranean with mild winters and warm summers. There are two main prevailing winds, an easterly one known as the Levante coming from the Sahara in Africa which brings humid weather and warmer sea and the other as Poniente which is westerly and brings fresher air in and colder sea. Its terrain consists of the 1,396 foot (426 m) high Rock of Gibraltar and the narrow coastal lowland surrounding it.



          
            
              	Month

              	Year

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec
            


            
              	Avg high C (F)

              	21 (70)

              	16 (61)

              	16 (62)

              	17 (64)

              	18 (66)

              	21 (71)

              	24 (76)

              	27 (81)

              	27 (82)

              	26 (79)

              	21 (71)

              	18 (66)

              	16 (62)
            


            
              	Avg low temperature C (F)

              	15 (60)

              	11 (52)

              	11 (52)

              	12 (54)

              	13 (56)

              	15 (60)

              	17 (64)

              	20 (68)

              	20 (69)

              	20 (68)

              	16 (62)

              	13 (57)

              	12 (54)
            


            
              	Source: Weatherbase
            

          


          


          Subdivisions
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          Gibraltar has no administrative divisions. It is, however, divided into seven Major Residential Areas, which are further divided into Enumeration Areas, used for statistical purposes.


          The Major Residential Areas are listed below, with population figures from the Census of 2001:


          
            
              	

              	Residential area

              	Population

              	% of total
            


            
              	1.

              	East Side

              	429

              	1.56%
            


            
              	2.

              	North District

              	4,116

              	14.97%
            


            
              	3.

              	Reclamation Areas

              	9,599

              	34.91%
            


            
              	4.

              	Sandpits Area

              	2,207

              	8.03%
            


            
              	5.

              	South District

              	4,257

              	15.48%
            


            
              	6.

              	Town Area

              	3,588

              	13.05%
            


            
              	7.

              	Upper Town

              	2,805

              	10.20%
            


            
              	

              	Remainder

              	494

              	1.79%
            


            
              	

              	Gibraltar

              	27,495

              	100%
            

          


          


          Economy
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          The British military traditionally dominated the economy of Gibraltar, with the naval dockyard providing the bulk of economic activity. This has however diminished in the last twenty years, and it is estimated to account for only 7% of the local economy, compared to over 60% in 1984. Today, Gibraltar has an extensive service-based economy, dominated by financial services and tourism.


          A number of British and international banks have operations based in Gibraltar. Recently, many bookmakers and online gaming operators have relocated to Gibraltar to benefit from operating in a regulated jurisdiction with a favourable corporate tax regime. However, this corporate tax regime for non-resident controlled companies is due to be phased out by 2010.


          Tourism is also a significant industry. Gibraltar is a popular stop for cruise ships and attracts day visitors from resorts in Spain. The Rock is a popular tourist attraction, particularly among British tourists and residents in the southern coast of Spain. It is also a popular shopping destination, and all goods and services are VAT free. Many of the large British high street chains have branches in Gibraltar, including Marks and Spencer, BHS, Dorothy Perkins, and the supermarket Morrisons.


          Figures from the CIA World Factbook show the main export markets in 2006 were United Kingdom 30.8%, Spain 22.7%, Germany 13.7%, Turkmenistan 10.4%, Switzerland 8.3%, Italy 6.7% while the corresponding figures for imports are Spain 23.4%, Russia 12.3%, Italy 12%, UK 9%, France 8.9%, Netherlands 6.8% and United States 4.7%.


          The Gibraltar Government state that economy grew in 2004/2005 by 7% to a GDP of 599,180,000. Based on statistics in the 2006 surveys, the Government statisticians estimate it has grown by 8.5% in 2005/6 and by 10.8% in 2006/7 and that the GDP is probably now around 730 million. Inflation was running at 2.6% in 2006 and predicted to be 2% to 3% in 2007. Speaking at the 2007 budget session, Peter Caruana, the Chief Minister said "The scale of Gibraltar's economic success makes it one of the most affluent communities in the entire world."


          


          Currency


          The Currency Notes Act confers on the Government of Gibraltar the right to issue its own currency notes, at parity with pound sterling. The monetary unit of Gibraltar is described both as "pound sterling" and also referred to as the "Gibraltar pound". The ISO code "GIP" is assigned to the Gibraltar pound. Government of Gibraltar notes in circulation bear the words "Pounds sterling" and are legal tender in Gibraltar, but not in the United Kingdom or the other territories of the Sterling Area. Sterling currency notes issued by the Bank of England are legal tender and are in circulation in Gibraltar alongside the local note issues. The euro is unofficially accepted in Gibraltar, though not by post offices or all payphones.


          


          Demographics
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          The population of Gibraltar was 27,967 in July 2007.


          Gibraltarians are a racial and cultural fusion of the many European immigrants who came to the Rock over three hundred years. They are the descendants of economic migrants that came to Gibraltar after the majority of the Spanish population left in 1704. The few Spaniards who remained in Gibraltar in August 1704 were augmented by others who arrived in the fleet with Prince George of Hesse, possibly some two hundred in all, mostly Catalans. By 1753 Genoese, Maltese, and Portuguese people formed the majority of this new population. Other groups include Minorcans (forced to leave their homes when Minorca was returned to Spain in 1802), Sardinians, Sicilians and other Italians, French, Germans, and the British. Immigration from Spain and intermarriage with Spaniards from the surrounding Spanish towns was a constant feature of Gibraltar's history until General Francisco Franco closed the border with Gibraltar, cutting off many Gibraltarians from their relatives on the Spanish side of the frontier. The Spanish socialist government reopened the land frontier, but other restrictions remain in place.


          


          Religion


          Gibraltar's main religion is Christianity, with the majority of Gibraltarians belonging to the Roman Catholic Church. Other Christian denominations include the Church of England, whose Cathedral of the Holy Trinity is the cathedral of the Bishop of Gibraltar in Europe; the Gibraltar Methodist Church, Church of Scotland, various Pentecostal and independent churches mostly influenced by the House Church and Charismatic movements, as well as a Plymouth Brethren congregation. There is also a ward of The Church of Jesus Christ of Latter-day Saints, and Jehovah's Witnesses. There are also a number of Hindu Indians, a Moroccan Muslim population, members of the Bah' Faith and a long-established Jewish community.


          


          Language


          As a British overseas territory, the sole official language of Gibraltar is English, and it is used by the Government and in schools. Most locals are bilingual, also speaking Spanish, due to Gibraltar's proximity to Spain. However, because of the varied mix of ethnic groups which reside there, other languages are spoken on The Rock. Arabic is spoken by the Moroccan community, as are Hindi and Sindhi by the Indian community of Gibraltar. The Maltese language is still spoken by some families of Maltese descent.


          Most Gibraltarians converse in Llanito (pronounced [jɑˈnito] or [ʒɑˈnito]). It is an Andalusian Spanish based creole and is the main local vernacular, and unique to Gibraltar. It consists of an eclectic mix of Andalusian Spanish and British English as well as languages such as Maltese, Portuguese, Italian of the Genoese variety and Haketia. Andalusian Spanish is the main constituent of Llanito, but is also heavily influenced by British English. However, it borrows words and expressions of many other languages, with over 500 words of Genoese and Hebrew origin. Among more educated Gibraltarians, it also typically involves code-switching to English.


          Gibraltarians also call themselves Llanitos.


          


          Education
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          Education in Gibraltar generally follows the English system operating within a three tier system. Schools in Gibraltar follow the Key Stage system which teaches the National Curriculum.


          


          Schools


          Gibraltar has fifteen state schools, one MOD school, one private school and one College of Further Education.


          


          Higher education


          As there are no facilities in Gibraltar for full-time higher education, all Gibraltarian students must study elsewhere at degree level or equivalent and certain non-degree courses. The Government of Gibraltar operates a scholarship/grant system to provide funding for students studying in the United Kingdom. All Gibraltarian students follow the student loans procedure of the UK, where they apply for a loan from the Student Loans Company which is then reimbursed in full by the Government of Gibraltar.


          


          Health care


          All Gibraltarians are entitled to free health care in public wards and clinics at the hospital and primary health care centre. All other British citizens are also entitled to free of charge treatment on the Rock on presentation of a valid British passport during stays of up to 30 days. Other EU nationals are equally entitled to treatment on presentation of a valid European Health Insurance Card. Dental treatment and prescribed medicines are also free of charge for Gibraltarian students and pensioners.


          


          General hospitals


          
            	St Bernard's Hospital

          


          


          Primary health care centres


          
            	Health Care Centre

          


          


          Mental hospitals


          
            	King George V Hospital

          


          


          Culture
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          The culture of Gibraltar reflects Gibraltarians' diverse origins. While there are Andalusian and British influences, the ethnic origins of most Gibraltarians are not confined to British or Andalusian ethnicities. Most ethnicities include Genoese, Maltese, Portuguese, and German. A handful of other Gibraltar residents are Jewish of Sephardic origin, North African, or Indians.


          British influence remains strong. English is the language of government, commerce, education, and the media. Gibraltarians going on to higher education attend university in the UK. Patients requiring medical treatment not available on the Rock receive it as private patients paid for by the Gibraltar Government either in the United Kingdom, or more recently in Spain.


          There exists a small but interesting amount of literary writings by native Gibraltarians. The first prominent work of fiction was probably Hctor Licudi's 1929 novel Barbarita, written in Spanish. It is a largely autobiographical account of the adventures and misadventures of a young Gibraltarian man. Throughout the 1940s and 1950s, several noteworthy anthologies of poetry were published by Leopoldo Sanguinetti, Albert Joseph Patron, and Alberto Pizzarello. The 1960s were largely dominated by the theatrical works of Elio Cruz and his two highly acclaimed Spanish plays La Lola se va p Londre and Connie con cama camera en el comedor. In the 1990s, the Gibraltarian man-of-letters Mario Arroyo published Profiles (1994), a series of bilingual meditations on love, loneliness and death. Of late there have been interesting works by the essayist Mary Chiappe such as her volume of essays Cabbages and Kings (2006) and by the UK-educated academic M. G. Sanchez, author of the hard-hitting novel Rock Black 0-10: A Gibraltar fiction (2006).


          


          Cuisine


          Gibraltarian cuisine is the result of a long relationship between the Andalucian Spaniards and the British, as well as the many foreigners who made Gibraltar their home over the past three centuries. The culinary influences include those from Malta, Genoa, Portugal and Andalusia. This marriage of tastes has given Gibraltar an eclectic mix of Mediterranean and British cuisine.


          


          Music


          The music of Gibraltar is undergoing a renaissance with a multitude of local bands playing original material and covers. Local venues have begun accepting Gibraltarian bands and those from nearby Spain, resulting in a varied mix of live performances every weekend as well as some weekday nights.


          Musicians from Gibraltar include Charles Ramirez, the first guitarist invited to play with the Royal College of Music Orchestra, and successful rock bands like Breed 77, Melon Diesel and Taxi.


          The best known Gibraltarian musician is Albert Hammond, who has had top 10 hits in the UK & US, and has written many songs for international artists such as Whitney Houston, Tina Turner and Julio Iglesias among many others.


          


          National Day


          
            [image: Symbolic release of 30,000 red and white balloons on National Day, one for every person living on The Rock.]
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          Gibraltar's National Day commemorates the 1967 referendum when the people of Gibraltar voted to reject Spanish sovereignty or association by a massive majority. It is celebrated annually on September 10. The day is a public holiday, during which most Gibraltarians dress in the national colours of red and white and among other events, attend a rally. The rally culminates with the release of 30 000 red and white balloons representing the people of Gibraltar.


          The Conservative MP Andrew Rosindell described the event as "a magnificent celebration of the Gibraltarian people, showing not only their pride in being British, but also their love of their homeland  the rock itself"


          


          Tercentenary
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          In 2004, Gibraltar celebrated the tercentenary (the 300th anniversary) of its capture by British forces. In recognition of and with thanks for its long association with Gibraltar, the Royal Navy was given the freedom of the City. Another event saw nearly the entire population, dressed in red, white and blue, link hands to form a human chain encircling the Rock.



          


          Sport


          In 2007 there were eighteen Gibraltar Sports Associations with official recognition from their respective International Governing Bodies. Others, including the Gibraltar National Olympic Committee, have submitted applications for recognition which are being considered.


          Cricket enjoys massive popularity in Gibraltar as the weather is perfectly suited to cricket games. The Gibraltar national cricket team recently won the European Cricket Championships.


          The Government supports the many sporting associations financially. Gibraltar also competes in the bi-annual Island Games, which it hosted in 1995.


          The Gibraltar Football Association applied for full membership of UEFA, but their bid was turned down in 2007 in a contentious decision.


          


          Transport
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          Within Gibraltar, the main form of transport is the car. Motorbikes are popular and there is a good modern bus service. Unlike in other British territories, traffic drives on the right, as the territory shares a land border with Spain.


          There is a cable car which runs from ground level to the top of the rock, with an intermediate station at the apes den.


          Restrictions on transport introduced by the Spanish dictator Francisco Franco closed the land frontier in 1969 and prohibited any air or ferry connections. In 1982, the land border was reopened. As the result of an agreement signed in Cordoba on September 18, 2006 between Gibraltar, the United Kingdom and Spain, the Spanish government agreed to relax the border controls at the frontier that have plagued locals for decades; in return, Britain will pay increased pensions to workers who lost their jobs when Franco closed the border. Restrictions on telephones were removed in 2007 and restrictions on movements at the airport were removed on 16 December 2006.
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          Gibraltar maintains regular flight connections to London and Madrid. Scheduled flights to Morocco and other UK destinations were cancelled after insufficient demand to sustain the services.


          GB Airways has operated a service between Gibraltar and London and other cities for many years. The airline initially flew under the name "Gibraltar Airways." In 1989, and in anticipation of service to cities outside the UK, Gibraltar Airways changed its name to GB Airways with the belief that a new name would incur fewer political problems. As one of British Airways' franchise operators, the airline now operates flights in full British Airways livery. In 2007 GB Airways was purchased by EasyJet who operate flights under their name from April 2008 when British Airways re-introduced flights to Gibraltar under their name. Monarch Airlines operate a daily scheduled service between Gibraltar and Luton. From September 2008 they will also operate a scheduled service to Manchester, UK. The Spanish national airline, Iberia, operates a daily service to Madrid. An annual return charter flight to Malta is operated by Maltese national airline, Air Malta.


          Gibraltar Airport is unusual not only due to its proximity to the centre of the city resulting in the airport terminal being within walking distance of much of Gibraltar but also because the runway intersects Winston Churchill Avenue, the main north-south street, requiring movable barricades to close when aircraft land or depart. New roads and a tunnel for Winston Churchill Avenue, which will end the need to stop road traffic when aircraft use the runway, are planned with a completion date of 2009.


          Motorists, and on occasion pedestrians, crossing the border with Spain have been subjected to long delays and searches by the Spanish authorities. Spain has closed the border during disputes or incidents involving the Gibraltar authorities, such as the Aurora cruise ship incident and when fishermen from the Spanish fishing vessel Pirana were arrested for illegal fishing in Gibraltar waters.


          


          Communications
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          Gibraltar has a digital telephone exchange supported by a fibre optic and copper infrastructure. The telephone operator, Gibtelecom, also operates a GSM network.


          International subscriber dialling is provided, and Gibraltar was allocated the access code 350 by the International Telecommunication Union. This works from all countries with IDD, including Spain, which has accepted its use since February 10, 2007, when the telecom dispute was resolved. Gibraltar fixed service numbers are currently five digits but are being increased to eight by adding the prefix 200 to existing lines.


          Dial-up, ADSL, high-speed Internet lines are available, as are some wifi hotspots in hotels. Local operator CTS is rolling out WiMax.


          The Gibraltar Broadcasting Corporation operates a television and radio station on UHF, VHF and medium-wave. The radio service is also Internet-streamed. Special events are streamed in video.


          The largest and most frequently published newspaper is the Gibraltar Chronicle, Gibraltars oldest established daily newspaper and the worlds second oldest English language newspaper to have been in print continuously with daily editions six days a week. Panorama is published on weekdays, and Vox, 7 Days, The New People, and Gibsport are weekly.


          


          Military
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          Gibraltar's defence is the responsibility of the tri-service British Forces Gibraltar. The army garrison is provided by the Royal Gibraltar Regiment, originally a part-time reserve force which was placed on the permanent establishment of the British Army in 1990. The regiment includes full-time and part-time soldiers recruited from Gibraltar, as well as British Army regulars posted from other regiments.


          The Royal Navy maintains a squadron at the Rock. The squadron is responsible for the security and integrity of British Gibraltar Territorial Waters (BGTW). The shore establishment at Gibraltar is called Rooke after Sir George Rooke who captured the Rock for Archduke Charles (pretender to the Spanish throne) in 1704. Gibraltar's strategic position provides an important facility for the Royal Navy and Britain's allies. Ships from the Spanish Navy do not call at Gibraltar.


          British and U.S. nuclear submarines frequently visit the Z berths at Gibraltar. A Z berth provides the facility for nuclear submarines to visit for operational or recreational purposes, and for non-nuclear repairs.


          The Royal Air Force station at Gibraltar forms part of Headquarters British Forces Gibraltar. Although aircraft are no longer permanently stationed at RAF Gibraltar, a variety of RAF aircraft make regular visits to the Rock and the airfield also houses a section from the Met Office.


          The Rock is believed to be a SIGINT listening post. Its strategic position provides a key GCHQ and National Security Agency location for Mediterranean and North African coverage.


          During the Falklands War, an Argentine plan to attack British shipping in the harbour using frogmen ( Operation Algeciras) was foiled. The naval base also played a part in supporting the task force sent by Britain to recover the Falklands.


          In January 2007, the Ministry of Defence announced that services to the base would be provided by the private company SERCO, resulting in industrial action from the trade unions involved.


          


          Death on the Rock


          On March 6, 1988, as part of Operation Flavius, the British SAS killed three members of the Provisional Irish Republican Army (IRA) in Gibraltar. The three, Mairad Farrell, Sean Savage, and Daniel McCann, were there on an IRA operation to plant a car bomb. All three were unarmed at the time, but a car they had hired was subsequently discovered in Spain with 64kg (141 lb) of Semtex explosive. The incident became the subject of a contentious Thames Television documentary, Death on the Rock.


          An inquest was held which ruled the SAS's action to be lawful. The families of the deceased, however, took the case to the European Court of Human Rights, and in 1995 it held by ten votes to nine that the British government had violated Article 2 of the European Convention on Human Rights. It also ruled, however, that the three killed had been engaged in an act of terrorism, consequently dismissing unanimously the applicants' claims for damages, for costs and expenses incurred by the original inquest, and for any remaining claims for just satisfaction.


          


          Gibraltar in popular culture
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          Film


          
            	The film The Silent Enemy was filmed on location in Gibraltar in 1958. It is a dramatisation of the period during the Second World War when Lionel "Buster" Crabb served as a mine and disposal officer in Gibraltar while frogmen of the Italian Navy's Tenth Light Flotilla were sinking vital shipping.


            	The opening scene of the film The Living Daylights (from the James Bond film series) takes place in Gibraltar.


            	In the German-language film Das Boot, a German U-boat struggles in its attempt to get past the British navy in Gibraltar to relocate to a base in the Mediterranean sea.

          


          


          Literature


          
            	Anthony Burgess's novel A Vision of Battlements (1965), chronicling the troubled love-life of the British soldier Richard Ennis, is set in Gibraltar.


            	The satirical novel Gil Braltar by Jules Verne (1887) describes an almost successful attack of the monkeys on the fortress.


            	"The Day of an American Journalist in 2889", an 1889 Jules Verne short story, also mentions Gibraltar as the last territory of a British Empire that has lost the British Isles themselves.


            	Raffles' Crime in Gibraltar by Barry Perowne, a Sexton Blake story set in Gibraltar in 1937 (U.S. title: They Hang Them in Gibraltar).


            	Scruffy by Paul Gallico is set on Gibraltar during World War II. It follows the steady decline in the size of the Macaque colony and the possible fulfilment of the superstition that Gibraltar will fall if it disappears.


            	As Molly Bloom is a native Gibraltarian, references to Gibraltar appear throughout James Joyce's Ulysses (1922). A sculpture of Molly Bloom as imagined by local artist Jon Searle is on display in the Alameda Gardens.


            	Arthur C. Clarke's novel The Fountains of Paradise mentions about the ' Gibraltar Bridge', a novel infrastructure connecting Europe and Africa.


            	John Masters' book The Rock is a collection of short stories set in Gibraltar: ranging from a story set in prehistoric times to one suggesting a possible future for the Rock.

          


          


          Music


          
            	In 1782 Wolfgang Amadeus Mozart composed a fragment for voice and piano to celebrate the Great Siege of Gibraltar titled Bardengesang auf Gibraltar: O Calpe! Dir donnert's am Fusse.


            	The Beatles' song The Ballad of John & Yoko identifies Gibraltar as the place that John Lennon and Yoko Ono were married.

          


          


          Notable people from Gibraltar


          Notable or famous Gibraltarians include:


          
            	William George Penney - physicist responsible for the development of British nuclear technology following World War II.


            	John Galliano - four time British fashion designer of the year.


            	Albert Hammond - International singer, songwriter and producer.


            	Henry Francis Cary (1772 - 1844) - Translator and poet.


            	Thomas William Bowlby (1818 - 1860) - Correspondent for The Times in Germany and China. He was captured and imprisoned by the Tartar General Sengge Rinchen whilst on correspondence in Tongzhou, Beijing.


            	Frederick Stanley Maude (1864 - 1917) - General who led the successful campaign in World War I to capture Baghdad over the winter of 1917.


            	John Beikie (1766 - 1839) - Merchant and political figure in Upper Canada.


            	Don Pacifico (1784 - 1854) - Gibraltar-born Portuguese Jew, most famous for the Pacifico incident


            	John Montresor (1736 - 1799) - Gibraltar-born military engineer in the British service active in North America, his amorous exploits inspired the best-selling novel Charlotte Temple.


            	Gustavo Bacarisas (1873-1971) - Painter.

          


          


          Twin towns


          
            	Goole, Yorkshire and the Humber, UK (1969, but lapsed)


            	Ballymena, United Kingdom (Northern Ireland) (2006)
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          Giganotosaurus (meaning 'giant southern lizard', derived from the Ancient Greek gigas/ meaning 'giant', notos/ meaning 'south wind' and saurus/ meaning 'lizard') is a genus of carcharodontosaurid dinosaur that lived 93 to 89 million years ago during the Turonian stage of the Late Cretaceous Period. It is one of the largest known terrestrial carnivores, slightly larger than Tyrannosaurus, but smaller than Spinosaurus. Its fossils have been found in Argentina.


          


          Discovery and species
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          Giganotosaurus carolinii was named for Ruben Carolini, an amateur fossil hunter, who discovered the fossils in the deposits of the Rio Limay Formation of Patagonia, southern Argentina, in 1993. It was published by Rodolfo Coria and Leonardo Salgado in the journal Nature in 1995.


          The holotype specimen's (MUCPv-Ch1) skeleton was about 70% complete and included the skull, pelvis, leg bones and most of the backbone. It is estimated around 12.2-12.5 m (40-41 ft) in length. A second specimen (MUCPv-95), 8% larger, has also been recovered. This largest Giganotosaurus specimen is estimated to represent an individual 13.2 m (43.3ft) long, that weighed 6.2 tons. Giganotosaurus might have had the longest known skull for a theropod dinosaur, with the holotype's skull estimated at 1.80m (6ft) and the second specimen's estimated at 1.95m (6.3ft). Giganotosaurus surpasses Tyrannosaurus rex in length by almost a meter (the upper length estimate for T. rex is 13m).


          


          Paleobiology
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          G. carolinii was slightly larger than T. rex but had a much smaller brain that was the size and shape of a banana. Its teeth were built more for cutting than crushing. A well-developed olfactory region means it probably had a good sense of smell.


          Titanosaur fossils have been recovered near the remains of Giganotosaurus, leading to speculation that these carnivores may have preyed on the giant herbivores. Fossils of related carcharodontosaurid fossils grouped closely together may indicate pack hunting, a behaviour that could possibly extend to Giganotosaurus itself.


          


          Classification
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          Giganotosaurus, along with relatives like Tyrannotitan, Mapusaurus and Carcharodontosaurus, are members of the carnosaur family Carcharodontosauridae. Both Giganotosaurus and Mapusaurus have been placed in their own subfamily Giganotosaurinae by Coria and Currie in 2006 as more carcharodontosaurid dinosaurs are found and described, allowing interrelationships to be calculated. 


          In popular culture
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              Giganotosaurus carolinii.
            

          


          The original fossils of Giganotosaurus remain at the Carmen Funes Museum in Neuquen, Argentina, but replicas are common in other places, including the Australian Museum in Sydney. Despite having been discovered relatively recently, Giganotosaurus is already gaining a name for itself in popular culture. Giganotosaurus was featured in Dino Crisis 2, but was extremely exaggerated in size; the game's giganotosaur was said to be about 7 metres tall and 20 meters long, when the actual creature was about 5.5 metres tall and 14 meters long. Giganotosaurus was also shown in Turok in "Death Valley". Slade incorrectly calls it a T-Rex, but is easily differentiated from Tyrannosaurus. Giganotosaurus appears in the Chased by Dinosaurs special Land of Giants. They are seen to hunt both independently and in packs, working together to bring down an Argentinosaurus. Giganotosaurus is also featured in the IMAX movie Dinosaurs: Giants of Patagonia where Dr. Rodolfo Coria shows the sites of major discoveries in Argentina. It also has a robotic animal kit, from the popular Zoids series, released after the species known as Gojulas Giga.
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          The giraffe (Giraffa camelopardalis) is an African even-toed ungulate mammal, the tallest of all land-living animal species, and the largest ruminant. Males can be 4.8 to 5.5 metres (16 to 18 feet) tall and weigh up to 1,700kilograms (3,800 pounds). The record-sized bull, shot in Kenya in 1934, was 5.87m (19.2ft) tall and weighed approximately 2,000kg (4,400lb). Females are generally slightly shorter, and weigh less than the males do.


          The giraffe is related to deer and cattle, but is placed in a separate family, the Giraffidae, consisting only of the giraffe and its closest relative, the okapi. Its range extends from Chad to South Africa.


          Giraffes can inhabit savannas, grasslands, or open woodlands. They prefer areas enriched with acacia growth. They drink large quantities of water and, as a result, they can spend long periods of time in dry, arid areas. When searching for more food they will venture into areas with denser foliage.


          


          Etymology


          The species name camelopardalis (camelopard) is derived from its early Roman name, where it was described as having characteristics of both a camel and a leopard. The English word camelopard first appeared in the 14th century and survived in common usage well into the 19th century. The Afrikaans language retained it. The Arabic word الزرافة ziraafa or zurapha, meaning "assemblage" (of animals), or just "tall", was used in English from the sixteenth century on, often in the Italianate form giraffa.


          


          Taxonomy and evolution
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          Giraffids evolved from a 3metre (10ft) tall antelope-like mammal which roamed Europe and Asia 30-50 million years ago. The earliest giraffid was the Climacoceras, which still resembled deer, having large antler-like ossicones. It first appeared in the early Miocene period. As the lineage went on the genuses Palaeotragus and Samotherium appeared in the early to mid-Miocene. One species of Palaeotragus developed more giraffe-like ossicones. They both were tall at the shoulder but still had short necks. For there the genus Giraffa evolved in the Pliocene period and Okapia evolved in the Pleistocene. The modern long-necked giraffe, Giraffa camelopardalis, appeared 1 million years ago. 


          Classification


          There are nine generally accepted subspecies, differentiated by colour and pattern variations and range:


          
            	Reticulated or Somali Giraffe (G.c. reticulata)  large, polygonal liver-coloured spots outlined by a network of bright white lines. The blocks may sometimes appear deep red and may also cover the legs. Range: northeastern Kenya, Ethiopia, Somalia.


            	Angolan or Smoky Giraffe (G.c. angolensis)  large spots and some notches around the edges, extending down the entire lower leg. Range: Angola, Zambia.


            	Kordofan Giraffe (G.c. antiquorum)  smaller, more irregular spots that cover the inner legs. Range: western and southwestern Sudan.


            	Masai or Kilimanjaro Giraffe (G.c. tippelskirchi)  jagged-edged, vine-leaf shaped spots of dark chocolate on a yellowish background. Range: central and southern Kenya, Tanzania.


            	Nubian Giraffe (G.c. camelopardalis)  large, four-sided spots of chestnut brown on an off-white background and no spots on inner sides of the legs or below the hocks. Range: eastern Sudan, northeast Congo.


            	Rothschild Giraffe or Baringo Giraffe or Ugandan Giraffe (G.c. rothschildi)  deep brown, blotched or rectangular spots with poorly defined cream lines. Hocks may be spotted. Range: Uganda, north-central Kenya.


            	South African Giraffe (G.c. giraffa)  rounded or blotched spots, some with star-like extensions on a light tan background, running down to the hooves. Range: South Africa, Namibia, Botswana, Zimbabwe, Mozambique.


            	Thornicroft or Rhodesian Giraffe (G.c. thornicrofti)  star-shaped or leafy spots extend to the lower leg. Range: eastern Zambia.


            	West African or Nigerian Giraffe (G.c. peralta)  numerous pale, yellowish red spots. Range: Niger, Cameroon.

          


          Some scientists regard Kordofan and West African Giraffes as a single subspecies; similarly with Nubian and Rothschild's Giraffes, and with Angolan and South African Giraffes. Further, some scientists regard all populations except the Masai Giraffes as a single subspecies. By contrast, scientists have proposed four other subspecies  Cape Giraffe (G.c. capensis), Lado Giraffe (G.c. cottoni), Congo Giraffe (G.c. congoensis), and Transvaal Giraffe (G.c. wardi)  but none of these is widely accepted.


          Though giraffes of these populations interbreed freely under conditions of captivity, suggesting that they are subspecific populations, genetic testing published in 2007 has been interpreted to show that there may be at least six species of giraffe that are reproductively isolated and not interbreeding, even though no natural obstacles, like mountain ranges or impassable rivers block their mutual access. In fact, the study found that the two giraffe populations that live closest to each other the reticulated giraffe (G. camelopardalis reticulata) of north Kenya, and the Masai giraffe (G. c. tippelskirchi) in south Kenya separated genetically between 0.13 and 1.62 million years BP, judging from genetic drift in nuclear and mitochondrial DNA.


          The implications for conservation of as many as eleven such cryptic species and sub-species were summarised by David Brown for BBC News: "Lumping all giraffes into one species obscures the reality that some kinds of giraffe are on the brink. Some of these populations number only a few hundred individuals and need immediate protection."


          


          Anatomy and morphology
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          Male giraffes are around 4.8-5.5m (16-19ft) tall at the horn tips, and normally weigh 1300-1700kg (2900-3800lb) Females are 30-60cm (1-2ft) shorter and weigh about 200-400kg (400-800lb) less than males. Giraffes have spots covering their entire bodies, except their underbellies, with each giraffe having a unique pattern of spots.


          


          Horns


          Both sexes have horns, although the horns of a female are smaller. The prominent horns are formed from ossified cartilage and are called ossicones. The appearance of horns is a reliable method of identifying the sex of giraffes, with the females displaying tufts of hair on the top of the horns, where as males' horns tend to be bald on top  an effect of necking in combat. Males sometimes develop calcium deposits which form bumps on their skull as they age, which can give the appearance of up to three further horns.
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          Neck


          Giraffes have long necks, which they use to browse the leaves of trees. They possess seven vertebrae in the neck (the usual number for a mammal) that are elongated. The vertebrae are separated by highly flexible joints. The base of the neck has spines which project upward and form a hump over the shoulders. They have anchor muscles that hold the neck upright.


          


          Legs and pacing


          Giraffes also have slightly elongated forelegs, about 10% longer than their hind legs. The pace of the giraffe is an amble, though when pursued it can run extremely fast. It can not sustain a lengthy chase. Its leg length compels an unusual gait with the left legs moving together followed by right (similar to pacing) at low speed, and the back legs crossing outside the front at high speed. When hunting adult giraffes, lions try to knock the lanky animal off its feet and pull it down. Giraffes are difficult and dangerous prey though, and when attacked the giraffe defends itself by kicking with great force. A single well-placed kick from an adult giraffe can shatter a lion's skull or break its spine. Lions are the only predators which pose a serious threat to an adult giraffe.


          


          Circulatory system
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          Modifications to the giraffe's structure have evolved, particularly to the circulatory system. A giraffe's heart, which can weigh up to 10kg (22lb) and measure about 60cm (2ft) long, has to generate around double the normal blood pressure for an average large mammal in order to maintain blood flow to the brain against gravity. In the upper neck, a complex pressure-regulation system called the rete mirabile prevents excess blood flow to the brain when the giraffe lowers its head to drink. Conversely, the blood vessels in the lower legs are under great pressure (because of the weight of fluid pressing down on them). In other animals such pressure would force the blood out through the capillary walls; giraffes, however, have a very tight sheath of thick skin over their lower limbs which maintains high extravascular pressure in exactly the same way as a pilot's g-suit.


          


          Behaviour
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          Social structure and breeding habits


          Female giraffes associate in groups of a dozen or so members, occasionally including a few younger males. Younger males tend to live in "bachelor" herds, with older males often leading solitary lives. Reproduction is polygamous, with a few older males impregnating all the fertile females in a herd. Male giraffes determine female fertility by tasting the female's urine in order to detect estrus, in a multi-step process known as the Flehmen response.


          Giraffes will mingle with the other herbivores in the African bush. They are beneficial to be around because of their height. A giraffe is tall enough to have a much wider scope of an area and will watch out for predators.


          


          Reproduction


          Giraffe gestation lasts between 14 and 15 months, after which a single calf is born. The mother gives birth standing up and the embryonic sack usually bursts when the baby falls to the ground. Newborn giraffes are about 1.8m (6ft) tall.
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          Within a few hours of being born, calves can run around and are indistinguishable from a week-old calf; however, for the first two weeks, they spend most of their time lying down, guarded by the mother. The young can fall prey to lions, leopards, spotted hyenas, and wild dogs. It has been speculated that their characteristic spotted pattern provides a certain degree of camouflage. Only 25 to 50% of giraffe calves reach adulthood; the life expectancy is between 20 and 25 years in the wild and 28 years in captivity (Encyclopedia of Animals).


          


          Necking
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          As noted above, males often engage in necking, which has been described as having various functions. One of these is combat. Battles can be fatal, but are more often less severe. The longer the neck, and the heavier the head at the end of the neck, the greater the force a giraffe is able to deliver in a blow. It has also been observed that males that are successful in necking have greater access to estrous females, so the length of the neck may be a product of sexual selection.


          After a necking duel, a giraffe can land a powerful blow with his head  occasionally knocking a male opponent to the ground. These fights rarely last more than a few minutes or end in physical harm.


          Another function of necking is affectionate and sexual, in which two males will caress and court each other, leading up to mounting and climax. Same sex relations are more frequent than heterosexual behaviour. In one area 94% of mounting incidents were of a homosexual nature. The proportion of same sex courtships varies between 30 and 75%, and at any given time one in twenty males will be engaged in affectionate necking behaviour with another male. Females, on the other hand, only appear to have same sex relations in 1% of mounting incidents.


          


          Stereotypic behaviour


          Many animals when kept in captivity, such as in zoos, display abnormal behaviours. Such unnatural behaviours are known as stereotypic behaviours. In particular, giraffes show distinct patterns of stereotypic behaviours when removed from their natural environment. Due to a subconscious response to suckle milk from their mother, something which many human-reared giraffes and other captive animals do not experience, giraffes resort instead to excessive tongue use on inanimate objects.


          Due to the obvious social and cultural discomfort associated with the addition of milk delivery devices, animal enclosures are often enriched with other stimuli, such as food and mental distractions (toys, scent markings etc.). This operates as a distraction, removing the giraffes focus from its instinctual tendencies towards suckling, resulting in tongue lolling and licking of objects in close proximity.


          


          Feeding and cleaning
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          The giraffe browses on the twigs of trees, preferring trees of the genus Mimosa; but it appears that it can live without inconvenience on other vegetable food. A giraffe can eat 63kg (140lb) of leaves and twigs daily. As ruminants, they first chew their food, swallow for processing and then visibly regurgitate the semi-digested cud up their necks and back into the mouth, in order to chew again. This process is usually repeated several times for each mouthful.


          A giraffe will clean off any bugs that appear on its face with its extremely long tongue (about 45cm/18in). The tongue is tough on account of the giraffe's diet, which can include thorns from the trees that they eat. In Southern Africa, giraffes feed on all acacias, especially Acacia erioloba, and possess a specially-adapted tongue and lips that are tough enough to withstand, or even ignore, the vicious thorns of this plant.


          


          Sleep


          The giraffe has one of the shortest sleep requirements of any mammal, which is between 10 minutes and two hours in a 24-hour period, averaging 1.9 hours per day.


          


          Sounds


          Although generally quiet and not vocal, giraffes have been heard to make various sounds. Courting males will emit loud coughs. Females will call their young by whistling or bellowing. Calves will bleat, moo, or make mewing sounds. In addition, giraffes will grunt, snort, hiss, or make strange flute-like sounds. Recent research has shown evidence that the animal communicates at an infrasound level.


          


          Conservation
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          Giraffes are hunted for their hides, hair, and meat. In addition, habitat destruction also hurts the giraffe. In the Sahel trees are cut down for firewood and to make way for livestock. Normally, giraffes are able to cope with livestock since they feed in the trees above their heads. The giraffe population is shrinking in West Africa. However, the populations in eastern and southern Africa are stable and, due to the popularity of privately-owned game ranches and sanctuaries (i.e. Bour-Algi Giraffe Sanctuary), are expanding. The giraffe is a protected species in most of its range. The total African giraffe population has been estimated to range from 110,000 to 150,000. Kenya (45,000), Tanzania (30,000), and Botswana (12,000), have the largest national populations.


          An unexpected danger to giraffes in captivity is that, as they are typically the tallest objects in a zoo, giraffes are at increased risk of being struck by lightning. In the wild, this hazard is reduced by the presence of trees; as well, the giraffe's natural habitat range has an extremely low occurrence of lightning -- NASA's satellite lightning detection system indicates that the area receives an average of less than one cloud-to-ground flash per square kilometre per year.


          


          In art and culture
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          Giraffes can be seen in paintings, including the famous painting of a giraffe which was taken from Africa to China by Admiral Zheng He in 1414. The giraffe was placed in a Ming Dynasty zoo.


          The Medici giraffe was a giraffe presented to Lorenzo de' Medici in 1486. It caused a great stir on its arrival in Florence, being reputedly the first living giraffe to be seen in Italy since the days of Ancient Rome. Another famous giraffe, called Zarafa, was brought from Africa to Paris in the early 1800s and kept in a menagerie for 18 years.


          Giraffe is a novel by the author J. M. Ledgard. The work concerns a true incident in which 49 giraffes were slaughtered in the Czech Republic (then Czechoslovakia) in 1975 following the suspected outbreak of disease amongst the group. The novel contains extensive information about the species, including the long history of European fascination with the beast and its captivity in zoos.


          Notable fictional giraffes include:


          
            	Toys "R" Us mascot Geoffrey the Giraffe. He was originally portrayed as a cartoon giraffe but in the 2001 commercials he was portrayed as a real-life giraffe who talks; an animatronic version of Geoffrey the Giraffe (created by Stan Winston Studios), was voiced by Jim Hanks in commercials for radio and television.

          


          
            	Longrack of the Transformers universe


            	Girafarig from the Pokmon franchise


            	Melman from Madagascar

          


          Giraffes have also appeared as background characters in various other animated works such as Dumbo and The Lion King.
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          A Girl Guide is a girl, usually ranging from 10 to 17 years of age, participating in the worldwide Scouting movement. This movement began in 1907, when Robert Baden-Powell held the first Scout camp on Brownsea Island, South England. To advance his ideas, Baden-Powell wrote the book, Scouting for Boys, which targeted boy readership, and described the Scout method of using outdoor activities to develop character, citizenship, and personal fitness qualities among youth. The girls' movement began in 1909 at The Crystal Palace in London, England, where Baden-Powell encountered a number of Girl Scouts in Scouting uniform and saw the demand for a similar programme for young women and girls.


          Soon after he wrote an article called "A scheme for Girl Guides" in the Boy Scout's Gazette and asked his sister Agnes to take over leadership of the Girl Guides. In 1910 Agnes wrote How Girls can help the empire which was published in 1912.


          The first Guide Company was 1st Pinkneys Green Guides (Lady Baden Powell Own), who are still going in Pinkneys Green, town of Maidenhead in the English county of Berkshire. in the UK.


          Girl Guides are organised into units/troops averaging 20-30 girls under guidance of a team of leaders. Units subdivide into patrols of about six Guides and engage in outdoor and special interest activities. Units may affiliate with national and international organisations. Some Units, especially in Europe, have been co-educational since the 1970s, allowing boys and girls to work together as Scouts. There are other programme sections for older and younger girls.


          The term Girl Scout is used in the United States and several East Asian countries. The two terms are used synonymously within this article.
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          Activities


          


          Unit affiliation


          Local groups, called variously units, companies or troops are the fundamental unit of the Girl Guides. These are run by an adult, normally a woman who is between 18 and 65 years of age. She has responsibility for the girls in her group and plans out activities for the girls as well as leading the meetings. These leaders are supported by assistants. Meetings are held anywhere from weekly to monthly depending on the commitments of the participants and the activities in progress.


          


          Uniforms


          Individual national or other emblems may be found on the individual country's Scouting article.


          


          Uniform is a specific characteristic of Scouting. Robert Baden-Powell, at the 1938 World Jamboree, said it "hides all differences of social standing in a country and makes for equality; but, more important still, it covers differences of country and race and creed, and makes all feel that they are members with one another of the one great brotherhood".


          In the 1909 The Scheme for Girl Guides, the uniform for the newly emerging movement was given as:


          
            Jersey of company colour. Neckerchief of company colour. Skirt, knickers, stockings, dark blue. Cap - red biretta, or in summer, large straw hat. Haversack, cooking billy, lanyard and knife, walking stick or light staff. Cape, hooked up on the back. Shoulder knot, of the 'Group' colour on the left shoulder. Badges, much the same as the Boy Scouts. Officers wear ordinary country walking-dress, with biretta of dark blue, white shoulder knot, walking stick, and whistle on lanyard.

          


          Guide uniform varies widely within cultures, climates and the activities undertaken and has frequently changed through history. They are often adorned with badges indicating a Guide's achievements and responsibilities. Uniforms within each organisation are often different for each age group. Brownies often wear brown clothing. In some places, uniforms are manufactured and distributed by approved companies and the local Guiding organisation. In other places, members make uniforms themselves.
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          Giuseppe Fortunino Francesco Verdi (pronounced [dʒuˈzɛpːe ˈverdi] in Italian; October 9 or 10, 1813  January 27, 1901) was an Italian Romantic composer, mainly of opera. He was one of the most influential composers of Italian opera in the 19th century. His works are frequently performed in opera houses throughout the world and, transcending the boundaries of the genre, some of his themes have long since taken root in popular culture - such as " La donna  mobile" from Rigoletto, " Va, pensiero" (The Chorus of the Hebrew Slaves) from Nabucco, and " Libiamo ne' lieti calici" (The Drinking Song) from La traviata. Although his work was sometimes criticized for using a generally diatonic rather than a chromatic musical idiom and having a tendency toward melodrama, Verdis masterworks dominate the standard repertoire a century and a half after their composition.


          


          Biography


          Verdi was born in Le Roncole, a village near Busseto, then in the Dpartement Taro which was a part of the French Empire after the annexation of the Duchy of Parma and Piacenza. The baptismal register, on 11 October, lists him as being "born yesterday", but since days were often considered to begin at sunset, this could have meant either 9 or 10 October. The next day he was baptized in the Roman Catholic church in Latin as Joseph Fortuninus Franciscus. The day after that (Tuesday), Carlo Giuseppe Verdi (Verdi's father) took his new born the three miles to Busseto to register him. The baby was recorded as Joseph Fortunin Francois; the clerk wrote in French. "So it happened that for the civil and temporal world Verdi was born a Frenchman." When he was still a child, Verdi's parents moved from Piacenza to Busseto, where the future composer's education was greatly facilitated by visits to the large library belonging to the local Jesuit school. Also in Busseto, Verdi was given his first lessons in composition.
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          Verdi went to Milan when he was twenty to continue his studies and he took private lessons in counterpoint while attending operatic performances , as well as concerts of, specifically, German music. Milan's beaumonde association convinced him that he should pursue a career as a theatre composer.


          Returning to Busseto, he became town music master and, with the support of Antonio Barezzi, a local merchant and music lover who had long supported Verdi's musical ambitions in Milan, Verdi gave his first public performance at Barezzis home in 1830. Because he loved Verdis music, Barezzi invited Verdi to be his daughter Margherita's music teacher and the two soon fell deeply in love. They were married in 1836 and Margherita gave birth to two children, both of whom died in infancy, followed by Margherita herself in 1840. Verdi adored his wife and children, and he was devastated when they all died in the prime of youth. During the mid 1830s he attended the "Salotto Maffei" salons in Milan, hosted by Clara Maffei.


          


          Initial recognition


          The production of his first opera, Oberto, by Milan's La Scala, achieved a degree of success, after which Bartolomeo Merelli, an impresario with La Scala, offered Verdi a contract for two more works.


          It was while he worked on his second opera, Un giorno di regno, that Verdi's wife and children died. The opera was a flop, and he fell into despair vowing to give up musical composition forever. However, Merelli persuaded him to write Nabucco in 1842 and its opening performance made Verdi famous. Legend has it that it was the words of the famous Va pensiero chorus of the Hebrew slaves that inspired Verdi to write music again.


          A large number of operas followed in the decade after 1843, a period which Verdi was to describe as his "galley years". These included his I Lombardi in 1843 and Ernani in 1844.


          For some, the most original and important opera that Verdi wrote is Macbeth in 1847. For the first time, Verdi attempted an opera without a love story, breaking a basic convention in 19th Century Italian opera.


          In 1847, I Lombardi, revised and renamed Jerusalem, was produced by the Paris Opera and, due to a number of Parisian conventions that had to be honored (including extensive ballets), became Verdi's first work in the French Grand opera style.


          


          Middle years
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          Sometime in the mid-1840s, after the death of Margherita Barezzi, Verdi began an affair with Giuseppina Strepponi, a soprano in the twilight of her career. Their cohabitation before marriage was regarded as scandalous in some of the places they lived, but Verdi and Giuseppina married on 29 August 1859 at Collonges-sous-Salve, near Geneva. While living in Busseto with Strepponi, Verdi bought an estate two miles from the town in 1848. Initially, his parents lived there, but, after his mother's death in 1851, he made the Villa Verdi at Sant'Agata his home until his death.


          As the "galley years" were drawing to a close, Verdi created one of his greatest masterpieces, Rigoletto which premiered in Venice in 1851. Based on a play by Victor Hugo (Le roi s'amuse), the libretto had to undergo substantial revisions in order to satisfy the epoch's censorship, and the composer was on the verge of giving it all up a number of times. The opera quickly became a great success.


          With Rigoletto Verdi sets up his original idea of musical drama as a cocktail of heterogeneous elements, embodying social and cultural complexity, and beginning from a distinctive mixture of comedy and tragedy. Rigoletto's musical range includes band-music such as the first scene or the song La donna  mobile, Italian melody such as the famous quartet Bella figlia dell'amore, chamber music such as the duet between Rigoletto and Sparafucile and powerful and concise declamatos often based on key-notes like the C and C# notes in Rigoletto and Monterone's upper register.


          There followed the second and third of the three major operas of Verdi's "middle period": in 1853 Il Trovatore was produced in Rome and La traviata in Venice. The latter was based on Alexandre Dumas, fils' play The Lady of the Camellias.


          Between 1855 and 1867 an outpouring of great Verdi operas were to follow, among them such repertory staples as Un ballo in maschera (1859), La forza del destino (commissioned by the Imperial Theatre of Saint Petersburg for 1861 but not performed until 1862), and a revised version of Macbeth (1865). Other somewhat less often performed include Les vpres siciliennes (1855) and Don Carlos (1867), both commissioned by the Paris Opera and initially given in French. Today, these latter two operas are most often performed in their revised Italian versions. Simon Boccanegra followed in 1857.
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          In 1869, Verdi was asked to compose a section for a Requiem Mass in memory of Gioacchino Rossini and proposed that this Requiem should be a collection of sections composed by other Italian contemporaries of Rossini. The Requiem was compiled and completed, but it was not performed in Verdi's lifetime. Five years later, Verdi reworked his "Libera Me" section of the Rossini Requiem and made it a part of his Requiem Mass, honoring the famous novelist and poet Alessandro Manzoni, who had died in 1873. The complete Requiem was first performed at the cathedral in Milan, on 22 May 1874.


          Verdi's grand opera, Aida, is sometimes thought to have been commissioned for the celebration of the opening of the Suez Canal in 1869, but, according to one major critic , Verdi turned down the Khedive's invitation to write an "ode" for the new opera house he was planning to inaugurate as part of the canal opening festivities. The opera house actually opened with a production of Rigoletto. It was later in 1869/70, when the organizers again approached Verdi (but this time with the idea of writing an opera), that he again turned them down. When they warned him that they would ask Charles Gounod instead and then threatened to engage Richard Wagner's services, Verdi began to show considerable interest, and agreements were signed in June 1870.


          In fact, the two composers, who were the leaders of their respective schools of music, seemed to resent each other greatly. They never met. Verdi's comments on Wagner and his music are few and hardly benevolent ("He invariably chooses, unnecessarily, the untrodden path, attempting to fly where a rational person would walk with better results"), but at least one of them is kind: upon learning of Wagner's death, Verdi lamented: "Sad, sad, sad! ... a name that will leave a most powerful impression on the history of art." Of Wagner's comments on Verdi, only one is well-known. After listening to Verdi's Requiem, the great German, prolific and eloquent in his comments on some other composers, said, "It would be best not to say anything."


          


          Twilight and Death
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          During the following years Verdi worked on revising some of his earlier scores, most notably new versions of Don Carlos, La forza del destino, and Simon Boccanegra.


          Otello, based on William Shakespeare's play, with a libretto written by the younger composer of Mefistofele, Arrigo Boito, premiered in Milan in 1887. Its music is "continuous" and cannot easily be divided into separate "numbers" to be performed in concert. Some feel that although masterfully orchestrated, it lacks the melodic lustre so characteristic of Verdi's earlier, great, operas, while many critics consider it Verdi's greatest tragic opera, containing some of his most beautiful, expressive music and some of his richest characterizations. In addition, it lacks a prelude, something Verdi listeners are not accustomed to. Arturo Toscanini performed as cellist in the Orchestra at the world premiere and began his friendship with Verdi (a composer he revered as highly as Beethoven).


          Verdi's last opera, Falstaff, whose libretto was also by Boito, was based on Shakespeare's Merry Wives of Windsor and Victor Hugo's subsequent translation. It was an international success and is one of the supreme comic operas which shows Verdi's genius as a contrapuntist.


          In 1894, Verdi composed a short ballet for a French production of Otello, his last purely orchestral composition. Years later, Arturo Toscanini recorded the music for RCA Victor with the NBC Symphony Orchestra which complements the 1947 Toscanini performance of the complete opera.


          In 1897, Verdi completed his last composition, a setting of the traditional Latin text Stabat Mater. This was the last of four sacred works that Verdi composed, Quattro Pezzi Sacri, which are often performed together or separately. The first performance of the four works was on April 7, 1898, at the Grande Opra, Paris. The four works are: Ave Maria for mixed chorus; Stabat Mater for mixed chorus and orchestra; Laudi alla Vergine Maria for female chorus; and Te Deum for double chorus and orchestra.


          While staying at the Grand Hotel et de Milan in Milan, Verdi had a stroke on January 21, 1901. He grew gradually more feeble and died six days later, on January 27, 1901. Arturo Toscanini conducted the vast forces of combined orchestras and choirs comprised of musicians from throughout Italy at the State Funeral for Verdi in Milan, following the composer's death. To date, it remains the largest public assembly of any event in the history of Italy.


          


          Verdi's role in the Risorgimento
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          Music historians have long perpetuated a myth about the famous Va, pensiero chorus sung in the third act of Nabucco. The myth reports that, when the Va, pensiero chorus was sung in Milan, then belonging to the large part of Italy under Austrian domination, the audience, responding with nationalistic fervor to the exiled slaves' lament for their lost homeland, demanded an encore of the piece. As encores were expressly forbidden by the government at the time, such a gesture would have been extremely significant. However, recent scholarship puts this to rest. Although the audience did indeed demand an encore, it was not for Va, pensiero but rather for the hymn Immenso Jehova, sung by the Hebrew slaves to thank God for saving His people. In light of these new revelations, Verdi's position as the musical figurehead of the Risorgimento has been correspondingly downplayed.


          On the other hand, during rehearsals, workmen in the theatre stopped what they were doing during "Va, pensiero" and applauded at the conclusion of this haunting melody while the growth of the "indentification of Verdi's music with Italian nationalist politics" is judged to have begun in the summer 1846 in relation to a chorus from Ernani in which the name of one of its characters, "Carlo", was changed to "Pio", a reference to Pope Piux IX's grant to amnesty to political prisons.


          The myth of Verdi as Risorgimento's composer also reports that the slogan "Viva VERDI" was used throughout Italy to secretly call for Vittorio Emanuele Re D'Italia (Victor Emmanuel King of Italy), referring to Victor Emmanuel II, then king of Sardinia.


          The Chorus of the Hebrews (the English title for Va, pensiero) has another appearance in Verdi folklore. Prior to his body being driven from the cemetery to the official memorial service and its final resting place at the Casa di Riposo, Arturo Toscanini conducted a chorus of 820 singers in "Va, pensiero". At the Casa, the Miserere from Il trovatore was sung.


          


          Style


          Verdi's predecessors who influenced his music were Rossini, Bellini, Giacomo Meyerbeer and, most notably, Gaetano Donizetti and Saverio Mercadante. With the possible exception of Otello and Aida, he was free of Wagner's influence. Although respectful of Gounod, Verdi was careful not to learn anything from the Frenchman whom many of Verdi's contemporaries regarded as the greatest living composer. Some strains in Aida suggest at least a superficial familiarity with the works of the Russian composer Mikhail Glinka, whom Franz Liszt, after his tour of the Russian Empire as a pianist, popularized in Western Europe.


          Throughout his career, Verdi rarely utilised the high C in his tenor arias, citing the fact that the opportunity to sing that particular note in front of an audience distracts the performer before and after the note appears. However, he did provide high Cs to Duprez in Jrusalem and to Tamberlick in the original version of La forza del destino. The high C often heard in the aria Di quella pira does not appear in Verdi's score.


          Although his orchestration is often masterful, Verdi relied heavily on his melodic gift as the ultimate instrument of musical expression. In fact, in many of his passages, and especially in his arias, the harmony is ascetic, with the entire orchestra occasionally sounding as if it were one large accompanying instrument - a giant-sized guitar playing chords. Some critics maintain he paid insufficient attention to the technical aspect of composition, lacking as he did schooling and refinement. Verdi himself once said, "Of all composers, past and present, I am the least learned." He hastened to add, however, "I mean that in all seriousness, and by learning I do not mean knowledge of music."


          However, it would be incorrect to assume that Verdi underestimated the expressive power of the orchestra or failed to use it to its full capacity where necessary. Moreover, orchestral and contrapuntal innovation is characteristic of his style: for instance, the strings producing a rapid ascending scale in Monterone's scene in Rigoletto accentuate the drama, and, in the same opera, the chorus humming six closely grouped notes backstage portrays, very effectively, the brief ominous wails of the approaching tempest. Verdi's innovations are so distinctive that other composers do not use them; they remain, to this day, some of Verdi's signatures.


          Verdi was one of the first composers who insisted on patiently seeking out plots to suit his particular talents. Working closely with his librettists and well aware that dramatic expression was his forte, he made certain that the initial work upon which the libretto was based was stripped of all "unnecessary" detail and "superfluous" participants, and only characters brimming with passion and scenes rich in drama remained.


          Many of his operas, especially the later ones from 1851 onwards are a staple of the standard repertoire. No composer of Italian opera has managed to match Verdi's popularity, perhaps with the exception of Giacomo Puccini.


          


          Verdi's operas


          
            
              	#

              	Title

              	Libretist

              	Act,

              Language

              	Premiere details

              	Remarks
            


            
              	1

              	Oberto

              	Antonio Piazza

              	Two acts,

              Italian

              	Teatro alla Scala, Milan,

              November 17, 1839

              	
            


            
              	2

              	Un giorno di regno

              	Felice Romani

              	Two acts,

              Italian

              	Teatro alla Scala, Milan,

              September 5, 1840

              	
            


            
              	3

              	Nabucco

              	Temistocle Solera

              	Four acts,

              Italian

              	Teatro alla Scala, Milan,

              March 9, 1842

              	
            


            
              	4

              	I Lombardi alla prima crociata

              	Temistocle Solera

              	Four acts,

              Italian

              	Teatro alla Scala, Milan,

              February 11, 1843

              	
            


            
              	5

              	Ernani

              	Francesco Maria Piave

              	Four acts,

              Italian

              	Teatro La Fenice, Venice,

              March 9, 1844

              	
            


            
              	6

              	I due Foscari

              	Francesco Maria Piave

              	Three acts,

              Italian

              	Teatro Argentina, Rome,

              November 3, 1844

              	
            


            
              	7

              	Giovanna d'Arco

              	Temistocle Solera

              	Three acts,

              Italian

              	Teatro alla Scala, Milan,

              February 15, 1845

              	
            


            
              	8

              	Alzira

              	Salvatore Cammarano

              	Two acts,

              Italian

              	Teatro San Carlo, Naples,

              August 12, 1845

              	
            


            
              	9

              	Attila

              	Temistocle Solera

              	Three acts,

              Italian

              	Teatro La Fenice, Venice,

              March 17, 1846

              	
            


            
              	10

              	Macbeth

              	Francesco Maria Piave

              	Four acts,

              Italian

              	Teatro della Pergola, Florence,

              March 14, 1847

              	
            


            
              	11

              	I masnadieri

              	Andrea Maffei

              	Four acts,

              Italian

              	Her Majesty's Theatre, London,

              July 22, 1847

              	
            


            
              	12

              	Jrusalem

              	Alphonse Royer,

              Gustave Vaz

              	Four acts,

              French

              	Paris Opra, Paris,

              November 26, 1847

              	French version of I Lombardi

              alla prima crociata
            


            
              	13

              	Il corsaro

              	Francesco Maria Piave

              	Three acts,

              Italian

              	Teatro Grande, Trieste,

              25 October 1848

              	
            


            
              	14

              	La battaglia di Legnano

              	Salvatore Cammarano

              	Four acts,

              Italian

              	Teatro Argentina, Rome,

              January 27, 1849

              	
            


            
              	15

              	Luisa Miller

              	Salvatore Cammarano

              	Three acts,

              Italian

              	Teatro San Carlo, Naples,

              December 8, 1849

              	
            


            
              	16

              	Stiffelio

              	Francesco Maria Piave

              	Three acts,

              Italian

              	Teatro Grande, Trieste,

              November 16, 1850

              	
            


            
              	17

              	Rigoletto

              	Francesco Maria Piave

              	Three acts,

              Italian

              	Teatro La Fenice, Venice,

              March 11, 1851

              	
            


            
              	18

              	Il trovatore

              	Leone Emanuele Bardare,

              Salvatore Cammarano

              	Four acts,

              Italian

              	Teatro Apollo, Rome,

              January 19, 1853

              	
            


            
              	19

              	La traviata

              	Francesco Maria Piave

              	Three acts,

              Italian

              	Teatro la Fenice, Venice,

              March 6, 1853

              	
            


            
              	20

              	Les vpres siciliennes

              	Charles Duveyrier,

              Eugne Scribe

              	Five acts,

              French

              	Paris Opra, Paris,

              June 13, 1855

              	
            


            
              	21

              	Giovanna de Guzman

              	Eugenio Caimi

              	Five acts,

              Italian

              	Teatro Regio, Parma,

              December 26, 1855

              	Italian version of Les vpres

              siciliennes
            


            
              	22

              	Le trouvre

              	Leone Emanuele Bardare,

              Salvatore Cammarano

              	Four acts,

              Italian

              	Paris Opra, Paris,

              1857

              	Revised version of Il trovatore

              with a ballet added
            


            
              	23

              	Simon Boccanegra

              	Francesco Maria Piave

              	Three acts,

              Italian

              	Teatro La Fenice, Venice,

              March 12, 1857

              	
            


            
              	24

              	Aroldo

              	Francesco Maria Piave

              	Four acts,

              Italian

              	Teatro Nuovo, Rimini,

              August 16, 1857

              	Revision of Stiffelio
            


            
              	25

              	Un ballo in maschera

              	Antonio Somma

              	Three acts,

              Italian

              	Teatro Apollo, Rome,

              February 17, 1859

              	
            


            
              	26

              	La forza del destino

              	Francesco Maria Piave

              	Four acts,

              Italian

              	Bolshoi Kamenny Theatre,

              Saint Petersburg,

              November 10, 1862

              	
            


            
              	27

              	Macbeth

              	Francesco Maria Piave

              	Four acts,

              Italian

              	Thtre Lyrique, Paris,

              April 21, 1865

              	Revised version
            


            
              	28

              	Don Carlos

              	Camille du Locle,

              Joseph Mry

              	Five acts,

              French

              	Paris Opra, Paris,

              March 11, 1867

              	
            


            
              	29

              	La forza del destino

              	Francesco Maria Piave

              	Four acts,

              Italian

              	Teatro alla Scala, Milan,

              February 27, 1869

              	Revised version with text

              addition by Antonio

              Ghislanzoni
            


            
              	30

              	Aida

              	Antonio Ghislanzoni

              	Four acts,

              Italian

              	Khedivial Opera House, Cairo,

              December 24, 1871

              	
            


            
              	31

              	Don Carlo

              	Camille du Locle,

              Joseph Mry

              	Five acts,

              Italian

              	Teatro San Carlo, Naples,

              1872

              	First revision of Don Carlos,

              translated by

              Achille de Lauzires,

              with additions by

              Antonio Ghislanzoni
            


            
              	32

              	Simon Boccanegra

              	Francesco Maria Piave

              	Three acts,

              Italian

              	Teatro alla Scala, Milan,

              March 24, 1881

              	Revised version with text

              changes by Arrigo Boito
            


            
              	33

              	La force du destin

              	Francesco Maria Piave

              	Four acts,

              French

              	Antwerp,

              March 14, 1881

              	Revised version of

              La forza del destino

              translated by Charles Nuitter

              and Camille du Locle
            


            
              	34

              	Don Carlo

              	Camille du Locle,

              Joseph Mry

              	Four acts,

              Italian

              	Teatro alla Scala, Milan,

              January 10, 1884

              	Second revision of Don

              Carlos with Camille du Locle

              and Charles Nuitter. Omitted

              act 1 and the ballet.
            


            
              	35

              	Don Carlo

              	Camille du Locle,

              Joseph Mry

              	Five acts,

              Italian

              	Teatro Municipale, Modena,

              December 29, 1886

              	Third revision of Don Carlos

              with Angelo Zanardini

              (Fontainebleau scene)
            


            
              	36

              	Otello

              	Arrigo Boito

              	Four acts,

              Italian

              	Teatro alla Scala, Milan,

              February 5, 1887

              	
            


            
              	37

              	Falstaff

              	Arrigo Boito

              	Three acts,

              Italian

              	Teatro alla Scala, Milan,

              February 9, 1893

              	
            

          


          Eponyms


          
            	The Verdi Inlet on the Beethoven Peninsula of Alexander Island just off Antarctica


            	Verdi Square at Broadway and West 72nd Street in Manhattan


            	Asteroid 3975 Verdi

          


          


          Trivia


          Verdi's name literally translates as "Joseph Green" in English. Musical comedian Victor Borge often referred to the famous composer as "Joe Green" in his act, saying that "Giuseppe Verdi" was merely his "stage name".


          The same joke-translation is mentioned in Evil Under the Sun (1982 film) by Patrick Redfern (played by Nicholas Clay) to Hercule Poirot ( Peter Ustinov), a prank which inadvertedly gives Poirot the answer to the murder.


          The famous portrait of Verdi by Giovanni Boldini was the main inspiration of Luchino Visconti in creating the character of Burt Lancaster in his film Il Gattopardo.


          
            Retrieved from " http://en.wikipedia.org/wiki/Giuseppe_Verdi"
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              	Memphis and its Necropolis - the Pyramid Fields from Giza to Dahshur*
            


            
              	UNESCO World Heritage Site
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              	StateParty

              	[image: Flag of Egypt]Egypt
            


            
              	Type

              	Cultural
            


            
              	Criteria

              	i, iii, vi
            


            
              	Reference

              	86
            


            
              	Region

              	Egypt
            


            
              	Inscription history
            


            
              	Inscription

              	1979 (3rd Session)
            


            
              	* Name as inscribed on World Heritage List.

               Region as classified by UNESCO.
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          The Giza Necropolis stands on the Giza Plateau, on the outskirts of Cairo, Egypt. This complex of ancient monuments is located some 8 km (5 mi) inland into the desert from the old town of Giza on the Nile, some 25 km (15mi) southwest of Cairo city centre. The Great pyramid is the only remaining monument of the Seven Wonders of the Ancient World.


          


          Description


          This Ancient Egyptian necropolis consists of the Pyramid of Khufu (known as the Great Pyramid and the Pyramid of Cheops), the somewhat smaller Pyramid of Khafre (or Chephren) a few hundred metres to the south-west, and the relatively modest-size Pyramid of Menkaure (orMykerinus) a few hundred metres further south-west, along with a number of smaller satellite edifices, known as "queens" pyramids, causeways and valley pyramids. The Great Sphinx lies on the east side of the complex, facing east. Current consensus among Egyptologists is that the head of the Great Sphinx is that of Khafre. Associated with these royal monuments are the tombs of high officials and much later burials and monuments (from the New Kingdom onwards), signifying the reverence to those buried in the necropolis.


          Of the five, only Menkaure's Pyramid is seen today without any of its original polished limestone casing, with Khafre's Pyramid retaining a prominent display of casing stones at its apex, while Khufu's Pyramid maintains a more limited collection at its base. It is interesting to note that Khafre's Pyramid appears larger than the adjacent Khufu Pyramid by virtue of its more elevated location, and the steeper angle of inclination of its construction  it is, in fact, smaller in both height and volume. The most active phase of construction here was in the 25th century BC. It was popularised in Hellenistic times when the Great Pyramid was listed by Antipater of Sidon as one of the Seven Wonders of the World. Today it is the only one of the ancient Wonders still in existence.


          Due largely to 19th-century images, the pyramids of Giza are generally thought of by foreigners as lying in a remote, desert location, even though they are located in what is now part of the most populous city in Africa . Consequently, urban development reaches right up to the perimeter of the antiquities site, to the extent that in the 1990s, Pizza Hut and KFC restaurants opened across the road . The ancient sites in the Memphis area, including those at Giza, together with those at Saqqara, Dahshur, Abu Ruwaysh, and Abusir, were collectively declared a World Heritage Site in 1979 .


          


          Construction of the Great Pyramid


          There have been varying scientific theories regarding the pyramid's construction techniques. Most construction theories are based on the idea that the pyramids were built by moving huge stones from a quarry and dragging and lifting them into place. The disagreements centre on the method by which the stones were conveyed and placed. A recent theory proposes that the building blocks were manufactured in-place from a kind of "limestone concrete".


          In addition to the many theories as to the techniques involved, there are also disagreements as to the kind of workforce that was used. One theory, suggested by the Greeks, posits that slaves were forced to work until the pyramid was done. This theory is no longer accepted in the modern era, however. Archaeologists believe that the Great Pyramid was built by tens of thousands of skilled and unskilled workers who camped near the pyramids and worked for a salary or as a form of paying taxes until the construction was completed. The worker's cemeteries were discovered in 1990 by archaeologists Zahi Hawass and Mark Lehner. Egyptologist Miroslav Verner posited that the labor was organized into a hierarchy, consisting of two gangs of 100,000 men, divided into five zaa or phyle of 20,000 men each, which may have been further divided according to the skills of the workers.


          


          Astronomy


          The sides of all three of the Giza pyramids were astronomically oriented to be north-south and east-west within a small fraction of a degree. Among recent attempts to explain such a clearly deliberate pattern are those of S. Haack, O. Neugebauer, K. Spence, D. Rawlins, K. Pickering, and J. Belmonte.
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            	"Glacial" and "Glaciation" redirect here. For the geological periods, see glacial period. For the story by Alastair Reynolds, see Glacial (short story).

          


          A glacier is a large, slow-moving river of ice, formed from compacted layers of snow, that slowly deforms and flows in response to gravity and high pressure. The processes and landforms caused by glaciers and related to them are glacial ( adjective); this term should not be confounded with glacial ( noun), a cold period in ice ages (see glacial period). The process of glacier growth and establishment is called glaciation.


          The word glacier comes from French via the Vulgar Latin glacia, and ultimately from Latin glacies meaning ice.


          


          Overview


          Glacier ice is the largest reservoir of fresh water on Earth, and second only to oceans as the largest reservoir of total water. Glaciers cover vast areas of polar regions but are restricted to the highest mountains in the tropics.


          Many geomorphological processes are interrupted or modified significantly by glaciers. Geomorphological features created by glaciers include end, lateral, ground and medial moraines that form from glacially transported rocks and debris; U-shaped valleys and cirques at their heads, and the glacier fringe, which is the area where the glacier has recently melted into water. Much precipitation becomes trapped in the glaciers instead of flowing immediately back to the oceans, causing sea level drops and greatly modifying the hydrology of streams. The Earth's crust is pushed down by the weight of the ice, and meltwater commonly collects and forms lakes along the ice margins.


          Glacial epochs have come and gone repeatedly over the last million years. Presently, Earth is in a relatively warm period, called an interglacial, exacerbated by global warming with the resulting retreat of the glaciers. The Earth has been cyclically plunged into cold episodes, however, called glacials, in which the extent of glaciers is expanded, colloquially referred to as ice ages.


          


          Types of glaciers


          
            [image: Mouth of the Schlatenkees Glacier near Innergschlöß, Austria.]

            
              Mouth of the Schlatenkees Glacier near Innergschl, Austria.
            

          


          There are two main types of glaciers: alpine glaciers, which are found in mountain terrains, and continental glaciers, which can cover larger areas. Most of the concepts in this article apply equally to alpine glaciers and continental glaciers.


          A temperate glacier is at melting point throughout the year, from its surface to its base. The ice of polar glaciers is always below freezing point with most mass loss due to sublimation. Sub-polar glaciers have a seasonal zone of melting near the surface and have some internal drainage, but little to no basal melt.


          Thermal classifications of surface conditions vary, so glacier zones are often used to identify melt conditions. The dry snow zone is a region where no melt occurs, even in the summer. The percolation zone is an area with some surface melt, and meltwater percolating into the snowpack, often this zone is marked by refrozen ice lenses, glands, and layers. The wet snow zone is the region where all of the snow deposited since the end of the previous summer has been raised to 0C. The superimposed ice zone is a zone where meltwater refreezes as a cold layer in the glacier forming a continuous mass of ice.


          The smallest alpine glaciers form in mountain valleys and are referred to as valley glaciers. Larger glaciers can cover an entire mountain, mountain chain or even a volcano; this type is known as an ice cap. Ice caps feed outlet glaciers, tongues of ice that extend into valleys below, far from the margins of those larger ice masses. Outlet glaciers are formed by the movement of ice from a polar ice cap, or an ice cap from mountainous regions, to the sea.


          The largest glaciers are continental ice sheets, enormous masses of ice that are not visibly affected by the landscape and that cover the entire surface beneath them, except possibly on the margins where they are thinnest. Antarctica and Greenland are the only places where continental ice sheets currently exist. These regions contain vast quantities of fresh water. The volume of ice is so large that if the Greenland ice sheet melted, it would cause sea levels to rise some six meters (20 ft) all around the world. If the Antarctic ice sheet melted, sea levels would rise up to 65 meters (210 ft).


          Plateau glaciers resemble ice sheets, but on a smaller scale. They cover some plateaus and high-altitude areas. This type of glacier appears in many places, especially in Iceland and some of the large islands in the Arctic Ocean, and throughout the northern Pacific Cordillera from southern British Columbia to western Alaska.


          Tidewater glaciers are glaciers that flow into the sea. As the ice reaches the sea pieces break off, or calve, forming icebergs. Most tidewater glaciers calve above sea level, which often results in a tremendous splash as the iceberg strikes the water. If the water is deep, glaciers can calve underwater, causing the iceberg to suddenly explode up out of the water. The Hubbard Glacier is the longest tidewater glacier in Alaska and has a calving face over ten kilometers long. Yakutat Bay and Glacier Bay are both popular with cruise ship passengers because of the huge glaciers descending hundreds of feet to the water. This glacier type undergoes centuries-long cycles of advance and retreat that are much less affected by the climate changes currently causing the retreat of most other glaciers.


          


          Formation


          
            [image: Low and high contrast images of the Byrd Glacier. The low-contrast version is similar to the level of detail the naked eye would see — smooth and almost featureless. The bottom image uses enhanced contrast to highlight flow lines on the ice sheet and bottom crevasses.]

            
              Low and high contrast images of the Byrd Glacier. The low-contrast version is similar to the level of detail the naked eye would see  smooth and almost featureless. The bottom image uses enhanced contrast to highlight flow lines on the ice sheet and bottom crevasses.
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              Formation of glacial ice
            

          


          The snow which forms temperate glaciers is subject to repeated freezing and thawing, which changes it into a form of granular ice called nv. Under the pressure of the layers of ice and snow above it, this granular ice fuses into denser firn. Over a period of years, layers of firn undergo further compaction and become glacial ice. In addition, a few hours after deposition, snow will begin to undergo metamorphism because of the presence of temperature gradients and/or convex and concave surfaces within individual crystals (causing differential vapour pressure). This causes the sublimation of ice from smaller crystals and the deposition of water vapour onto larger crystals, so many crystals become progressively more rounded over time. Depending on the type of metamorphism, the snowpack may become stronger or weaker as a result.


          The distinctive blue tint of glacial ice is often wrongly attributed to Rayleigh scattering which is supposedly due to bubbles in the ice. The blue colour is actually created for the same reason that water is blue, that is, its slight absorption of red light due to an overtone of the infrared OH stretching mode of the water molecule .


          The lower layers of glacial ice flow and deform plastically under the pressure, allowing the glacier as a whole to move slowly like a viscous fluid. Glaciers usually flow downslope, although they do not need a surface slope to flow, as they can be driven by the continuing accumulation of new snow at their source, creating thicker ice and a surface slope. The upper layers of glaciers are more brittle, and often form deep cracks known as crevasses or bergschrunds as they move.


          Crevasses form due to internal differences in glacier velocity between two quasi-rigid parts above the deeper more plastic substrate far below. As the parts move at different speeds and directions, shear forces cause the two sections to break apart opening the crack of a crevasse all along the disconnecting faces. Projected in effect over three dimensions, one may settle and tip, the other upthrust or twist, or all such combinations due to the effects of each floating on the plastic layers below and any contact with rock and such. Hence the distance between the two separated parts while touching and rubbing deep down, frequently widens significantly towards the surface layers, many times creating a wide chasm.


          These crevasses make travel over glaciers hazardous. Subsequent heavy snow may form a fragile snow bridge, increasing the danger by hiding their presence at the surface. Glacial meltwaters flow throughout and underneath glaciers, carving channels in the ice (called moulins) similar to cave formation through rock and also helping to lubricate the glacier's movement.


          


          Anatomy


          
            [image: The Upper Grindelwald Glacier and the Schreckhorn, in the Swiss Alps, showing accumulation and ablation zones]

            
              The Upper Grindelwald Glacier and the Schreckhorn, in the Swiss Alps, showing accumulation and ablation zones
            

          


          The upper part of a glacier that receives most of the snowfall is called the accumulation zone. In general, the accumulation zone accounts for 60-70% of the glacier's surface area. The depth of ice in the accumulation zone exerts a downward force sufficient to cause deep erosion of the rock in this area. After the glacier is gone, this often leaves a bowl or amphitheater-shaped isostatic depression called a cirque.


          On the opposite end of the glacier, at its foot or terminal, is the deposition or ablation zone, where more ice is lost through melting than gained from snowfall and sediment is deposited. The place where the glacier thins to nothing is called the ice front.


          The altitude where the two zones meet is called the equilibrium line, also called the snow line. At this altitude, the amount of new snow gained by accumulation is equal to the amount of ice lost through ablation. Due to erosive forces at the edges of the moving ice, glaciers turn V-shaped river-carved valleys into U-shaped glacial valleys.


          The "health" of a glacier is defined by the area of the accumulation zone compared to the ablation zone. When directly measured this is glacier mass balance. Healthy glaciers have large accumulation zones. Several non-linear relationships define the relation between accumulation and ablation.


          In the aftermath of the Little Ice Age, around 1850, the glaciers of the Earth have retreated substantially. Glacier retreat has increased since the 1980s, the coldest decade since 1900.


          


          Occurrence


          Glaciers occur on every continent and in approximately 47 of the world's countries. Extensive glaciers are found in Antarctica, Patagonia, Canada, Greenland and Iceland. Mountain glaciers are widespread e.g. in the Andes, the Himalaya, the Rocky Mountains, the Caucasus, the Alps, the Pyrenees, in Norway, Japan, Turkey and the Iran. On mainland Australia no glaciers exist today, although a small glacier on Mount Kosciuszko was present in the last glacial period, and Tasmania was widely glaciated. On New Zealand's South Island the West Coast bears the Fox and Franz Josef Glaciers. In New Guinea small glaciers are located on its highest summit massif of Puncak Jaya. Africa has glaciers on Mount Kilimanjaro in Tanzania, on Mount Kenya and in the Ruwenzori Range.


          Permanent snow cover is affected by factors such as the degree of slope on the land, amount of snowfall and the force and nature of the winds. As temperature decreases with altitude, high mountains  even those near the Equator  have permanent snow cover on their upper portions, above the snow line. Examples include Mount Kilimanjaro and the Tropical Andes in South America; however, the only snow to occur exactly on the Equator is at 4,690m (15,387ft) on the southern slope of Volcn Cayambe in Ecuador.


          Conversely, many regions of the Arctic and Antarctic receive very little precipitation and therefore experience little snowfall despite the bitter cold (cold air, unlike warm air, cannot take away much water vapor from the sea). In Antarctica, the snow does not melt even at sea level. In addition to the dry, unglaciated regions of the Arctic, there are some mountains and volcanoes in Bolivia, Chile and Argentina that are high (4,500metres (14,800ft) - 6,900m (22,600ft)) and cold, but the relative lack of precipitation prevents snow from accumulating into glaciers. This is because these peaks are located near or in the hyperarid Atacama desert. Further examples of these temperate unglaciated mountains is the Kunlun Mountains, Tibet and the Pamir Range to the north of the Himalayas in Central Asia. Here, just like the Andes, mountains in Central Asia can reach above 6,000 m (20,000 ft) and be barren of snow and ice due to the rain shadow effect caused by the taller Himalaya Range.


          During glacial periods of the Quaternary, most of Siberia, central and northern Alaska and all of Manchuria, were similarly too dry to support glaciers, though temperatures were as low as or lower than in glaciated areas of Europe and North America. This was because dry westerly winds from ice sheets in Europe and the coastal ranges in North America reduced precipitation to such an extent that glaciers could never develop except on a few high mountains like the Verkhoyansk Range (which still supports glaciers today).


          


          Glaciers on Mars


          Elsewhere in the solar system, the vast polar ice caps of Mars rival those of the Earth and show glacial features. Especially the south polar cap is compared to glaciers on Earth. Other glacial features on Mars are glacial debris aprons and the lineated valley fills of the fretted terrain in northern Arabia Terra. Topographical features and computer models indicate the existence of more glaciers in Mars' past.


          


          Motion
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              The Perito-Moreno Glacier, showing cracks in brittle upper layer
            

          


          Glaciers have a tendency to move, or "flow", downhill. While the bulk of a glacier flows in the direction of lower elevation, every point of the glacier can move at a different rate, and in a different direction. The general motion is due to the force of gravity, and the rate of flow at each point on the glacier is affected by many factors.


          Ice behaves like an easily breaking solid until its thickness exceeds about 50 meters (160 ft). The pressure on ice deeper than that depth causes plastic flow. The glacial ice is made up of layers of molecules stacked on top of each other, with relatively weak bonds between the layers. When the stress of the layer above exceeds the inter-layer binding strength, it moves faster than the layer below.


          Another type of movement is basal sliding. In this process, the whole glacier moves over the terrain on which it sits, lubricated by meltwater. As the pressure increases toward the base of the glacier, the melting point of water decreases, and the ice melts. Friction between ice and rock and geothermal heat from the Earth's interior also contribute to thawing. This type of movement is dominant in temperate glaciers. The geothermal heat flux becomes more important the thicker a glacier becomes.


          


          Fracture zone and cracks
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              Signs warning of the hazards of a glacier in New Zealand
            

          


          The top 50 meters of the glacier are more rigid. In this section, known as the fracture zone, the ice mostly moves as a single unit. Ice in the fracture zone moves over the top of the lower section. When the glacier moves through irregular terrain, cracks form in the fracture zone. These cracks can be up to 50 meters deep, at which point they meet the plastic like flow underneath that seals them.


          


          Speed


          The speed of glacial displacement is partly determined by friction. Friction makes the ice at the bottom of the glacier move slower than the upper portion. In alpine glaciers, friction is also generated at the valley's side walls, which slows the edges relative to the center. This was confirmed by experiments in the 19th century, in which stakes were planted in a line across an alpine glacier, and as time passed, those in the centre moved farther.


          Mean speeds vary; some have speeds so slow that trees can establish themselves among the deposited scourings. In other cases they can move as fast as meters per day, as in the case of Antarctica's Byrd Glacier, which moves 750-800 meters per year.


          Many glaciers have periods of very rapid advancement called surges. These glaciers exhibit normal movement until suddenly they accelerate, then return to their previous state. During these surges, the glacier may reach velocities far greater than normal speed. These surges may be caused by failure of the underlying bedrock, the ponding of meltwater at the base of the glacier perhaps delivered from a supraglacial lake or the simple accumulation of mass beyond a critical "tipping point".


          


          Moraines


          Glacial moraines are formed by the deposition of material from a glacier and are exposed after the glacier has retreated. These features usually appear as linear mounds of till, a non-sorted mixture of rock, gravel and boulders within a matrix of a fine powdery material. Terminal or end moraines are formed at the foot or terminal end of a glacier. Lateral moraines are formed on the sides of the glacier. Medial moraines are formed when two different glaciers, flowing in the same direction, coalesce and the lateral moraines of each combine to form a moraine in the middle of the merged glacier. Less apparent is the ground moraine, also called glacial drift, which often blankets the surface underneath much of the glacier downslope from the equilibrium line. Glacial meltwaters contain rock flour, an extremely fine powder ground from the underlying rock by the glacier's movement. Other features formed by glacial deposition include long snake-like ridges formed by streambeds under glaciers, known as eskers, and distinctive streamlined hills, known as drumlins.


          Stoss-and-lee erosional features are formed by glaciers and show the direction of their movement. Long linear rock scratches (that follow the glacier's direction of movement) are called glacial striations, and divots in the rock are called chatter marks. Both of these features are left on the surfaces of stationary rock that were once under a glacier and were formed when loose rocks and boulders in the ice were transported over the rock surface. Transport of fine-grained material within a glacier can smooth or polish the surface of rocks, leading to glacial polish. Glacial erratics are rounded boulders that were left by a melting glacier and are often seen perched precariously on exposed rock faces after glacial retreat.


          The term moraine is of French origin, and it was coined by peasants to describe alluvial embankments and rims found near the margins of glaciers in the French Alps. In modern geology, the term is used more broadly, and is applied to a series of formations, all of which are composed of till.


          


          Drumlins
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              A drumlin field forms after a glacier has modified the landscape. The teardrop-shaped formations denote the direction of the ice flow.
            

          


          Drumlins are asymmetrical, canoe shaped hills with aerodynamic profiles made mainly of till. Their heights vary from 15 to 50 meters and they can reach a kilometer in length. The tilted side of the hill looks toward the direction from which the ice advanced (stoss), while the longer slope follows the ice's direction of movement (lee).


          Drumlins are found in groups called drumlin fields or drumlin camps. An example of these fields is found east of Rochester, New York, and it is estimated that it contains about 10,000 drumlins.


          Although the process that forms drumlins is not fully understood, it can be inferred from their shape that they are products of the plastic deformation zone of ancient glaciers. It is believed that many drumlins were formed when glaciers advanced over and altered the deposits of earlier glaciers.


          


          Ogives


          Ogives are alternating dark and light bands of ice occurring as ridges and valleys on glacier surfaces. They only occur below icefalls but not all icefalls have ogives below them. Once formed, they bend progressively downglacier due to the increased velocity toward the glacier's centerline. Ogives are likely linked to seasonal motion of the glacier as the width of one dark and one light band generally equals the annual movement of the glacier. The ridges and valleys are formed because ice from an icefall is severely broken up thereby increasing ablation surface area during the summertime creating a swale and creating space for snow accumulation in the winter creating a ridge. Sometimes ogives are described as either wave ogives or band ogives in which they are solely undulations or varying colour bands respectively.


          


          Erosion


          Rocks and sediments are added to glaciers through various processes. Glaciers erode the terrain principally through two methods: abrasion and plucking.
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              Diagram of glacial plucking and abrasion
            

          


          As the glacier flows over the bedrock's fractured surface, it softens and lifts blocks of rock that are brought into the ice. This process is known as plucking, and it is produced when subglacial water penetrates the fractures and the subsequent freezing expansion separates them from the bedrock. When the water expands, it acts as a lever that loosens the rock by lifting it. This way, sediments of all sizes become part of the glacier's load.


          Abrasion occurs when the ice and the load of rock fragments slide over the bedrock and function as sandpaper that smooths and polishes the surface situated below. This pulverized rock is called rock flour. This flour is formed by rock grains of a size between 0.002 and 0.00625 mm. Sometimes the amount of rock flour produced is so high that currents of meltwaters acquire a grayish colour.


          Another of the visible characteristics of glacial erosion are glacial striations. These are produced when the bottom's ice contains large chunks of rock that mark trenches in the bedrock. By mapping the direction of the flutes the direction of the glacier's movement can be determined. Chatter marks are seen as lines of roughly crescent shape depressions in the rock underlying a glacier caused by the abrasion where a boulder in the ice catches and is then released repetitively as the glacier drags it over the underlying basal rock.


          A glacier may also erode its environment through katabatic winds.


          The rate of glacier erosion is variable. The differential erosion undertaken by the ice is controlled by six important factors:


          
            	Velocity of glacial movement


            	Thickness of the ice


            	Shape, abundance and hardness of rock fragments contained in the ice at the bottom of the glacier


            	Relative ease of erosion of the surface under the glacier.


            	Thermal conditions at the glacier base.


            	Permeability and water pressure at the glacier base.

          


          Material that becomes incorporated in a glacier are typically carried as far as the zone of ablation before being deposited. Glacial deposits are of two distinct types:


          
            	Glacial till: material directly deposited from glacial ice. Till includes a mixture of undifferentiated material ranging from clay size to boulders, the usual composition of a moraine.


            	Fluvial and outwash: sediments deposited by water. These deposits are stratified through various processes, such as boulders being separated from finer particles.

          


          The larger pieces of rock which are encrusted in till or deposited on the surface are called glacial erratics. They may range in size from pebbles to boulders, but as they may be moved great distances they may be of drastically different type than the material upon which they are found. Patterns of glacial erratics provide clues of past glacial motions.


          


          Glacial valleys
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          Before glaciation, mountain valleys have a characteristic "V" shape, produced by downward erosion by water. However, during glaciation, these valleys widen and deepen, forming a "U"-shaped glacial valley. Besides the deepening and widening of the valley, the glacier also smooths the valley due to erosion. In this way, it eliminates the spurs of earth that extend across the valley. Because of this interaction, triangular cliffs called truncated spurs are formed.


          Many glaciers deepen their valleys more than their smaller tributaries. Therefore, when the glaciers recede from the region, the valleys of the tributary glaciers remain above the main glacier's depression, and these are called hanging valleys.


          In parts of the soil that were affected by abrasion and plucking, the depressions left can be filled by lakes, called paternoster lakes.


          At the 'start' of a classic valley glacier is the cirque, which has a bowl shape with escarped walls on three sides, but open on the side that descends into the valley. In the cirque, an accumulation of ice is formed. These begin as irregularities on the side of the mountain, which are later augmented in size by the coining of the ice. Once the glacier melts, these corries are usually occupied by small mountain lakes called tarns.


          There may be two glacial cirques 'back to back' which erode deep into their backwalls until only a narrow ridge, called an arte is left. This structure may result in a mountain pass.


          Glaciers are also responsible for the creation of fjords (deep coves or inlets) and escarpments that are found at high latitudes.
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          Artes and horns (pyramid peak)


          An arte is a narrow crest with a sharp edge. The meeting of three or more artes creates pointed pyramidal peaks and in extremely steep-sided forms these are called horns.


          Both features may have the same process behind their formation: the enlargement of cirques from glacial plucking and the action of the ice. Horns are formed by cirques that encircle a single mountain.


          Artes emerge in a similar manner; the only difference is that the cirques are not located in a circle, but rather on opposite sides along a divide. Artes can also be produced by the collision of two parallel glaciers. In this case, the glacial tongues cut the divides down to size through erosion, and polish the adjacent valleys.


          


          Sheepback rock


          Some rock formations in the path of a glacier are sculpted into small hills with a shape known as roche moutonne or sheepback. An elongated, rounded, asymmetrical, bedrock knob can be produced by glacier erosion. It has a gentle slope on its up-glacier side and a steep to vertical face on the down-glacier side. The glacier abrades the smooth slope that it flows along, while rock is torn loose from the downstream side and carried away in ice, a process known as 'plucking'. Rock on this side is fractured by combinations of forces due to water, ice in rock cracks, and structural stresses.


          


          Alluvial stratification


          The water that rises from the ablation zone moves away from the glacier and carries with it fine eroded sediments. As the speed of the water decreases, so does its capacity to carry objects in suspension. The water then gradually deposits the sediment as it runs, creating an alluvial plain. When this phenomenon occurs in a valley, it is called a valley train. When the deposition is to an estuary, the sediments are known as " bay mud".
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          Alluvial plains and valley trains are usually accompanied by basins known as kettles. Glacial depressions are also produced in till deposits. These depressions are formed when large ice blocks are stuck in the glacial alluvium and after melting, they leave holes in the sediment.


          Generally, the diameter of these depressions does not exceed 2 km, except in Minnesota, where some depressions reach up to 50 km in diameter, with depths varying between 10 and 50 meters.


          


          Deposits in contact with ice


          When a glacier reduces in size to a critical point, its flow stops, and the ice becomes stationary. Meanwhile, meltwater flows over, within, and beneath the ice leave stratified alluvial deposits. Because of this, as the ice melts, it leaves stratified deposits in the form of columns, terraces and clusters. These types of deposits are known as deposits in contact with ice.


          When those deposits take the form of columns of tipped sides or mounds, which are called kames. Some kames form when meltwater deposits sediments through openings in the interior of the ice. In other cases, they are just the result of fans or deltas towards the exterior of the ice produced by meltwater.


          When the glacial ice occupies a valley it can form terraces or kame along the sides of the valley.


          A third type of deposit formed in contact with the ice is characterized by long, narrow sinuous crests composed fundamentally of sand and gravel deposited by streams of meltwater flowing within, beneath or on the glacier ice. After the ice has melted these linear ridges or eskers remain as landscape features. Some of these crests have heights exceeding 100 meters and their lengths surpass 100 km.


          


          Loess deposits


          Very fine glacial sediments or rock flour is often picked up by wind blowing over the bare surface and may be deposited great distances from the original fluvial deposition site. These eolian loess deposits may be very deep, even hundreds of meters, as in areas of China and the Midwestern United States.


          


          Transportation


          
            	Entrainment is the picking up of loose material by the glacier from along the bed and valley sides. Entrainment can happen by regelation or by the ice simply picking up the debris.


            	Basal Ice Freezing is thought to be to be made by glaciohydraulic supercooling, though some studies show that even where physical conditions allow it to occur, the process may not be responsible for observed sequences of basal ice.


            	Plucking is the process involves the glacier freezing onto the valley sides and subsequent ice movement pulling away masses of rock. As the bedrock is greater in strength than the glacier, only previously loosened material can be removed. It can be loosened by local pressure and temperature, water and pressure release of the rock itself.


            	Supraglacial debris is carried on the surface of the glacier as lateral and medial moraines. In summer ablation, surface melt water carries a small load and this often disappears down crevasses.


            	Englacial debris is moraine carried within the body of the glacier.


            	Subglacial debris is moved along the floor of the valley either by the ice as ground moraine or by meltwater streams formed by pressure melting.

          


          


          Deposition


          
            	Lodgement till is identical to ground moraine. It is material that is smeared on to the valley floor when its weight becomes too great to be moved by the glacier.


            	Ablation till is a combination of englacial and supraglacial moraine It is released as a stationary glacier begins to melt and material is dropped in situ.


            	Dumping is when a glacier moves material to its outermost or lowermost end and dumps it.


            	Deformation flow is the change of shape of the rock and land due to the glacier.

          


          Glacial deposition takes place in two forms: glaciofluvial deposition and till deposits.


          
            	Glaciofluvial deposition comes from glacial meltwater. The water that is a result from melting glaciers carry material much like a river would and sorts it is it moves along. Examples of these landforms would include outwash plains and kettle holes.


            	Till deposits are unsorted mounds of sand, gravel and rock that form around a glacier. Examples of these are moraines, kame terraces etc.

          


          


          Isostatic rebound
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          This rise of a part of the crust is due to an isostatic adjustment. A large mass, such as an ice sheet/glacier, depresses the crust of the Earth and displaces the mantle below. The depression is about a third the thickness of the ice sheet. After the glacier melts the mantle begins to flow back to its original position pushing the crust back to its original position. This post-glacial rebound, which lags melting of the ice sheet/glacier, is currently occurring in measurable amounts in Scandinavia and the Great Lakes region of North America.


          An interesting geomorphological feature created by the same process, but on a smaller scale, is known as dilation-faulting. It occurs within rock where previously compressed rock is allowed to return to its original shape, but more rapidly than can be maintained without faulting, leading to an effect similar to that which would be seen if the rock were hit by a large hammer. This can be observed in recently de-glaciated parts of Iceland.


          


          Ice ages


          


          Divisions


          A quadruple division of the Quaternary glacial period has been established for North America and Europe. These divisions are based principally on the study of glacial deposits. In North America, each of these four stages was named for the state in which the deposits of these stages were well exposed. In order of appearance, they are the following: Nebraskan, Kansan, Illinoisan, and Wisconsinan. This classification was refined thanks to the detailed study of the sediments of the ocean floor. Because the sediments of the ocean floor are less affected by stratigraphic discontinuities than those on land, they are useful to determine the climatic cycles of the planet.


          In this matter, geologists have come to identify over twenty divisions, each of them lasting approximately 100,000 years. All these cycles fall within the Quaternary glacial period.


          During its peak, the ice left its mark over almost 30% of Earth's surface, covering approximately 10 million km in North America, 5 million km in Europe and 4 million km in Asia. The glacial ice in the Northern hemisphere was double that found in the Southern hemisphere. This is because southern polar ice cannot advance beyond the Antarctic landmass. It is now believed that the most recent glacial period began between two and three million years ago, in the Pleistocene era.


          The last major glacial period began about 2,000,000 years B.P. and is commonly known as the Pleistocene or Ice Age. During this glacial period, large glacial ice sheets covered much of North America, Europe, and Asia for long periods of time. The extent of the glacier ice during the Pleistocene, however, was not static. The Pleistocene had periods when the glaciers retreated (interglacial) because of mild temperatures, and advanced because of colder temperatures (glacial). Average global temperatures were probably 4 to 5 Celsius colder than they are today at the peak of the Pleistocene. The most recent glacial retreat began about 14,000 years B.P. and is still going on. We call this period the Holocene epoch.


          


          Causes


          Generalized glaciations have been rare in the history of Earth. However, the Ice Age of the Pleistocene was not the only glacial event, since tillite deposits have been identified. Tillite is a sedimentary rock formed when glacial till is lithified.


          These deposits found in strata of differing age present similar characteristics as fragments of fluted rock, and some are superposed over bedrock surfaces of channeled and polished rock or associated with sandstone and conglomerates that have features of alluvial plain deposits.


          Two Precambrian glacial episodes have been identified, the first approximately 2 billion years ago, and the second (Snowball Earth) about 650 million years ago. Also, a well documented record of glaciation exists in rocks of the late Paleozoic (the Carboniferous and Permian).


          Although there are several scientific hypotheses about the determining factors of glaciations, the two most important ideas are plate tectonics and variations in Earth's orbit (Milankovitch cycles).


          


          Plate tectonics


          Because glaciers can form only on dry land, plate tectonics suggest that the evidence of previous glaciations seen in tropical latitudes is due to the drift of tectonic plates from tropical latitudes to circumpolar regions. Evidence of glacial structures in South America, Africa, Australia, and India support this idea, because it is known that they experienced a glacial period near the end of the Paleozoic Era, some 250 million years ago.


          The idea that the evidence of middle-latitude glaciations is closely related to the displacement of tectonic plates was confirmed by the absence of glacial traces in the same period for the higher latitudes of North America and Eurasia, which indicates that their locations were very different from today.


          Climatic changes are also related to the positions of the continents, which has made them vary in conjunction with the displacement of plates. That also affected ocean current patterns, which caused changes in heat transmission and humidity. Since continents drift very slowly (about 2 cm per year), similar changes occur in periods of millions of years.


          A study of marine sediment that contained climatically sensitive microorganisms until about half a million years ago were compared with studies of the geometry of Earth's orbit, and the result was clear: climatic changes are closely related to periods of obliquity, precession, and eccentricity of the Earth's orbit.


          In general it can be affirmed that plate tectonics applies to long time periods, while Milankovitch's proposal, backed up by the work of others, adjusts to the periodic alterations of glacial periods of the Pleistocene. In both mechanisms the radiation imbalance of the earth is thought to play a large role in the build-up and melt of glaciers.
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          Glacier National Park is located in the U.S. state of Montana, bordering the Canadian provinces of Alberta and British Columbia. Glacier National Park contains two mountain ranges, sometimes referred to as the southern extension of the Canadian Rockies mountain ranges, with over 130 named lakes, more than 1,000 different species of plants and hundreds of species of animals. This vast pristine ecosystem, spread across 1,584mi (4,101km), is the centerpiece of what has been referred to as the "Crown of the Continent Ecosystem", a region of protected land encompassing 16,000mi (44,000km). The famed Going-to-the-Sun Road, a National Historic Civil Engineering Landmark, traverses through the heart of the park and crosses the Continental Divide, allowing visitors breathtaking views of the rugged Lewis and Livingston mountain ranges, as well as dense forests, alpine tundra, waterfalls and two large lakes. Along with the Going-to-the-Sun Road, five historic hotels and chalets are listed as National Historic Landmarks, and a total of 350 locations are on the National Register of Historic Places.


          Glacier National Park borders Waterton Lakes National Park in Canadathe two parks are known as the Waterton-Glacier International Peace Park, and were designated as the world's first International Peace Park in 1932. Both parks were designated by the United Nations as Biosphere Reserves in 1976, and in 1995 as World Heritage sites.


          


          History
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          According to archeological evidence, Native Americans first arrived in the Glacier area some 10,000 years ago. The earliest occupants with lineage to current tribes were the Salish, Flathead, Shoshone and Cheyenne. The Blackfeet arrived around the beginning of the 18th century and soon dominated the eastern slopes of what later became the park, as well as the Great Plains immediately to the east. The park region provided the Blackfeet shelter from the harsh winter winds of the plains, and supplemented their traditional bison hunts with other game meat. Today, the Blackfeet Indian Reservation borders the park in the east, while the Flathead Indian Reservation is located west and south of the park. When the Blackfeet Reservation was first established in 1855 by the Lame Bull Treaty, it included the eastern area of the current park up to the Continental Divide. To the Blackfeet, the mountains of this area, especially Chief Mountain and the region in the southeast at Two Medicine, were considered the "Backbone of the World" and were frequented during vision quests. In 1895, Chief White Calf of the Blackfeet authorized the sale of the mountain area, some 800,000acres (3,200km), to the U.S. government for $1.5 million. This established the current boundary between the park and the reservation.
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          While exploring the Marias River in 1806, the Lewis and Clark Expedition came within 50miles (80km) of the area that is now the park. A series of explorations after 1850 helped to shape the understanding of the area that later became the park. George Bird Grinnell came to the region in the late 1880s and was so inspired by the scenery that he spent the next two decades working to establish a national park. In 1901, Grinnell wrote a description of the region, in which he referred to it as the "Crown of the Continent", and his efforts to protect the land make him the premier contributor to this cause. A few years after Grinnell first visited, Henry L. Stimson and two companions, including a Blackfeet Indian, climbed the steep east face of Chief Mountain in 1892.


          In 1891, the Great Northern Railway crossed the Continental Divide at Marias Pass (5,213ft/1,589m), which is along the southern boundary of the park. In an effort to stimulate use of the railroad, the Great Northern soon advertised the splendors of the region to the public. The company lobbied the United States Congress, and in 1900, the park was designated as a forest preserve. Under the forest designation mining was still allowed, but was not commercially successful. Meanwhile, proponents of protecting the region kept up their efforts, and in 1910, under the influence of George Bird Grinnell, Henry L. Stimson and the railroad, a bill was introduced into the U.S. Congress which redesignated the region from a forest reserve to a national park. This bill was signed into law by President William Howard Taft on May 11, 1910. From May until August, the forest reserve supervisor, Fremont Nathan Haines, managed the Park's resources as the first acting superintendent. In August of 1910, William Logan was appointed the Park's first superintendent.


          The Great Northern Railway, under the supervision of president Louis W. Hill, built a number of hotels and chalets throughout the park in the 1910s to promote tourism. These buildings, constructed and operated by a Great Northern subsidiary called the Glacier Park Company, were modeled on Swiss architecture as part of Hill's plan to portray Glacier as "America's Switzerland". Vacationers commonly took pack trips on horseback between the lodges or utilized the seasonal stagecoach routes to gain access to the Many Glacier area in the northeast.
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          The chalets, built between 1910 and 1913, included Belton, St. Mary, Going-to-the-Sun, Many Glacier, Two Medicine, Sperry, Granite Park, Cut Bank, and Gunsight Lake. The railway also built Glacier Park Lodge, adjacent to the park on its east side, and the Many Glacier Hotel on the east shore of Swiftcurrent Lake. Louis Hill personally selected the sites for all of these buildings, choosing each for their dramatic scenic backdrops and views. Another developer, John Lewis, built the Lewis Glacier Hotel on Lake McDonald in 19131914. The Great Northern Railway bought the hotel in 1930, and it was later renamed Lake McDonald Lodge. Some of the chalets were in remote backcountry locations accessible only by trail. Today, only Sperry, Granite Park, and Belton Chalets are still in operation, while a building formerly belonging to Two Medicine Chalet is now Two Medicine Store. The surviving chalet and hotel buildings within the park are now designated as National Historic Landmarks. In total, 350 buildings and structures within the park are listed on the National Register of Historic Places, including ranger stations, backcountry patrol cabins, fire lookouts, and concession facilities.


          After the park was well established and visitors began to rely more on automobiles, work was begun on the 53mile (85km) long Going-to-the-Sun Road, completed in 1932. Also known simply as the Sun Road, the road bisects the park and is the only route that ventures deep into the park, going over the Continental Divide at Logan Pass (6,646feet, 2025m) at the midway point. The Sun Road is also listed on the National Register of Historic Places, and in 1985 was designated a National Historic Civil Engineering Landmark. Another route, along the southern boundary between the park and National Forests is U.S. Route 2, which crosses the Continental Divide at Marias Pass and connects the towns of West Glacier and East Glacier. During the 1930s, the Civilian Conservation Corps assisted in the development of many of the park's trails and campgrounds. The increase in motor vehicle traffic through the park during the 1930s also resulted in the construction of new concession facilities at Swiftcurrent and Rising Sun, both designed for automobile-based tourism. These early "auto camps" are now also listed on the National Register.


          In 2003, wildfires on the western side of the Continental Divide burned 10% of Glacier National Park. There were also extensive fires in the surrounding forests.


          


          Park management
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          Glacier National Park is managed by the National Park Service; park headquarters is in West Glacier, Montana. Visitation to Glacier National Park averages slightly less than 2 million visitors annually, however a relative few venture far from main roadways and hotels.


          Glacier National Park had an operating budget of $11,885,000 for fiscal year 2006. Most of this budget was used to provide a minimal number of staff and to make minor improvements to structures and roadways in immediate need of repair. More than 60% of the employees are employed for only a few months per year during the summer. Only 20% of the park's annual funding comes from entrance and campground fees. The remaining funding comes from federal tax dollars, grants and donations. According to reports presented to the U.S. House of Representatives in 1999, the cost of deferred maintenance, not including repairs to roads and hotels, was $77million. Restoring the five hotels in the park by bringing them up to the current fire codes and performing stabilization work, would cost another $100135 million.


          The mandate of the National Park Service is to '...preserve and protect natural and cultural resources'. The Organic Act of August 25, 1916, established the National Park Service as a federal agency. One major section of the Act has often been summarized as the "Mission", "...to promote and regulate the use of the...national parks...which purpose is to conserve the scenery and the natural and historic objects and the wild life therein and to provide for the enjoyment of the same in such manner and by such means as will leave them unimpaired for the enjoyment of future generations." In keeping with this mandate, hunting is illegal in the park, as are mining, logging and removal of natural or cultural resources. Additionally, oil and gas exploration and extraction are not permitted. In 1974, a wilderness study was submitted to congress which identified 95% of the area of the park as qualifying for wilderness designation. Unlike a few other parks, Glacier National Park has yet to be protected as wilderness, but National Park Service policy requires that identified areas listed in the report be managed as wilderness until Congress renders a full decision."


          In anticipation of the 100th anniversary of the park in 2010, major reconstruction of the Going-to-the-Sun Road is underway, and temporary road closures are expected in the 2007 season. Some rehabilitation of major structures such as visitor centers and historic hotels, as well as improvements in wastewater treatment facilities and campgrounds, are expected to be completed by the anniversary date. Also planned are fishery studies for Lake McDonald, updates of the historical archives and restoration of trails.


          


          Geography and geology


          
            [image: Chief Mountain is an isolated peak on the easternmost boundary of the park.]

            
              Chief Mountain is an isolated peak on the easternmost boundary of the park.
            

          


          The park is bordered on the north by Waterton Lakes National Park in Alberta, and the Flathead Provincial Forest and Akamina-Kishinena Provincial Park in British Columbia. To the west, the north fork of the Flathead River forms the western boundary, while its middle fork is part of the southern boundary. The Blackfeet Indian Reservation provides most of the eastern boundary, and the Lewis and Clark and the Flathead National Forests form the southern and western boundary. The remote Bob Marshall Wilderness Complex is located in the two forests immediately to the south.


          The park contains a dozen large lakes and 700 smaller ones, but only 131 lakes have been named. Lake McDonald, St. Mary Lake, Bowman Lake and Kintla Lake are the four largest lakes. Numerous smaller lakes, known as tarns, are located in cirques formed by glacial erosion. Some of these lakes, like Avalanche Lake and Cracker Lake, are colored an opaque turquoise by suspended glacial silt, which also causes a number of streams to run milky white. The lakes of Glacier National Park remain cold year round, with temperatures rarely above 50F (10C) at their surface. Cold water lakes such as these support little plankton growth, ensuring that the lake waters are remarkably clear. The lack of plankton, however, lowers the rate of pollution filtration, and pollutants have a tendency to linger longer. Consequently, the lakes are considered environmental bellwethers as they can be quickly affected by even minor increases in pollutants.


          Two hundred waterfalls are scattered throughout the park, however, during dryer times of the year, many of these are reduced to a trickle. The largest falls include those in the Two Medicine region, McDonald Falls in the McDonald Valley and Swiftcurrent Falls in the Many Glacier area, which is easily observable and close to the Many Glacier Hotel. One of the tallest waterfalls is Bird Woman Falls, which drops 492feet (150m) from a hanging valley beneath the north slope of Mount Oberlin. Bird Woman Falls can be easily seen from the Going-to-the-Sun Road.


          The rocks found in the park are primarily sedimentary in origin, having been laid down in shallow seas over 1.6billion to 800million years ago. During the formation of the Rocky Mountains the Lewis Overthrust, commencing 170million years ago, moved an enormous region of rocks three miles (4.8km) thick and 160miles (257km) long, eastward more than 50miles (80km). This resulted in older rocks being displaced over newer ones, and today the overlying Proterozoic rocks are over 1.4billion years older than the underlying Cretaceous age rocks.
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          One of the most dramatic evidences of this overthrust is visible in the form of Chief Mountain, an isolated peak on the edge of the eastern boundary of the park rising 4,500feet (1,372m) above the Great Plains. There are seven mountains in the park over 10,000feet (3,048m) in elevation, with Mount Cleveland at 10,466feet (3,190m) being the tallest. Appropriately named Triple Divide Peak sends waters towards the Pacific Ocean, Hudson Bay, and Gulf of Mexico watersheds, and can effectively be considered to the be the apex of the North American continent, although the mountain is only 8,020feet (2,444m) above sea level.


          The rocks in Glacier National Park are the best preserved Proterozoic sedimentary rocks in the world, and have proved to be some of the world's most fruitful sources for records of early life. Sedimentary rocks of similar age located in other regions have been greatly altered by mountain building and other metamorphic changes, and consequently fossils are less common and more difficult to observe. The rocks in the park preserve such features as millimeter-scale lamination, ripple marks, mud cracks, salt-crystal casts, raindrop impressions, oolites and other sedimentary bedding characteristics. Six fossilized species of Stromatolites, which were early organisms consisting primarily blue-green algae, have been documented and dated at about 1billion years. The discovery of the Appekunny Formation, a well preserved rock stratum in the park, pushed back the established date for the origination of animal life a full billion years. This rock formation has bedding structures which are believed to be the remains of the earliest identified metazoan (animal) life on Earth.


          


          Glaciers


          Glacier National Park is dominated by mountains which were carved into their present shapes by the huge glaciers of the last ice age; these glaciers have largely disappeared over the 15,000 years. Evidence of widespread glacial action is found throughout the park in the form of U-shaped valleys, glacial cirques, artes and large outflow lakes radiating like fingers from the base of the highest peaks. Since the end of the ice ages, various warming and cooling trends have occurred. The last recent cooling trend was during the Little Ice Age which took place approximately between 1550 and 1850. During the Little Ice Age, the glaciers in the park expanded and advanced, although to nowhere near as great an extent as they had during the Ice Age. Coincidentally, the park region was first explored in detail near the end of the Little Ice Age and a systematized survey began in which the number and size of glaciers was documented on maps and by photographic evidence. Much of this late 19th century work, however, was undertaken to lure tourism into the region or to search for mineral wealth, not out of a particular desire to document glaciers.


          During the middle of the 20th century, examination of the maps and photographs from the previous century provided clear evidence that the 150 glaciers known to have existed in the park a hundred years earlier had greatly retreated, and in many cases disappeared altogether. Repeat photography of the glaciers, such as the pictures taken of Grinnell Glacier between 1938 and 2005 as shown, help to provide visual confirmation of the extent of glacier retreat.
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          In the 1980s, the U.S. Geological Survey began a more systematic study of the remaining glaciers, which continues to the present day. By 2005, only 27 glaciers remained, and scientists generally agree that if the current global warming continues, all the glaciers in the park will be gone by 2030. This glacier retreat follows a worldwide pattern that has accelerated even more since 1980. The extensive glacier retreat that has been observed in Glacier National Park, as well as in other regions worldwide, is a key indicator of climatic changes on a worldwide scale. Without a major climatic change in which cooler and moister weather returns and persists, the mass balance (accumulation rate versus melting rate) of glaciers will continue to be negative and the glaciers will eventually disappear, leaving behind only barren rock.


          After the end of the Little Ice Age in 1850, the glaciers in the park retreated moderately until the 1910s. Between 1917 and 1926, the retreat rate rose rapidly and continued to accelerate through the 1930s. A slight cooling trend from the 1940s until 1979, helped to slow the rate of retreat and in a few examples some glaciers even advanced a few tens of meters. However, during the 1980s, the glaciers in the park began a steady period of loss of glacial ice, which continues into the 2000s. In 1850, the glaciers in the region near Blackfoot and Jackson Glaciers covered 5,337acres (21.6km), but by 1979, the same region of the park had glacier ice covering only 1,828acres (7.4km). Between 1850 and 1979, 73 percent of the glacial ice had melted away. At the time the park was created, Jackson Glacier was part of Blackfoot Glacier, but the two separated into different glaciers by 1939.


          The impact of glacier retreat on the park's ecosystems is not fully known, but cold water dependent plant and animal species could suffer due to a loss of habitat. Reduced seasonal melting of glacial ice may also affect stream flow during the dry summer and fall seasons, reducing water table levels and increasing the risk of forest fires. The loss of glaciers will also reduce the aesthetic visual appeal that glaciers provide to visitors.


          


          Climate
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          Many areas are only accessible during the summer, and possibly the late spring and early fall, depending on snowfall and elevation. Rainfall is frequent in the tourist season during the summer and may persist for days, averaging two to three inches (57.6cm) each month. Snowfall can occur at any time of the year, even in the summer, and especially at higher altitudes. Visiting in the early summer is a way to avoid some but not all of the wet weather. In the spring, however, the nights and early mornings will be substantially cooler, and high-elevation trails, including the popular Hidden Lake Trail at Logan Pass, may still be snow covered. Thunderstorms are common all summer, and normal safety precautions for lightning and hail should be taken. The mountainous terrain ensures that tornadoes are very rare. The winter can bring prolonged cold waves, especially on the eastern side of the Continental Divide. Snowfalls are significant over the course of the winter, with the largest accumulation occurring in the west. During the tourist season daytime high temperatures average in the 60s and 70sF (15 to 25 C), and nighttime lows usually drop into the 40s (7 C). Temperatures in the high country may be much cooler. In the lower valleys, on the other hand, daytime highs over 90 F (32 C) are not unusual.
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          Rapid temperature changes have been noted in the region, and in Browning, Montana, which is just east of the park in the Blackfeet Indian Reservation, a world record temperature drop of 100 degrees Fahrenheit (56C) in only 24 hours occurred on the night of January 2324, 1916, when thermometers plunged from 44 F to -56 F (7 to -49 C).


          Glacier National Park has a highly regarded global climate change research program. Based in West Glacier, with its main headquarters in Bozeman, Montana, the U.S. Geological Survey has performed scientific research on specific climate change studies since 1992. In addition to the study of the retreating glaciers, research performed includes forest modeling studies in which fire ecology and habitat alterations are analyzed. Additionally, changes in alpine vegetation patterns are documented, watershed studies in which stream flow rates and temperatures are recorded frequently at fixed gauging stations, and atmospheric research in which UV-B radiation, ozone and other atmospheric gases are analyzed over time. The research compiled all contribute to a broader understanding of climate changes in the park. The data collected, when compared to other facilities scattered around the world, help to correlate these climatic changes on a global scale.


          Glacier is considered to have excellent air and water quality. No major areas of dense human population exist anywhere near the region and industrial effects are minimized due to a scarcity of factories and other potential contributors of pollutants. However, the sterile and cold lakes found throughout the park are easily contaminated by airborne pollutants that fall whenever it rains or snows, and some evidence of these pollutants have been found in park waters. The pollution level is currently viewed as negligible, and the park lakes and waterways have a water quality rating of A-1, the highest rating given by the state of Montana.


          


          Wildlife and ecology


          


          Flora
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          Glacier is part of a large preserved ecosystem collectively known as the "Crown of the Continent Ecosystem", all of which is primarily untouched wilderness of a pristine quality. Virtually all the plants and animals which existed at the time white explorers first entered the region are present in the park today.


          A total of over 1,132 plant species have been identified parkwide. The predominantly coniferous forest is home to various species of trees such as the Engelmann spruce, Douglas fir, subalpine fir, limber pine and western larch, which is a deciduous conifer, producing cones but losing its needles each fall. Cottonwood and aspen are the more common deciduous trees and are found at lower elevations, usually along lakes and streams. The timberline on the eastern side of the park is almost 800feet (244m) lower than on the western side of the Continental Divide, due to exposure to the colder winds and weather of the Great Plains. West of the Continental Divide, the forest receives more moisture and is more protected from the winter, resulting in a more densely populated forest with taller trees. Above the forested valleys and mountain slopes, alpine tundra conditions prevail, with grasses and small plants eking out an existence in a region that enjoys as little as three months without snow cover. Thirty species of plants are found only in the park and surrounding National Forests. Beargrass, a tall flowering plant, is commonly found near moisture sources, and is relatively widespread during July and August. Wildflowers such as monkeyflower, glacier lily, fireweed, balsamroot and Indian paintbrush are also common.


          The forested sections fall into three major climatic zones. The west and northwest are dominated by spruce and fir and the southwest by redcedar and hemlock; the areas east of the Continental Divide are a combination of mixed pine, spruce, fir and prairie zones. The cedar-hemlock groves along the Lake McDonald valley are the easternmost examples of this Pacific climatic ecosystem.


          Whitebark pine communities have been heavily damaged due to the effects of blister rust, a non native fungus. In Glacier and the surrounding region, 30% of the Whitebark pine trees have died and over 70% of the remaining trees are currently infected. The Whitebark pine provides a high fat pine cone seed, commonly know as the pine nut, that is a favorite food of red squirrels and Clark's nutcracker. Both grizzlies and black bears are known to raid squirrel caches of the pine nuts, and it is one of the bears' favorite foods. Between 1930 and 1970, efforts to control the spread of blister rust were unsuccessful, and continued destruction of whitebark pines appears likely, with attendant negative impacts on dependent species.


          


          Fauna
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          Virtually all the historically known plant and animal species, with the exception of the bison and woodland caribou, are present, providing biologists an intact ecosystem for plant and animal research. Two threatened species of mammals, the grizzly bear and the Canadian lynx, are found in the park. Although their numbers remain at historical levels, both are listed as threatened because in virtually every other region of the U.S. outside of Alaska, they are either extremely rare or absent from their historical range. On average, one or two bear attacks on humans occur each year; since the creation of the park in 1910, there have been a total of 10 bear related deaths. The number of grizzlies and lynx in the park is not known for certain, but park biologists believe that there are slightly less than 350 grizzlies parkwide, and a study commenced in 2001 hoped to determine the number of lynx in the park. Another study has indicated that the wolverine, another very very rare mammal in the lower 48 states, continues to reside in the park. An estimated 800 black bears are believed to exist parkwide. The black bear is less aggressive than the grizzly and a recent study using DNA to identify hair samples indicated that there are about six times as many black bears as there are grizzlies. Other large mammals such as the mountain goat (the official park symbol), bighorn sheep, moose, elk, mule deer, white-tailed deer, coyote, and the rarely seen mountain lion, are either plentiful or common. Unlike in Yellowstone National Park, which commenced a wolf reintroduction program in the 1990s, wolves have existed almost continuously in Glacier. 62 species of mammals in all have been documented including badger, river otter, porcupine, mink, marten, fisher, six species of bats and numerous other smaller mammals.


          A total 260 species of birds have been recorded, with raptors such as the bald eagle, golden eagle, peregrine falcon, osprey and several species of hawks residing year round. The harlequin duck is a colorful species of waterfowl found in the lakes and waterways. The great blue heron, tundra swan, Canada goose and American wigeon are species of waterfowl more commonly encountered in the park. Great horned owl, Clark's nutcracker, Steller's jay, pileated woodpecker and cedar waxwing reside in the dense forests along the mountainsides, and in the higher altitudes, the ptarmigan, timberline sparrow and rosy finch are the most likely to be seen. The Clark's nutcracker is less plentiful than in past years due to the reduction in the number of whitebark pines.


          Because of the colder climate, ectothermic reptiles are all but absent, with two species of garter snakes and the western painted turtle being the only three reptile species proven to exist. Similarly, only six species of amphibians are documented, although those species exist in large numbers. After a forest fire in 2001, a few park roads were temporarily closed the following year to allow thousands of Western toads to migrate to other areas.


          Glacier is also home to the endangered bull trout which is illegal to possess and must be returned to the water if caught inadvertently. A total of 23 species of fish reside in park waters and native game fish species found in the lakes and streams include the cutthroat trout, northern pike, mountain whitefish, Kokanee salmon and grayling. Introduction in previous decades of Lake trout and other non-native fish species have greatly impacted some native fish populations, especially the bull trout and west slope cutthroat trout.


          


          Fire ecology
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          Forest fires were viewed for many decades as a threat to protected areas such as forests and parks. As a better understanding of fire ecology developed after the 1960s, forest fires were understood to be a natural part of the ecosystem. The earlier policies of suppression resulted in the accumulation of dead and decaying trees and plants which would normally have been reduced had fires been allowed to burn. Many species of plants and animals actually need wildfires to help replenish the soil with nutrients and to open up areas that allow grasses and smaller plants to thrive. Glacier National Park has a fire management plan which ensures that human caused fires are generally suppressed as they always have been. In the case of natural fires, the fire is monitored and suppression is dependent on the size and threat a fire may pose to human safety and structures. Major fires that require the assistance of other resources are coordinated through the National Interagency Fire Centre.


          Increased population and the growth of suburban areas near parklands, has led to the development of what is known as Wildland Urban Interface Fire Management, in which the park cooperates with adjacent property owners in improving safety and fire awareness. This approach is common to many other protected areas. As part of this program, houses and structures near the park are designed to be more fire resistant. Dead and fallen trees are removed from near places of human habitation, reducing the available fuel load and the risk of a catastrophic fire, and advance warning systems are developed to help alert property owners and visitors about forest fire potentials during a given period of the year. In 2003, 136,000acres (550km) burned in the park after a five year drought and a summer season of almost no precipitation. This was the most area transformed by fire since the creation of the park in 1910.



          


          Recreation
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          Glacier is distant from major cities, and the closest airport is at Kalispell, Montana, southwest of the park. Amtrak trains stop at East and West Glacier. A fleet of restored 1930s White Motor Company coaches, called Reds, offer tours on all the main roads in the park. The drivers of the buses are called "Jammers," due to the gear-jamming that formerly occurred during the vehicles' operation. The tour buses were rebuilt in 2001 to run on propane, to lessen their environmental impact.


          A number of historic wooden tour boats, some dating back to the 1920s, operate on several of the larger lakes.


          Hiking is a popular activity in the park. Over half of the visitors to the park report taking a hike on the park's nearly 700miles (1,127km) of trails. 110miles (177km) of the Continental Divide National Scenic Trail spans most of the distance of the park north to south, with a few alternate routes at lower elevations if high altitude passes are closed due to snow. Due to the presence of bears and other large mammals, dogs are not permitted on any trails in the park, though they are permitted at front country campsites that can accessed by a vehicle, and along paved roads.
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          Numerous day hiking options are available throughout the park. Backcountry camping is allowed at campsites along the trails. A permit is required, which can be obtained from certain visitor centers or arranged for in advance. Much of Glacier's backcountry is usually inaccessible to hikers until early June due to accumulated snowpack and potential avalanche risk, and many trails at higher altitudes remain snow packed until July. The major campgrounds that allow vehicle access are found throughout the park, most of which are near one of the larger lakes. The campground at St. Mary and at Apgar are open year round, but conditions are considered primitive in the off-season, as the restroom facilities are closed and there is no running water. All campgrounds with vehicle access are usually open from mid June until mid September. Guide and shuttle services are also available.


          Fishing is a popular activity in the park and some of the finest fly fishing in North America can be found in the streams that flow through the park. Though the park requires that those fishing understand the regulations, no permit is required to fish the waters within the park boundary. The endangered bull trout must be released immediately back to the water if caught, otherwise, the regulations on limits of catch per day are liberal.


          Winter recreation activities in Glacier are limited. Snowmobiling is illegal in the park, but cross-country skiing is permitted in the lower altitude valleys on the east and western sides of the park.
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          Glaciology (from Middle French dialect (Franco-Provenal): glace, "ice"; or Latin: glacies, "frost, ice"; and Greek: ό, logos, "speech" lit. "to talk about ice") is the study of glaciers, or more generally ice and natural phenomena that involve ice.


          Glaciology is an interdisciplinary earth science that integrates geophysics, geology, physical geography, geomorphology, climatology, meteorology, hydrology, biology, and ecology. The impact of glaciers on humans adds the fields of human geography and anthropology. The presence of ice on Mars and Europa brings in an extraterrestrial component to the field.


          


          Overview


          Areas of study within glaciology include glacial history and the reconstruction of past glaciation. A glaciologist is a person who studies glaciers. Glaciology is one of the key areas of polar research.


          


          Types


          There are two general categories of glaciation which glaciologists distinguish: alpine glaciation, accumulations or "rivers of ice" confined to valleys; and continental glaciation, unrestricted accumulations which once covered much of the northern continents.


          
            	Alpine - ice flows down the valleys of mountainous areas and forms a tongue of ice moving towards the plains below. Alpine glaciers tend to make the topography more rugged, by adding and improving the scale of existing features such as large ravines called cirques and ridges where the rims of two cirques meet called artes.


            	Continental - an ice sheet found today, only in high latitudes (Greenland/Antarctica), thousands of square kilometers wide and thousands of meters thick. These tend to smooth out the landscape.

          


          


          Zones of glaciers


          
            	Accumulation, where the formation of ice is faster than its removal.


            	Wastage or Ablation, where the sum of melting and evaporation (sublimation) is greater than the amount of snow added each year.

          


          


          Movement


          
            	Ablation


            	wastage of the glacier through sublimation, ice melting and iceberg calving.


            	Arte


            	an acute ridge of rock where two cirques abut.


            	Bergshrund


            	crevasse formed near the head of a glacier, where the mass of ice has rotated, sheared and torn itself apart in the manner of a geological fault.


            	Cirque, corrie or cwm


            	bowl shaped depression excavated by the source of a glacier.


            	Creep


            	adjustment to stress at a molecular level.


            	Flow


            	movement (of ice) in a constant direction.


            	Fracture


            	brittle failure (breaking of ice) under the stress raised when movement is too rapid to be accommodated by creep. It happens for example, as the central part of a glacier movinges faster than the edges.


            	Horn


            	spire of rock formed by the headward erosion of a ring of cirques around a single mountain. It is an extreme case of an arte.


            	Plucking/Quarrying


            	where the adhesion of the ice to the rock is stronger than the cohesion of the rock, part of the rock leaves with the flowing ice.


            	Tarn


            	a lake formed in the bottom of a cirque when its glacier has melted.


            	Tunnel valley


            	The tunnel is that formed by hydraulic erosion of ice and rock below an ice sheet margin. The tunnel valley is what remains of it in the underlying rock when the ice sheet has melted.

          


          


          Glacial deposits


          


          Stratified


          
            	Outwash sand/gravel


            	from front of glaciers, found on a plain


            	Kettles


            	block of stagnant ice leaves a depression or pit


            	Eskers


            	steep sided ridges of gravel/sand, possibly caused by streams running under stagnant ice


            	Kames


            	stratified drift builds up low steep hills


            	Varves


            	alternating thin sedimentary beds (coarse and fine) of a proglacial lake. Summer conditions deposit more and coarser material and those of the winter, less and finer.

          


          


          Unstratified


          
            	Till-unsorted


            	(glacial flour to boulders) deposited by receding/advancing glaciers, forming moraines, and drumlins


            	Moraines


            	(Terminal) material deposited at the end; (Ground) material deposited as glacier melts; (lateral) material deposited along the sides.


            	Drumlins


            	smooth elongated hills composed of till.


            	Ribbed moraines


            	large subglacial elongated hills transverse to former ice flow.
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          Coordinates:


          Glasgow (pronounced /ˈglzgoʊ/) is the largest city in Scotland and third most populous in the United Kingdom. Fully named as the City of Glasgow, it is the most populous of Scotland's 32 unitary authority areas. The city is situated on the River Clyde in the country's west central lowlands. A person from Glasgow is known as a Glaswegian, which is also the name of the local dialect.


          Glasgow grew from the medieval Bishopric of Glasgow and the later establishment of the University of Glasgow, which contributed to the Scottish Enlightenment. From the 18th century the city became one of Europe's main hubs of transatlantic trade with the Americas. With the Industrial Revolution, the city and surrounding region grew to become one of the world's pre-eminent centres of engineering and shipbuilding, constructing many revolutionary and famous vessels. Glasgow was known as the " Second City of the British Empire" in the Victorian era. Today it is one of Europe's top twenty financial centres and is home to many of Scotland's leading businesses.


          In the late 19th and early 20th centuries Glasgow grew to a population of over one million, and was the fourth-largest city in Europe, after London, Paris and Berlin. In the 1960s, large-scale relocation to new towns and peripheral suburbs, followed by successive boundary changes, have reduced the current population of the City of Glasgow unitary authority area to 580,690. 1,750,500 people live in the Greater Glasgow Urban Area based on the 2007 population Estimate. The entire region surrounding the conurbation covers approximately 2.3 million people, 41% of Scotland's population.


          


          History
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          The present site of Glasgow has been used since prehistoric times for settlement due to it being the forded point of the River Clyde furthest downstream, which also provided a natural area for salmon fishing. The origins of Glasgow as an established city derive ultimately from its medieval position as Scotland's second largest bishopric. Glasgow increased in importance during the tenth and 11th centuries as the site of this bishopric, reorganised by King David I of Scotland and John, Bishop of Glasgow. There had been an earlier religious site established by Saint Mungo in the 6th century. The bishopric became one of the largest and wealthiest in the Kingdom of Scotland, bringing wealth and status to the town. Between 1175 and 1178 this position was strengthened even further when Bishop Jocelin obtained for the episcopal settlement the status of burgh from King William I of Scotland, allowing the settlement to expand with the benefits of trading monopolies and other legal guarantees. Sometime between 1189 and 1195 this status was supplemented by an annual fair, which survives to this day as the Glasgow Fair.


          Glasgow grew over the following centuries, and the founding of the University of Glasgow in 1451 and elevation of the bishopric to an archbishopric in 1492 increased the town's religious and educational status.


          After the Acts of Union in 1707, Scotland gained trading access to the vast markets of the British Empire and Glasgow became prominent in international commerce as a hub of trade to the Americas, especially in the movement of tobacco, cotton and sugar into the deep water port that had been created by city merchants at Port Glasgow.


          Daniel Defoe visited the city in the early 18th century and famously opined in his book A tour thro' the Whole Island of Great Britain, that Glasgow was "the cleanest and beautifullest, and best built city in Britain, London excepted." At that time, the city's population numbered approximately 12,000, and was yet to undergo the massive changes to the city's economy and urban fabric, brought about by the influences of the Scottish Enlightenment and Industrial Revolution.


          In its subsequent industrial era, Glasgow produced textiles, engineered goods and steel, which were exported. The opening of the Monkland Canal in 1791, facilitated access to the Iron-ore and Coal mines in Lanarkshire. After extensive engineering projects to dredge and deepen the Clyde, Shipbuilding became a major industry on the upper stretches of the river, building many famous ships (although many were actually built in Clydebank). Glasgow's population had surpassed that of Edinburgh by 1821. By the end of the 19th century the city was known as the "Second City of the Empire" and by 1870 was producing more than half Britain's tonnage of shipping and a quarter of all locomotives in the world. During this period, the construction of many of the city's greatest architectural masterpieces and most ambitious civic projects, like the Loch Katrine aqueduct and Subway, were being funded by its wealth.


          From the late 1840s onwards, vast numbers of Irish Catholics settled in Glasgow. Originally forced to flee Ireland due to the Great Famine, the Irish continued to immigrate into the City of Glasgow in huge numbers for the rest of the nineteenth- and twentieth-centuries, driven to the city by economic stagnation at home. This Irish immigration has given Glasgow a large Catholic population.


          The 20th century witnessed both decline and renewal in the city. After World War I, the city suffered from the impact of the Post-World War I recession and from the later Great Depression, this also led to a rise of radical socialism and the " Red Clydeside" movement. The city had recovered by the outbreak of the Second World War and grew through the post-war boom that lasted through the 1950s. However by the 1960s, a lack of investment and innovation led to growing overseas competition in countries like Japan and Germany which weakened the once pre-eminent position of many of the city's industries. As a result of this, Glasgow entered a lengthy period of relative economic decline and rapid deindustrialisation, leading to high unemployment, urban decay, population decline, welfare dependency and poor health for the city's inhabitants. There were active attempts at regeneration of the city, when the Glasgow Corporation published its controversial Bruce Report, which set out a comprehensive series of initiatives aimed at turning round the decline of the city. There are also accusations that the Scottish Office had deliberately attempted to undermine Glasgow's economic and political influence in post-war Scotland by preventing the creation of new industries and creating the new towns of Cumbernauld, Glenrothes, Irvine, Livingston and East Kilbride, dispersed across the Scottish Lowlands, in order to halve the city's population base.


          However, by the 1990s, there had been a significant resurgence in Glasgow's economic fortunes; the city found a new role as a European centre for business services and finance and benefited from an increase in tourism and inward investment. The latter is largely due to the legacy of the city's status as European City of Culture in 1990, and attempts to diversify the city's economy. This economic revival has continued and the ongoing regeneration of inner-city areas has led to more affluent people moving back to live in the centre of Glasgow, fuelling allegations of gentrification. The city now resides in the Mercer index of top 50 safest cities in the world. Despite Glasgow's economic renaissance, the east end of the city remains the focus of severe social deprivation. A Glasgow Economic Audit report published in 2007 stated that the gap between prosperous and deprived areas of the city is widening. In 2006, 47% of Glasgow's population lived in the most deprived 15% of areas in Scotland, while the Centre for Social Justice reported 29.4% of the city's working-age residents to be "economically inactive". Although marginally behind the UK average, Glasgow still has a higher employment rate than Birmingham, Liverpool and Manchester.
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          Toponymy


          It is common to derive the name Glasgow from the older Cumbric glas cau or a Middle Gaelic cognate, which would have meant green hollow. The settlement probably had an earlier Cumbric name, Cathures; the modern name appears for the first time in the Gaelic period (1116), as Glasgu. However, it is also recorded that the King of Strathclyde, Rhydderch Hael, welcomed Saint Kentigern (also known as Saint Mungo), and procured his consecration as bishop about 540. For some thirteen years Kentigern laboured in the region, building his church at the Molendinar Burn, and making many converts. A large community developed around him and became known as Glasgu (meaning the dear Green or the dear green place).


          


          Heraldry
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          The coat of arms of the City of Glasgow, as granted to the royal burgh by the Lord Lyon on 25 October 1866. It incorporates a number of symbols and emblems associated with the life of Glasgow's patron saint, Mungo, which had been used on official seals prior to that date. The emblems represent miracles supposed to have been performed by Mungo and are listed in the traditional rhyme:


          
            	
              
                	
                  
                    	
                      
                        	Here's the bird that never flew


                        	Here's the tree that never grew


                        	Here's the bell that never rang


                        	Here's the fish that never swam

                      

                    

                  

                

              

            

          


          Mungo is also said to have preached a sermon containing the words Lord, Let Glasgow flourish by the preaching of the word and the praising of thy name. This was abbreviated to "Let Glasgow Flourish" and adopted as the city's motto. The motto was more recently commemorated in a song called "Mother Glasgow", which was written by Dundonian singer/songwriter Michael Marra, but popularised by Hue and Cry.


          In 1450, John Stewart, the first Lord Provost of Glasgow, left an endowment so that a "St Mungo's Bell" could be made and tolled throughout the city so that the citizens would pray for his soul. A new bell was purchased by the magistrates in 1641 and that bell is still on display in the People's Palace Museum, near Glasgow Green.


          The supporters are two salmon bearing rings, and the crest is a half length figure of Saint Mungo. He wears a bishop's mitre and liturgical vestments and has his hand raised in "the act of benediction". The original 1866 grant placed the crest atop a helm, but this was removed in subsequent grants. The current version (1996) has a gold mural crown between the shield and the crest. This form of coronet, resembling an embattled city wall, was allowed to the four area councils with city status.


          The arms were rematriculated by the City of Glasgow District Council on 6 February 1975, and by the present area council on 25 March 1996. The only change made on each occasion was in the type of coronet over the arms.



          


          Governance
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          Since the Representation of the People Act 1918, Glasgow has increasingly supported Left-wing ideas and politics. The city council has been controlled by the Labour Party for 30 years, since the decline of the Progressives. The left-wing support emanates from the city's legacy as an industrial powerhouse, and the relative poverty of many Glaswegian constituencies and wards. In the aftermath of the Russian Revolution of 1917 and German Revolution, the city's frequent strikes and Militant organisations caused serious alarm at Westminster, with one uprising in January 1919 prompting the Prime Minister, David Lloyd George to deploy 10,000 troops and tanks onto the city's streets. A huge demonstration in the city's George Square on 31 January ended in violence after the Riot Act was read.


          Industrial action at the shipyards gave rise to the " Red Clydeside" epithet. During the 1930s, Glasgow was the main base of the Independent Labour Party. Towards the end of the 20th century it became a centre of the struggle against the poll tax, and then the main base of the Scottish Socialist Party, a far left party in Scotland.


          


          Scottish Parliament region


          The Glasgow electoral region of the Scottish Parliament covers the Glasgow City council area, the Rutherglen area of the South Lanarkshire and a small eastern portion of Renfrewshire. It elects ten of the parliament's 73 first past the post constituency members and seven of the 56 additional members. Both kinds of member are known as Members of the Scottish Parliament (MSPs). The system of election is designed to produce a form of proportional representation.


          The first past the post seats were created in 1999 with the names and boundaries of then existing Westminster (House of Commons) constituencies. In 2005, however, the number of Westminster Members of Parliament (MPs) representing Scotland was cut to 59, with new constituencies being formed, while the existing number of MSPs was retained at Holyrood.


          The ten Scottish Parliament constituencies in the Glasgow electoral region are:-


          
            	Glasgow Anniesland


            	Glasgow Baillieston


            	Glasgow Cathcart


            	Glasgow Govan


            	Glasgow Kelvin


            	Glasgow Maryhill


            	Glasgow Pollok


            	Glasgow Rutherglen


            	Glasgow Shettleston


            	Glasgow Springburn

          


          


          United Kingdom Parliament constituencies


          Following reform of constituencies of the House of Commons of the United Kingdom Parliament (Westminster) in 2005, which reduced the number of Scottish Members of Parliament (MPs), the current Westminster constituencies representing Glasgow are:-


          
            	Glasgow Central


            	Glasgow East


            	Glasgow North


            	Glasgow North East


            	Glasgow North West


            	Glasgow South


            	Glasgow South West

          


          


          Geography


          Glasgow is located on the banks of the River Clyde, in West Central Scotland. Its second most important river is the Kelvin whose name was used for creating the title of Baron Kelvin and thereby ended up as the scientific unit of temperature.


          


          Climate
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          Weather in Glasgow is not typical of the weather in the rest of the UK for several reasons. Glasgow benefits from a mild south western position; the Gulf Stream currents flow up the Clyde estuary from the Atlantic warming the area. The city is also sheltered by the surrounding Clyde Valley hills keeping the city fairly humid throughout the year. The temperature is often milder than the rest of the country.


          The spring months (March to May) are mild and cool. Many of Glasgow's trees and plants begin to flower at this time of the year and parks and gardens are filled with spring colours. The summer months (May to September) can vary considerably between mild and wet weather or warm and sunny. The winds are generally westerly, due to the warm Gulf Stream. The warmest month is usually July, the daily high averaging 20C (68F). (Highest recorded temperature 31.2C/88F 4 August 1975.) Despite some infrequent clear or dry days, winters in Glasgow are normally damp and cold. (Lowest recorded temperature 17C/1F 29 December 1995). However, the Gulf Stream ensures that Glasgow stays warmer than other cities at the same latitude such as Moscow. Winds and rainfall are often fairly chilling and strong, like the rest of western Scotland. Severe snowfalls melt within days and rarely lie in the city centre. December, January and February are the wettest months of the year, but can often be sunny and clear.


          
            
              	Weather averages for Glasgow, United Kingdom
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Record high C (F)

              	13 (56)

              	12 (55)

              	15 (59)

              	23 (75)

              	27 (81)

              	29 (85)

              	30 (86)

              	31 (88)

              	25 (78)

              	21 (70)

              	15 (59)

              	13 (57)

              	31 (88)
            


            
              	Average high C (F)

              	6 (43)

              	6 (44)

              	8 (47)

              	11 (52)

              	15 (59)

              	17 (63)

              	18 (66)

              	18 (65)

              	15 (60)

              	12 (54)

              	8 (48)

              	6 (44)

              	12 (54)
            


            
              	Average low C (F)

              	1 (34)

              	1 (34)

              	2 (36)

              	3 (38)

              	4 (43)

              	8 (48)

              	11 (52)

              	10 (51)

              	8 (47)

              	5 (42)

              	2 (37)

              	1 (35)

              	5 (41)
            


            
              	Record low C (F)

              	-17 (1)

              	-12 (9)

              	-8 (16)

              	-4 (24)

              	-3 (25)

              	

              	3 (38)

              	1 (35)

              	-2 (27)

              	-7 (19)

              	-10 (14)

              	-17 (1)

              	-17 (1)
            


            
              	Precipitation cm (inches)

              	8.69 (3.42)

              	7.9 (3.11)

              	7.44 (2.93)

              	4.65 (1.83)

              	3.35 (1.32)

              	3.86 (1.52)

              	4.95 (1.95)

              	5.26 (2.07)

              	5.66 (2.23)

              	8.48 (3.34)

              	8.48 (2.62)

              	7.49 (2.95)

              	6.35 (2.44)
            


            
              	Source: Weatherbook May 2008
            

          


          


          Demography


          The population of the Glasgow City Council area peaked in the 1950s at 1,200,000 people and before that for 80 years was over 1 million. During this period, Glasgow was one of the most densely populated cities in the world. After the 1960s, clearings of poverty-stricken inner city areas like the Gorbals and relocation to ' new towns' such as East Kilbride and Cumbernauld led to population decline. In addition, the boundaries of the city were changed twice during the late 20th century, making direct comparisons difficult. The city continues to expand beyond the official city council boundaries into surrounding suburban areas, encompassing around 400square miles (1,000km) if all adjoining suburbs, commuter towns and villages are included.


          There are two distinct definitions for the population of Glasgow; the Glasgow City Council Area (which lost the districts of Rutherglen and Cambuslang to South Lanarkshire in 1996) and the Greater Glasgow Urban Area which includes the conurbation around the city.


          Since the 1840s to present day, massive numbers of Irish immigrants have settled and contributed immensely in the city. Numerous Scottish Highlanders also migrated to the city as a result of the Highland Clearances. The Irish, and to a lesser extent Highlanders, contributed to the explosive growth of Roman Catholicism in the city.


          In the early 20th century, many Lithuanian asylum seekers began to settle in Glasgow and at its height in the 1950s there were around 10,000 in the Glasgow area. Many Italian-Scots also settled in Glasgow, originating from areas like Frosinone and Lucca at this time, many originally working as " Hokey Pokey" men. In the 1960s and '70s, many Asian-Scots also settled in Glasgow, mainly in the Pollokshields area as well as Cantonese immigrants, many of whom settled in the Garnethill area of the city. Since 2000, the UK government has pursued a policy of dispersal of asylum seekers to ease pressure on social housing in the London area. Glasgow has seen waves of new arrivals because of this policy, though not always smoothly in some districts.


          
            
              	Location

              	Population

              	Area

              	Density
            


            
              	Glasgow City Council

              	578,790

              	67.76sqmi (175km)

              	8,541.8/sqmi (3,298/km)
            


            
              	Greater Glasgow Urban Area

              	1,168,270

              	142.27sqmi (368km)

              	8,212.9/sqmi (3,171/km)
            


            
              	Source: Scotland's Census Results Online
            

          


          Since the 2001 census the population decline has stabilised. The 2004 population of the city council area was 685,090 and the population of both the City of Glasgow Council area and Greater Glasgow are forecast to grow in the near future. Around 2,300,000 people live in the Glasgow travel to work area. This area is defined as having 10% and over of residents travelling into Glasgow to work, and has no fixed boundaries.


          Compared to Inner London, which has 23,441inhabitants per square mile (9,051/km)., Scotland's major city has less than half the current population density of the English capital8,603inhabitants per square mile (3,322/km) However, in 1931 the population density was 16,166inhabitants per square mile (6,242/km), highlighting the subsequent 'clearances' to the suburbs and new towns that were built to empty one of Europe's most densely populated cities.


          


          Economy
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          Glasgow has the largest economy in Scotland and is at the hub of the metropolitan area of West Central Scotland. The city also has the third largest GDP Per Capita in the UK, after London and Edinburgh. The city itself sustains more than 410,000 jobs in over 12,000 companies. Over 153,000 jobs have been created in the city since 2000 - a growth rate of 32%. Glasgow's annual economic growth rate of 4.4% is now second only to that of London. In 2005 alone over 17,000 new jobs were created, and 2006 saw private-sector investment in the city reaching 4.2 billion pounds, an increase of 22% in a single year. 55% of the residents in the Greater Glasgow area commute to the city every day. Once dominant manufacturing industries such as shipbuilding and heavy engineering have been gradually replaced in importance by a diversified economy.


          Glasgow's economy has seen significant growth of tertiary sector industries such as financial and business services, communications, biosciences, creative industries, healthcare, higher education, retail and tourism. Between 1998 and 2001, the city's financial services sector grew at a rate of 30%, making considerable gains on Edinburgh, which has historically been the centre of the Scottish financial sector. Glasgow is the second most popular foreign tourist destination in Scotland (fourth in the UK) and its largest retail centre. Glasgow is also one of Europe's sixteen largest financial centres.


          The city retains a strong link to the manufacturing sector which accounts for well over 60% of Scotland's manufactured exports, with particular strengths in shipbuilding, engineering, food and drink, printing, publishing, chemicals and textiles as well as new growth sectors such as optoelectronics, software development and biotechnology. Glasgow forms the western part of the Silicon Glen high tech sector of Scotland. A growing number of Blue chip financial sector companies have significant operations or headquarters in the city.


          


          Architecture
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          Very little of medieval Glasgow remains, the two main landmarks from this period being the 14th century Provand's Lordship and St. Mungo's Cathedral. The vast majority of the city as seen today dates from the 19th century. As a result, Glasgow has an impressive heritage of Victorian architecture - the Glasgow City Chambers, the main building of the University of Glasgow, designed by Sir George Gilbert Scott and the Glasgow School of Art, designed by Charles Rennie Mackintosh are outstanding examples. A hidden gem of Glasgow, also designed by Mackintosh is the Queen's Cross Church, the only church by the renowned artist to be built.


          Glasgow's impressive historical and modern architectural traditions were celebrated in 1999 when the city was designated UK City of Architecture and Design, winning the accolade over Liverpool and Edinburgh.


          Another architect who had an enduring impact on the city's appearance was Alexander Thomson, who produced a distinctive architecture based on fundamentalist classicism that gave him the nickname "Greek". Examples of Thomson's work can be found over the city.
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          The buildings reflect the wealth and self confidence of the residents of the "Second City of the Empire". Glasgow generated immense wealth from trade and the industries that developed from the Industrial Revolution. The shipyards, marine engineering, steel making, and heavy industry all contributed to the growth of the city. At one time the expression "Clydebuilt" was synonymous with quality and engineering excellence. The Templeton's carpet factory on Glasgow Green was designed to resemble the Doge's Palace in Venice.


          Many of the city's most impressive buildings were built with red or blond sandstone, but during the industrial era those colours disappeared under a pervasive black layer of soot and pollutants from the furnaces, until the Clean Air Act was introduced in 1956. In recent years many of these buildings have been cleaned and restored to their original appearance.
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          Perhaps more than any other city Glasgow is known for its tenements. These were the most popular form of housing in 19th and 20th century Glasgow and remain the most common form of dwelling in Glasgow today. Tenements are commonly bought by a wide range of social types and are favoured for their large rooms, high ceilings and original period features. The Hyndland area of Glasgow is the only tenement conservation area in the UK, and includes some tenement houses with as many as six bedrooms, often valued at over 500,000. Like many cities in the UK, Glasgow witnessed the construction of a large concentration of high-rise housing in tower blocks in the 1960s. These were built to replace the decaying tenement buildings originally built for workers who migrated from the surrounding countryside, the Highlands, and the rest of the United Kingdom, particularly Ireland, in order to feed the local demand for labour. The massive demand outstripped new building and many, orginally fine, tenements often became overcrowded and unsanitary. Many developed into the infamous Glasgow slums, such as the Gorbals. The Corporation made many efforts to improve the situation, most successfully with the City Improvement Trust, which cleared the slums of the old town, replacing them with what they thought of as a traditional High Street, which remains an imposing townscape. (The City Halls and the Cleland Testimonial were part of this scheme). National government help was acquired following World War I when various Housing Acts sought to provide "homes fit for heroes". Garden suburb areas, based on English models, such as Knightswood were set up. These proved too expensive, so a modern tenement, three stories high, slate roofed and built of reconstituted stone, was re-introduced and a slum clearance programme initiated to clear areas such as the Calton and the Garngad.
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          Post second World War II, more ambitious plans were made for the complete evacuation of slums to New Towns but the Corporation was not keen to lose population, so this plan - the Bruce Plan - was modified to establish quasi-new towns built on the outer fringes of the city. Again, economic considerations meant that many of the planned "New Town" amenities were never built in these areas. These housing estates, known as "schemes", came therefore to be widely regarded as unsuccessful; many, such as Castlemilk, were just dormitories well away from the centre of the city with no amenities, such as shops and public houses (deserts with windows, as Billy Connolly once put it). High rise living too started off with bright ambition - the Moss Heights are still very desireable - (1950 - 54) but fell prey to later economic pressure. Many of the later tower blocks were poorly designed and cheaply built and their anonymity caused some social problems. Many of these are now being demolished - among them award-winning buildings designed by Basil Spence.


          In 1970 a team from Strathclyde University demonstrated that the old tenements had been basically sound, and could be given new life with replumbing with kitchens and bathroom. The Corporation acted on this principle for the first time in 1973 at the Old Swan Corner, Pollokshaws. Thereafter, Housing Action Areas were set up to renovate so-called slums. Later, privately owned tenements benefited from government help in "stone cleaning", revealing a honey-coloured sandstone behind the presumed "grey" tenemental facades. The policy of tenement demolition is now considered to have been short-sighted, wasteful and largely unsuccessful. Many of Glasgow's worst tenements were refurbished into desirable accommodation in the 1970s and 1980s and the policy of demolition is considered to have destroyed many fine examples of a "universally admired architectural" style. The Glasgow Housing Association took ownership of the housing stock from the city council on 7 March 2003, and has begun a 96 million clearance and demolition programme to clear and demolish most of the high-rise flats.
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          Modern buildings in Glasgow include the Glasgow Royal Concert Hall, and along the banks of the Clyde are the Glasgow Science Centre and the Scottish Exhibition and Conference Centre, whose Clyde Auditorium was designed by Sir Norman Foster, and is affectionately known as the "Armadillo". Zaha Hadid won a competition to design the new Museum of Transport, which will move to the waterfront.


          The 39-storey Elphinstone Place mixed-use skyscraper in Charing Cross will be the tallest building in Scotland, and was scheduled to begin construction in mid 2006. Much development is taking place along the banks of the Clyde. Glasgow Harbour, which neighbours Partick, is one of the largest residential developments.


          


          Districts and suburbs


          Glasgow was historically based around Glasgow Cathedral, the old High Street and down to the River Clyde via Glasgow Cross.


          


          City centre


          The city centre is bounded by the High Street to the east, the River Clyde to the south and the M8 motorway to the west and north which was built through the Townhead, Charing Cross, Cowcaddens and Anderston areas in the 1960s.
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          Retail and theatre district


          The city centre is based on a grid system of streets, similar to that of Barcelona or American cities, on the north bank of the River Clyde. The heart of the city is George Square, site of many of Glasgow's public statues and the elaborate Victorian Glasgow City Chambers, headquarters of Glasgow City Council. To the south and west are the shopping precincts of Argyle, Sauchiehall and Buchanan Streets, the latter featuring more upmarket retailers and winner of the Academy of Urbanism 'Great Street Award' 2008.
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          The main shopping centres are Buchanan Galleries and the St. Enoch Centre, with the up-market Princes Square and the Italian Centre specialising in designer labels. The London-based department store Selfridges has purchased a potential development site in the city and another upmarket retail chain Harvey Nichols is also thought to be planning a store in the city, further strengthening Glasgow's retail portfolio, which forms the UK's second largest and most economically important retail sector after Central London. The layout of the approximately two and a half mile long retail district of Buchanan Street, Sauchiehall Street and Argyle Street has been termed the "Golden Z".


          The city centre is home to most of Glasgow's main cultural venues: The Theatre Royal (home of Scottish Opera and Scottish Ballet), The Pavilion, The King's Theatre, Glasgow Royal Concert Hall, Glasgow Film Theatre, RSAMD, Gallery of Modern Art (GoMA), Mitchell Library, the Centre for Contemporary Arts, McLellan Galleries and The Lighthouse Museum of Architecture, Design and the City. The world's tallest cinema, the eighteen-screen Cineworld is sited on Renfrew Street. The city centre is also home to four of Glasgow's higher education institutions: The University of Strathclyde, The Royal Scottish Academy of Music and Drama, Glasgow School of Art and Glasgow Caledonian University.


          



          


          Merchant City
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          To the east is the commercial and residential district of Merchant City, which was formerly the residential district of the wealthy city merchants in the 18th and early 19th centuries. As the Industrial Revolution and the wealth it brought to the city resulted in the expansion of Glasgow's central area westward, the original medieval centre was left behind. Glasgow Cross, situated at the junction of High Street, Gallowgate, Trongate and Saltmarket was the original centre of the city, symbolised by its Mercat cross. Glasgow Cross encompasses the Tolbooth Clock Tower; all that remains of the original City Chambers, which was destroyed by fire in 1926. Moving northward up High Street towards Rottenrow and Townhead lies the 15th century Glasgow Cathedral and the Provand's Lordship. Due to growing industrial pollution levels in the mid to late 19th century, the area fell out of favour with residents.
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          From the late 1980s onwards, the area has been rejuvenated with luxury city centre apartments and warehouse conversions. Many new cafs and restaurants have opened. The area also contains the Tron Theatre, the Old Fruitmarket, the Trades Hall, and the City Halls. There are also a number of high end boutique style shops in the area and it has now become home to some of Glasgow's most upmarket stores.


          The area is also home to Glasgow's growing 'Arts Quarter', based around King Street, the Saltmarket and Trongate, and at the heart of the annual Merchant City Festival. There are many art galleries here.


          A large part of Glasgow's LGBT scene is located within the Merchant City. This includes many clubs, and the UK gay chain store Clone Zone, along with a couple of saunas. Recently the city council defined (and perhaps expanded) the area known as Merchant City as far west as Buchanan Street, marking these boundaries with new, highly stylised metal signage.


          


          Financial district
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          To the western edge of the city centre, occupying the areas of Blythswood Hill and Anderston, lies Glasgow's financial district, known officially as the International Financial Services District (IFSD), although often irreverently nicknamed by the contemporary press as the "square kilometre" or "Wall Street on Clyde". Since the late 1980s the construction of many modern office blocks, a trend which continues into the 21st century with a new wave of high rise developments currently on the drawing board, has enabled the IFSD to become the third largest financial quarter in the UK after the City of London and Edinburgh. With a reputation as an established financial services centre, coupled with comprehensive support services, Glasgow continues to attract and grow new business. Of the 10 largest general insurance companies in the UK, 8 have a base or head office in Glasgow - including Direct Line, AXA and Norwich Union. Key banking sector companies have also relocated some of their services to commercial property in Glasgow - Resolution, JPMorgan, Abbey, HBOS, Barclays Wealth, Morgan Stanley, Lloyds TSB, Clydesdale Bank, BNP Paribas and the Royal Bank of Scotland. The Ministry of Defence have several departments and Clydeport, the Glasgow Stock Exchange, Student Loans Company, Scottish Executive Enterprise, Transport and Lifelong Learning Department, Scottish Qualifications Authority and Scottish Enterprise also have their headquarters based in the district. 


          West End
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          Glasgow's West End refers to the bohemian district of cafs, tea rooms, bars, boutiques, upmarket hotels, clubs and restaurants in the hinterland of Kelvingrove Park, the University of Glasgow, Glasgow Botanic Gardens and the Scottish Exhibition and Conference Centre. The area's main thoroughfare is Byres Road and one of its most popular destinations is Ashton Lane.


          The West End includes residential areas of Hillhead, Dowanhill, Kelvingrove, Kelvinside, Hyndland, and, to an increasing extent, Partick. However, the name is increasingly being used to refer to any area to the west of Charing Cross. This includes areas such as Scotstoun, Jordanhill, Kelvindale and Anniesland.


          The West End is bisected by the River Kelvin which flows from the Kilsyth Hills in the North and empties into the River Clyde at Yorkhill Basin.


          The spire of Sir George Gilbert Scott's Glasgow University main building (the second largest Gothic Revival building in Britain) is a major local landmark, and can be seen from miles around, sitting atop Gilmorehill. The university itself is the fourth oldest in the English-speaking world. Much of the city's student population is based in the West End, adding to its cultural vibrancy.


          The area is also home to the Kelvingrove Art Gallery and Museum, Hunterian Museum, Kelvin Hall International Sports Arena, Henry Wood Hall (home of the Royal Scottish National Orchestra) and the Museum of Transport, which is to be rebuilt on a former dockland site at Glasgow Harbour to a design by Zaha Hadid. The West End Festival, one of Glasgow's largest festivals, is held annually in June.


          Glasgow is the home of the SECC, the United Kingdom's largest exhibition and conference centre. A major expansion of the SECC facilities at the former Queen's Dock by Foster and Partners is currently planned, including a 12,000 seat arena, and a 5 star hotel and entertainments complex.


          


          East End
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          The East End extends from Glasgow Cross in the City Centre to the boundary with North and South Lanarkshire. It is home to the famous Glasgow Barrowland Market, popularly known as 'The Barras', Barrowland Ballroom, Glasgow Green, and Celtic Park, home of Celtic F.C.. Many of the original sandstone tenements remain in this district. The East End in contrast to the West End, includes some of the most deprived areas in the UK. However, many areas of the district are not deprived in any way. In particular, parts of the Dennistoun area have become increasingly fashionable and expensive.


          The Glasgow Necropolis Cemetery was created on a hill above the Cathedral of Saint Mungo in 1831. Routes curve through the landscape uphill to the 62-metre (203ft) high statue of John Knox at the summit.


          There are two late 18th century tenements in Gallowgate. Dating from 1771 and 1780, both have been well restored. The construction of Charlotte Street was financed by David Dale, whose former pretensions can be gauged by the one remaining house, now run by the National Trust for Scotland. Further along Charlotte Street there stands a modern Gillespie, Kidd & Coia building of some note. Once a school, it has been converted into offices. Surrounding these buildings are a series of innovative housing developments conceived as 'Homes for the Future', part of a project during the city's year as UK City of Architecture and Design in 1999.


          East of Glasgow Cross is the Saint Andrew's Church, built in 1746 and displaying a Presbyterian grandeur befitting the church of the city's wealthy tobacco merchants. Also close by is the more modest Episcopalian Saint Andrew's-by-the-Green, the oldest post-Reformation church in Scotland.
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          Overlooking Glasgow Green is the faade of Templeton's carpet factory, featuring vibrant polychromatic brickwork intended to evoke the Doge's Palace in Venice.


          The extensive Tollcross Park was originally developed from the estate of James Dunlop, the owner of a local steelworks. His large baronial mansion was built in 1848 by David Bryce, which later housed the city's Children's Museum until the 1980s. Today, the mansion is a sheltered housing complex.


          The new Scottish National Indoor Sports Arena, a modern replacement for the Kelvin Hall, is planned for Dalmarnock. The area will also be the site of the Athletes' Village for the 2014 Commonwealth Games, located adjacent to the new indoor sports arena.


          To the north of the East End lie the two massive gasometers of Provan Gas Works, which stand overlooking Alexandra Park and a major interchange between the M8 and M80 motorways. Often used for displaying large city advertising slogans, the towers have become an unofficial portal into the city for road users arriving from the north and east.


          


          South Side
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          Glasgow's South Side sprawls out south of the Clyde, covering areas including the Gorbals, Shawlands, Simshill, Strathbungo, Cardonald, Mount Florida, Pollokshaws, Nitshill, Pollokshields, Govanhill, Crosshill, Ibrox, Cessnock, Mosspark, Kinning Park, Govan, Mansewood, Arden, Darnley, Newlands, Deaconsbank, Pollok, Croftfoot, King's Park, Cathcart, Muirend and Barrhead, Busby, Clarkston, Giffnock, Thornliebank, Netherlee, and Newton Mearns in the East Renfrewshire council area, as well as Cambuslang, East Kilbride, and Rutherglen in the South Lanarkshire council area.


          Although predominantly residential, the area does have several notable public buildings including, Charles Rennie Mackintosh's Scotland Street School Museum and House for an Art Lover; the world famous Burrell Collection in Pollok Country Park; Alexander 'Greek' Thomson's Holmwood House villa; the National Football Stadium Hampden Park in Mount Florida, (home of Queens Park F.C.) and Ibrox Stadium, (home of Rangers F.C.).
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          The former docklands site at Pacific Quay on the south bank of the River Clyde, opposite the SECC, is the site of the Glasgow Science Centre and the new headquarters for BBC Scotland and SMG plc (owner of STV) which have relocated there to a new purpose built digital media campus.


          In addition, several new bridges spanning the River Clyde have been built or are currently planned, including the Clyde Arc at Pacific Quay and others at Tradeston and Springfield Quay.


          The South Side also includes many great parks, including Linn Park, Queen's Park, Bellahouston Park and Rouken Glen Park, and several golf clubs, including the championship course at Haggs Castle. The South Side is also home to Pollok Country Park, which was awarded the accolade of Europe's Best Park 2008. Pollok Park is Glasgows largest park and the only country park within the city boundaries. It is also home to Pollok Cricket Club.


          Govan is a district and former burgh in the south-western part of the city. It is situated on the south bank of the River Clyde, opposite Partick. It was an administratively independent Police Burgh from 1864 until it was incorporated into the expanding city of Glasgow in 1912. Govan has a legacy as an engineering and shipbuilding centre of international repute and is home to one of two BAE Systems shipyards on the River Clyde and the precision engineering firm, Thales Optronics. It is also home to the Southern General Hospital, one of the largest teaching hospitals in the country, and the maintenance depot for the Glasgow Subway system.


          


          North Glasgow


          North Glasgow extends out from the north of the city centre towards the affluent suburbs of Bearsden, Milngavie and Bishopbriggs in East Dunbartonshire and Clydebank in West Dunbartonshire. However, the area also contains some of the city's poorest residential areas. Possilpark is one such area, where levels of unemployment and drug abuse continue to be above the national average. Much of the housing in areas such as Possilpark and Hamiltonhill had fallen into a state of disrepair in recent years. This has led to large scale redevelopment of much of the poorer housing stock in north Glasgow, and the wider regeneration of many areas, such as Ruchill, which have been transformed; many run-down tenements have now been refurbished or replaced by modern housing estates. Much of the housing stock in north Glasgow is rented social housing, with a high proportion of high-rise tower blocks, managed by the Glasgow Housing Association.
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          Not all areas of north Glasgow are of this nature however. Maryhill for example, consists of well maintained traditional sandstone tenements. Although historically a working class area, its borders with the upmarket West End of the city mean that it is relatively wealthy compared to the rest of the north of the city, containing affluent areas such as Maryhill Park and North Kelvinside. Maryhill is also home to Firhill Stadium, home of Partick Thistle FC since 1909, and briefly the professional Rugby Union team, Glasgow Warriors. The junior team, Maryhill F.C. are also located in this part of north Glasgow.


          The Forth and Clyde Canal passes through this part of the city, and at one stage formed a vital part of the local economy. It was for many years polluted and largely unused after the decline of heavy industry, but recent efforts to regenerate and re-open the canal to navigation have seen it rejuvenated.


          Sighthill is home to Scotlands largest asylum seeker community, many of whom live in extreme poverty.


          A huge part of the economic life of Glasgow was once located in Springburn, where the engineering works of firms like Charles Tennant and locomotive workshops employed many Glaswegians. Indeed, Glasgow dominated this type of manufacturing, with 25% of all the worlds locomotives being built in the area at one stage. It was home to the headquarters of the North British Locomotive Company. Today the French engineering group Alstom's railway maintenance facility in the area is all that is left of the industry in Springburn.


          


          Culture
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          The city has many amenities for a wide range of cultural activities, from curling to opera, ballet and from football to art appreciation; it also has a large selection of museums that include those devoted to transport, religion, and modern art. Many of the city's cultural sites were celebrated in 1990 when Glasgow was designated European City of Culture.


          The city's principal library, the Mitchell Library, has grown into one of Europe's largest public reference libraries in Europe, currently housing some 1.3 million books, a extensive collection of newspapers and thousands of photographs and maps.


          Most of Scotland's national arts organisations are based in Glasgow, including Scottish Opera, Scottish Ballet, The National Theatre of Scotland, Royal Scottish National Orchestra, BBC Scottish Symphony Orchestra and Scottish Youth Theatre.


          Glasgow has its own " Poet Laureate", a post created in 1999 for Edwin Morgan and as of 2007 occupied by Liz Lochhead.


          


          Recreation


          Glasgow is home to a variety of theatres including The King's Theatre, Theatre Royal and the Citizens' Theatre and is home to many municipal museums and art galleries, the most famous being the Kelvingrove Art Gallery and Museum, the Gallery of Modern Art (GoMA) and the Burrell Collection. Most of the museums in Glasgow are publicly owned and free to enter.


          The city has hosted many exhibitions over the years, including being the UK City of Architecture 1999, European Capital of Culture 1990, National City of Sport 19951999 and European Capital of Sport 2003.


          In addition, unlike the older and larger Edinburgh Festival (where all Edinburgh's main festivals occur in the last three weeks of August), Glasgow's festivals fill the calendar. Festivals include the Glasgow Comedy Festival, Glasgow Jazz Festival, Celtic Connections, Glasgow Film Festival, West End Festival, Merchant City Festival, Glasgay, and the World Pipe Band Championships.


          


          Music scene


          Glasgow has many live music pubs, clubs and venues. Some of the city's main venues include the Glasgow Royal Concert Hall, the SECC and King Tut's Wah Wah Hut (where Oasis were spotted and signed by Glaswegian record mogul Alan McGee), the Queen Margaret Union and the Barrowland, a historic ballroom, converted into a live music venue. More recent mid-sized venues include ABC and the Carling Academy, which play host to a similar range of acts.


          Glasgow is also home to an electronic music scene, with a strong reputation for techno and house music. Venues like the Arches, the Sub Club and record labels such as Soma and Chemikal Underground have supported this strong underground movement for the past two decades in the city.


          In recent years, the success of bands such as Franz Ferdinand, Belle and Sebastian and Mogwai has significantly boosted the profile of the Glasgow music scene, prompting Time Magazine to liken Glasgow to Detroit during its 1960s Motown heyday..


          Perhaps the most famous Glaswegians in the music business are brothers Angus and Malcolm Young of legendary Hard Rock band AC/DC both of whom were born in the Cranhill area of the city before relocating to Australia where they formed the band.


          Religion
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          Glasgow is a city of significant religious diversity. The Church of Scotland and the Roman Catholic Church are the two largest Christian denominations in the city. There are 150 congregations in the Church of Scotland's Presbytery of Glasgow (of which 106 are within the city boundaries, the other 44 being in adjacent areas such as Giffnock). The city boasts four Christian cathedrals: Glasgow Cathedral, of the Church of Scotland; St Andrew's Cathedral, of the Roman Catholic Church; St Mary's Cathedral, of the Scottish Episcopal Church, and St Luke's Cathedral, of the Greek Orthodox Church.


          The presence of large Protestant and Catholic communities has at times caused the city to experience sectarian tensions. This has tended to be most visible in the rivalry between the supporters of the city's two major professional football clubs, Celtic F.C. and Rangers F.C.. Rangers has traditionally drawn its support from the city's Protestant community, while the Roman Catholic population has traditionally supported Celtic.


          Glasgow Central Mosque in the Gorbals district is the largest mosque in Scotland and, along with twelve other mosques in the city, caters for the city's estimated 33,000 Muslim population. Glasgow also has a Hindu Mandir, and a planning permission for a new Sikh Temple was submitted in June 2007. This new Temple will complement the existing four Sikh Temples (Gurdwaras) in Glasgow with two in the West End (Central Gurdwara Singh Sabha in Finnieston and Guru Nanak Sikh Temple in Kelvinbridge) and two in the Southside area of Pollokshields (Guru Granth Sahib Gurdwara and Sri Guru Tegh Bahadur Gurdwara). There are approximately 10,000 Sikhs in Scotland with the vast majority in Glasgow.


          Glasgow has seven synagogues with the seventh largest Jewish population in the United Kingdom after London, Manchester, Leeds, Gateshead, Brighton and Bournemouth, but once had a Jewish population second only to London, estimated at 20,000 in the Gorbals alone.


          In 1993, the St Mungo Museum of Religious Life and Art opened in Glasgow. It is believed to be the only public museum to examine all the world's major religious faiths.


          


          Dialect


          Glaswegian, otherwise known as The Glasgow Patter is a local, anglicised variety of Scots.


          Glaswegian is a dialect, more than an alternative pronunciation; words also change their meaning as all over in Scotland, e.g. "away" can mean "leaving" as in A'm away, an instruction to stop being a nuisance as in away wi ye, or "drunk" or "demented" as in he's away wi it. Pieces refers to "sandwiches". Ginger is a term for the Glasgow based carbonated soft drink " Irn Bru" or any other carbonated soft drink (A bottle o ginger IPA: [ə ˈboʔl ə ˈdʒɪndʒər]). Then there are words whose meaning has no obvious relationship to that in standard English: coupon means "face", via "to punch a ticket coupon". A headbutt is known in many parts of Britain as a "Glasgow kiss".


          A speaker of Glaswegian might refer to those originating from the Scottish Highlands and the Western Isles as teuchters, while they would reciprocate by referring to Glaswegians as keelies and those from the East of Scotland refer to Glaswegians as Weegies (or Weedgies).


          The long-running TV drama Taggart and the comedies; Empty, Chewin' the Fat, Rab C. Nesbitt and Still Game capture the essence of the Glaswegian patois, while Craig Ferguson and Billy Connolly have made Glaswegian humour known to the rest of the world.


          


          Education
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          Glasgow is also a major education centre with four universities within 10 miles (16 km) of the city centre:


          
            	University of Glasgow


            	University of Strathclyde


            	Glasgow Caledonian University


            	University of the West of Scotland

          


          There are also teacher training colleges, teaching hospitals such as the Glasgow Royal Infirmary, the Royal Scottish Academy of Music and Drama, Glasgow School of Art, and ten other further education colleges.


          Glasgow is home to a student population in excess of 168,000, the largest in Scotland and second largest in the United Kingdom, with the majority of those, living away from home, being found in Shawlands, Dennistoun and the West End of the city.


          Scotland's sole Gaelic-only medium secondary school is located in Glasgow. This combined with a strong Gaelic medium primary school presence enables parents to educate their children entirely through the medium of Gaelic.


          


          


          Sport


          


          Football


          The world's first international football match was held in 1872 at the West of Scotland Cricket Club's Hamilton Crescent ground in the Partick area of the city. The match, between Scotland and England finished 00.


          Glasgow is one of only three cities (along with Liverpool in 1985 and Madrid in 1986) to have had two football teams in European finals in the same season: in 1967 Celtic F.C. competed in the European Cup final defeating Inter Milan to become the first Scottish and British football club to win the trophy, with Rangers F.C. competing unsuccessfully in the now defunct Cup Winners' Cup final.


          The city is home to Scotland's only two UEFA 5 star rated stadia which allows them to host UEFA Champions League or UEFA Cup finals Ibrox Stadium (51,082 seats) and Hampden Park (52,670 seats), meaning that they are eligible to host the final of the UEFA Champions' League. Hampden Park has hosted the final on three occasions, most recently in 2002 and hosted the UEFA Cup Final in 2007.


          Hampden Park, which is Scotland's national football stadium, holds the European record for attendance at a football match: 149,547 saw Scotland beat England 3-1 in 1937, in the days before British stadia became all-seated. Celtic Park (60,832 seats) is also located in the east end of Glasgow.
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          Glasgow has three professional football clubs: Celtic F.C. and Rangers F.C., together known by some as the Old Firm, and Partick Thistle F.C.. A fourth club, Queen's Park F.C., is an amateur club that plays in the Scottish professional league system. Prior to this, Glasgow had five other professional clubs: Clyde FC, which moved to Cumbernauld, plus Third Lanark A.C., Cambuslang F.C, Cowlairs F.C. and Clydesdale F.C., who all went bankrupt. There are a number of Scottish Junior Football Association clubs within the city as well, such as Pollok F.C., Maryhill F.C., Ashfield F.C. and Petershill F.C., as well as countless numbers of amateur teams.


          The history of football in the city, as well as the status of the Old Firm, attracts many visitors to football matches in the city throughout the season. The Scottish Football Association, the national governing body, and the Scottish Football Museum are based in Glasgow, as are the Scottish Football League, Scottish Premier League, Scottish Junior Football Association and Scottish Amateur Football Association. The Glasgow Cup was a once popular tournament, were all professional teams from the city would compete, however, now only Junior teams do.


          
            
              	Club

              	League

              	Venue

              	Capacity
            


            
              	Celtic F.C.

              	Scottish Premier League

              	Celtic Park

              	60,832
            


            
              	Rangers F.C.

              	Scottish Premier League

              	Ibrox Stadium

              	51,082
            


            
              	Partick Thistle F.C.

              	Scottish Football League

              	Firhill Stadium

              	10,887
            


            
              	Queen's Park F.C.

              	Scottish Football League

              	Hampden Park

              	52,670
            

          


          


          Rugby


          Glasgow has a professional rugby union club, the Glasgow Warriors, which plays in the Magners League alongside teams from Scotland, Ireland and Wales.


          In the Scottish League, Glasgow Hawks was formed in 1997 by the merger of two of Glasgow's oldest clubs: Glasgow Academicals and Glasgow High Kelvinside (GHK). Despite the merger, the second division teams of Glasgow Academicals and Glasgow High Kelvinside re-entered the Scottish rugby league in 1998.


          


          Other sports


          Major international sporting arenas include the Kelvin Hall and Scotstoun Sports Centre. In 2003 the National Academy for Badminton was completed in Scotstoun. In 2003, Glasgow was also given the title of European Capital of Sport.


          The Braehead Arena is home to leading professional basketball team, the Scottish Rocks, who compete in the British Basketball League. The arena was also host to the 2000 Ford World Curling Championships.


          Glasgow is also host to many cricket clubs including Clydesdale Cricket Club who have been title winners for the Scottish Cup many times. This club also hosted the friendly One Day International match for India and Pakistan in 2007, but due to bad weather was called off.


          Smaller sporting facilities include an abundance of outdoor playing fields, as well as golf clubs such as Hagg's Castle and artificial ski slopes. Between 1998 and 2004, the Scottish Claymores American football team played some or all of their home games each season at Hampden Park and the venue also hosted World Bowl XI.


          Motorcycle speedway racing was first introduced to Glasgow in 1928 and is currently staged at Saracen Park in the North of the city.


          Befitting its strong Highland connections as the City of the Gael Baile Mr nan Gidheal, Glasgow is also one of five places in Scotland which hosts the final of the Scottish Cup of Shinty, better known as the Camanachd Cup. This is usually held at Old Anniesland. Once home to numerous Shinty clubs, there is now only one senior club in Glasgow, Glasgow Mid-Argyll, as well as two university sides from Strathclyde University and Glasgow University.


          [bookmark: 2014_Commonwealth_Games]


          2014 Commonwealth Games


          On 9 November 2007, Glasgow was selected as the host city of the 2014 Commonwealth Games. It will be based around a number of existing and newly constructed sporting venues across the city, including a refurbished Hampden Park, Kelvingrove Park, the Kelvin Hall, and the planned Scottish National Arena at the SECC. Plans have already been drawn up for a Commonwealth Games campus in the East End of the city, which will include a new indoor arena, velodrome and accommodation facilities in Dalmarnock and Parkhead, with an upgraded Aquatics Centre at nearby Tollcross Park. It is the third time the Games have been held in Scotland.


          


          Transport
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          Public transport


          Glasgow has a large urban transport system, mostly managed by the Strathclyde Partnership for Transport (SPT).


          The city has many bus services; since bus deregulation almost all are provided by private operators though SPT part-funds some services.


          Glasgow has the most extensive urban rail network in the UK outside of London with rail services travelling to a large part of the West of Scotland. All trains running within Scotland, including the local Glasgow trains, are operated by First ScotRail, who own the franchise as determined by the Scottish Government. Central Station and Queen Street Station are the two main railway terminals. Glasgow Central is the terminus of the 401 mile long West Coast Main Line from London Euston. All services to and from England use this station. Glasgow Central is also the terminus for suburban services on the south side of Glasgow, Ayrshire and Inverclyde, as well as being served by the cross city link from Dalmuir to Motherwell. Most other services within Scotland - the main line to Edinburgh, plus services to Aberdeen, Dundee, Inverness and the Western Highlands - operate from Queen Street station.
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          The city's suburban network is currently divided by the River Clyde, and an initiative has been proposed to link them; it is currently awaiting funding from the Scottish Government. The city is linked to Edinburgh by three direct railway links; a further one, the Airdrie-Bathgate Rail Link, is proposed for completion in 2010. In addition to the suburban rail network, SPT operates the Glasgow Subway. The Subway is the United Kingdom's only completely underground metro system, and is generally recognised as the world's third underground railway after London and Budapest. Both rail and subway stations have a number of park and ride facilities.


          As part of the wider regeneration along the banks of the River Clyde, a Pre-Tram System, using dedicated bus lanes, called Clyde Fastlink is currently planned.


          


          Shipping


          Ferries used to link opposite sides of the Clyde in Glasgow but they have been rendered near-obsolete, by bridges and tunnels including the Erskine Bridge, Kingston Bridge, and the Clyde Tunnel. The only remaining crossings are the Renfrew Ferry between Renfrew and Yoker, and the Kilcreggan Ferry in Inverclyde, both run by SPT but outwith the city boundary. The PS Waverley, the world's last operational sea-going paddle-steamer, provides services from Glasgow City Centre, mainly catering to the pleasure cruise market. A regular waterbus service links the City Centre with Braehead in Renfrewshire, some 30 minutes downstream. A service by Loch Lomond Seaplanes, connecting the city with destinations in Argyll and Bute started in 2007. The only operational dock left in Glasgow operated by Clydeport is the King George V Dock, near Braehead. Most other facilities, such as Hunterston Ore Terminal are located in the deep waters of the Firth of Clyde, which together handle some 7.5 million tonnes of cargo each year.


          


          Roads


          The city is the focus of Scotland's trunk road network and has many road connections to other cities. The main M8 motorway passes through the city centre, and connects to the M77, M73, and M80 motorways. The A82 connects the city to Argyll and the western Highlands. The M74 runs directly south towards Carlisle; the highly controversial M74 completion scheme will extend the motorway from Tollcross into the Tradeston area to join the M8. A legal challenge to stop the extension was withdrawn in 2006, and the road is now scheduled for completion by 2010.


          Other road proposals include the East End Regeneration Route, which aims to complete the Glasgow Inner Ring Road around the city and provide easier access to deprived areas of the East End.


          


          Airports


          The city is served by two international airports and a seaplane terminal: Glasgow International Airport (GLA) in Paisley, Renfrewshire (13km/8mi west of the city), Glasgow Prestwick International Airport (PIK) (46km/29mi to the south-west), and Glasgow Seaplane Terminal, by the Glasgow Science Centre on the River Clyde. There is also a small airfield at Cumbernauld (29km/18mi to the north-east). It is anticipated that by 2009, both principal airports will be served by a direct rail link from Glasgow Central railway station on completion of the Glasgow Airport Rail Link project at Glasgow International Airport. In June 2007, Glasgow International Airport was subject to an attempted terrorist attack.


          


          Twinned cities


          Glasgow is twinned with various cities, including:
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          Glass in the common sense refers to a hard, brittle, transparent, solid, such as that used for windows, many bottles, or eyewear, including, but not limited to, soda-lime glass, borosilicate glass, acrylic glass, sugar glass, isinglass (Muscovy-glass), or aluminium oxynitride.


          In the technical sense, glass is an inorganic product of fusion which has been cooled to a rigid condition without crystallizing. Many glasses contain silica as their main component and glass former.


          In the scientific sense the term glass is often extended to all amorphous solids (and melts that easily form amorphous solids), including plastics, resins, or other silica-free amorphous solids. In addition, besides traditional melting techniques, any other means of preparation are considered, such as ion implantation, and the sol-gel method. However, glass science commonly includes only inorganic amorphous solids, while plastics and similar organics are covered by polymer science, biology and further scientific disciplines.


          The optical and physical properties of glass make it suitable for applications such as flat glass, container glass, optics and optoelectronics material, laboratory equipment, thermal insulator ( glass wool), reinforcement fibre ( glass-reinforced plastic, glass fibre reinforced concrete), and art.


          


          General properties, uses, occurrence
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          Ordinary glass is prevalent due to its transparency to visible light. This transparency is due to an absence of electronic transition states in the range of visible light. The homogeneity of the glass on length scales greater than the wavelength of visible light also contributes to its transparency as heterogeneities would cause light to be scattered, breaking up any coherent image transmission. Many household objects are made of glass. Drinking glasses, bowls and bottles are often made of glass, as are light bulbs, mirrors, aquaria, cathode ray tubes, computer flat panel displays, and windows.


          In research laboratories, flasks, test tubes, and other laboratory equipment are often made of borosilicate glass for its low coefficient of thermal expansion, giving greater resistance to thermal shock and greater accuracy in measurements. For high-temperature applications, quartz glass is used, although it is very difficult to work. Most laboratory glassware is mass-produced, but large laboratories also keep a glassblower on staff for preparing custom made glass equipment.


          Sometimes, glass is created naturally from volcanic lava, lightning strikes, or meteorite impacts (e.g., Lechatelierite, Fulgurite, Darwin Glass, Volcanic Glass, Tektites). If the lava is felsic this glass is called obsidian, and is usually black with impurities. Obsidian is a raw material for flintknappers, who have used it to make extremely sharp glass knives since the stone age.


          Glass sometimes occurs in nature resulting from human activity, for example trinitite (from nuclear testing) and beach glass.


          


          Glass in buildings
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          Glass is commonly used in buildings as transparent windows, internal glazed partitions, and as architectural features. It is also possible to use glass as a structural material, for example, in beams and columns, as well as in the form of "fins" for wind reinforcement, which are visible in many glass frontages like large shop windows. Safe load capacity is, however, limited; although glass has a high theoretical yield stress, it is very susceptible to brittle (sudden) failure, and has a tendency to shatter upon localized impact. This particularly limits its use in columns, as there is a risk of vehicles or other heavy objects colliding with and shattering the structural element. One well-known example of a structure made entirely from glass is the northern entrance to Buchanan Street subway station in Glasgow.


          Glass in buildings can be of a safety type, including wired, heat strengthened (tempered) and laminated glass. Glass fibre insulation is common in roofs and walls. Foamed glass, made from waste glass, can be used as lightweight, closed-cell insulation. As insulation, glass (e.g., fibreglass) is also used. In the form of long, fluffy-looking sheets, it is commonly found in homes. Fibreglass insulation is used particularly in attics, and is given an R-rating, denoting the insulating ability.


          


          Technological applications
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          Pure SiO2 glass (the same chemical compound as quartz, or, in its polycrystalline form, sand) does not absorb UV light and is used for applications that require transparency in this region. Large natural single crystals of quartz are pure silicon dioxide, and upon crushing are used for high quality specialty glasses. Synthetic amorphous silica, an almost 100% pure form of quartz, is the raw material for the most expensive specialty glasses, such as optical fibre core. Undersea cables have sections doped with erbium, which amplify transmitted signals by laser emission from within the glass itself. Amorphous SiO2 is also used as a dielectric material in integrated circuits due to the smooth and electrically neutral interface it forms with silicon.


          Optical instruments such as glasses, cameras, microscopes, telescopes, and planetaria are based on glass lenses, mirrors, and prisms. The glasses used for making these instruments are categorized using a six-digit glass code, or alternatively a letter-number code from the Schott Glass catalogue. For example, BK7 is a low- dispersion borosilicate crown glass, and SF10 is a high-dispersion dense flint glass. The glasses are arranged by composition, refractive index, and Abbe number.


          Glass polymerization is a technique that can be used to incorporate additives that modify the properties of glass that would otherwise be destroyed during high temperature preparation. Sol gel is an example of glass polymerization and enables embedding of organic and bioactive molecules, to add a new level of functionality to glass.


          


          Glass production
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          Glass production history


          Glass melting technology has passed through several stages:


          
            	Glass was manufactured in open pits, ca. 3000 B.C. until the invention of the blowpipe in ca. 250 B.C.

          


          
            	The mobile wood-fired melting pot furnace was used until around the 17th century by traveling glass manufacturers.

          


          
            	Around 1688, a process for casting glass was developed, which led to glass becoming a much more commonly used material.

          


          
            	The local pot furnace, fired by wood and coal was used between 1600 and 1850.

          


          
            	The cylinder method of creating flat glass was used in the United States of America for the first time in the 1820s. It was used to commercially produce windows.

          


          
            	The invention of the glass pressing machine in 1827 allowed the mass production of inexpensive glass products.

          


          
            	The gas-heated melting pot and tank furnaces dating from 1860, followed by the electric furnace of 1910.

          


          
            	Hand-blown sheet glass was replaced in the 20th century by rolled plate glass.

          


          
            	The float glass process was invented in the 1950s.

          


          


          Glass ingredients
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          Pure silica (SiO2) has a "glass melting point" at a viscosity of 10 Pas (100 P) of over 2300 C (4200 F). While pure silica can be made into glass for special applications (see fused quartz), other substances are added to common glass to simplify processing. One is sodium carbonate (Na2CO3), which lowers the melting point to about 1500C (2700F) in soda-lime glass; " soda" refers to the original source of sodium carbonate in the soda ash obtained from certain plants. However, the soda makes the glass water soluble, which is usually undesirable, so lime ( calcium oxide (CaO), generally obtained from limestone), some magnesium oxide (MgO) and aluminium oxide are added to provide for a better chemical durability. The resulting glass contains about 70 to 74 percent silica by weight and is called a soda-lime glass. Soda-lime glasses account for about 90 percent of manufactured glass.


          As well as soda and lime, most common glass has other ingredients added to change its properties. Lead glass, such as lead crystal or flint glass, is more 'brilliant' because the increased refractive index causes noticeably more "sparkles", while boron may be added to change the thermal and electrical properties, as in Pyrex. Adding barium also increases the refractive index. Thorium oxide gives glass a high refractive index and low dispersion, and was formerly used in producing high-quality lenses, but due to its radioactivity has been replaced by lanthanum oxide in modern glasses. Large amounts of iron are used in glass that absorbs infrared energy, such as heat absorbing filters for movie projectors, while cerium(IV) oxide can be used for glass that absorbs UV wavelengths (biologically damaging ionizing radiation).


          Besides the chemicals mentioned, in some furnaces recycled glass ("cullet") is added, originating from the same factory or other sources. Cullet leads to savings not only in the raw materials, but also in the energy consumption of the glass furnace. However, impurities in the cullet may lead to product and equipment failure. Fining agents such as sodium sulfate, sodium chloride, or antimony oxide are added to reduce the bubble content in the glass.


          A further raw material used in the production of soda-lime and fibre glass is calumite, which is a glassy granular by-product of the iron making industry, containing mainly silica, calcium oxide, alumina, magnesium oxide (and traces of iron oxide).


          For obtaining the desired glass composition, the correct raw material mixture (batch) must be determined by glass batch calculation.


          


          Contemporary glass production


          Following the glass batch preparation and mixing the raw materials are transported to the furnace. Soda-lime glass for mass production is melted in gas fired units. Smaller scale furnaces for specialty glasses include electric melters, pot furnaces and day tanks.


          After melting, homogenization and refining (removal of bubbles) the glass is formed. Flat glass for windows and similar applications is formed by the float glass process, developed between 1953 and 1957 by Sir Alastair Pilkington and Kenneth Bickerstaff of the UK's Pilkington Brothers, which created a continuous ribbon of glass using a molten tin bath on which the molten glass flows unhindered under the influence of gravity. The top surface of the glass is subjected to nitrogen under pressure to obtain a polished finish. Container glass for common bottles and jars is formed by blowing and pressing methods. Further glass forming techniques are summarized in the table Glass forming techniques.


          Once the desired form is obtained, glass is usually annealed for the removal of stresses.


          Various surface treatment techniques, coatings, or lamination may follow to improve the chemical durability ( glass container coatings, glass container internal treatment), strength ( toughened glass, bulletproof glass, windshields), or optical properties ( insulated glazing, anti-reflective coating).


          


          Glassmaking in the laboratory
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              A vitrification experiment for the study of nuclear waste disposal at Pacific Northwest National Laboratory.
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          New chemical glass compositions or new treatment techniques can be initially investigated in small-scale laboratory experiments. The raw materials for laboratory-scale glass melts are often different from those used in mass production because the cost factor has a low priority. In the laboratory mostly pure chemicals are used. Care must be taken that the raw materials have not reacted with moisture or other chemicals in the environment (such as alkali oxides and hydroxides, alkaline earth oxides and hydroxides, or boron oxide), or that the impurities are quantified (loss on ignition). Evaporation losses during glass melting should be considered during the selection of the raw materials, e.g., sodium selenite may be preferred over easily evaporating SeO2. Also, more readily reacting raw materials may be preferred over relatively inert ones, such as Al(OH)3 over Al2O3. Usually, the melts are carried out in platinum crucibles to reduce contamination from the crucible material. Glass homogeneity is achieved by homogenizing the raw materials mixture ( glass batch), by stirring the melt, and by crushing and re-melting the first melt. The obtained glass is usually annealed to prevent breakage during processing.


          See also: Optical lens design, Fabrication and testing of optical components


          


          Silica-free glasses


          Besides common silica-based glasses, many other inorganic and organic materials may also form glasses, including plastics (e.g., acrylic glass), carbon, metals, carbon dioxide (see below), phosphates, borates, chalcogenides, fluorides, germanates (glasses based on GeO2), tellurites (glasses based on TeO2), antimonates (glasses based on Sb2O3), arsenates (glasses based on As2O3), titanates (glasses based on TiO2), tantalates (glasses based on Ta2O5), nitrates, carbonates and many other substances.


          Some glasses that do not include silica as a major constituent may have physico-chemical properties useful for their application in fibre optics and other specialized technical applications. These include fluorozirconate, fluoroaluminate, aluminosilicate, phosphate and chalcogenide glasses.


          Under extremes of pressure and temperature solids may exhibit large structural and physical changes which can lead to polyamorphic phase transitions. In 2006 Italian scientists created an amorphous phase of carbon dioxide using extreme pressure. The substance was named amorphous carbonia(a-CO2) and exhibits an atomic structure resembling that of Silica.


          


          The physics of glass
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          The standard definition of a glass (or vitreous solid) requires the solid phase to be formed by rapid melt quenching. Glass is therefore formed via a supercooled liquid and cooled sufficiently rapidly (relative to the characteristic crystallisation time) from its molten state through its glass transition temperature, Tg, that the supercooled disordered atomic configuration at Tg, is frozen into the solid state. Generally, the structure of a glass exists in a metastable state with respect to its crystalline form, although in certain circumstances, for example in atactic polymers, there is no crystalline analogue of the amorphous phase . By definition as an amorphous solid, the atomic structure of a glass lacks any long range translational periodicity. However, by virtue of the local chemical bonding constraints glasses do possess a high degree of short-range order with respect to local atomic polyhedra. It is deemed that the bonding structure of glasses, although disordered, has the same symmetry signature ( Hausdorff-Besicovitch dimensionality) as for crystalline materials.


          


          Glass versus a supercooled liquid


          Glass is generally treated as an amorphous solid rather than a liquid, though both views can be justified. However, the notion that glass flows to an appreciable extent over extended periods of time is not supported by empirical research or theoretical analysis (see viscosity of amorphous materials). From a more commonsense point of view, glass should be considered a solid since it is rigid according to everyday experience.


          Some people consider glass to be a liquid due to its lack of a first-order phase transition where certain thermodynamic variables such as volume, entropy and enthalpy are continuous through the glass transition temperature. However, the glass transition temperature may be described as analogous to a second-order phase transition where the intensive thermodynamic variables such as the thermal expansivity and heat capacity are discontinuous. Despite this, thermodynamic phase transition theory does not entirely hold for glass, and hence the glass transition cannot be classed as a genuine thermodynamic phase transition.


          Although the atomic structure of glass shares characteristics of the structure in a supercooled liquid, glass is generally classed as solid below its glass transition temperature. There is also the problem that a supercooled liquid is still a liquid and not a solid but it is below the freezing point of the material and will crystallize almost instantly if a crystal is added as a core. The change in heat capacity at a glass transition and a melting transition of comparable materials are typically of the same order of magnitude indicating that the change in active degrees of freedom is comparable as well. Both in a glass and in a crystal it is mostly only the vibrational degrees of freedom that remain active, whereas rotational and translational motion becomes impossible explaining why glasses and crystalline materials are hard.


          


          Behaviour of antique glass


          The observation that old windows are often thicker at the bottom than at the top is often offered as supporting evidence for the view that glass flows over a matter of centuries. It is then assumed that the glass was once uniform, but has flowed to its new shape, which is a property of liquid. The likely source of this unfounded belief is that when panes of glass were commonly made by glassblowers, the technique used was to spin molten glass so as to create a round, mostly flat and even plate (the Crown glass process, described above). This plate was then cut to fit a window. The pieces were not, however, absolutely flat; the edges of the disk would be thicker because of centripetal force relaxation. When actually installed in a window frame, the glass would be placed thicker side down for the sake of stability and visual sparkle. Occasionally such glass has been found thinner side down or on either side of the window's edge, as would be caused by carelessness at the time of installation.


          Mass production of glass window panes in the early twentieth century caused a similar effect. In glass factories, molten glass was poured onto a large cooling table and allowed to spread. The resulting glass is thicker at the location of the pour, located at the centre of the large sheet. These sheets were cut into smaller window panes with nonuniform thickness. Modern glass intended for windows is produced as float glass and is very uniform in thickness.


          Several other points exemplify the misconception of the 'cathedral glass' theory:


          
            	Writing in the American Journal of Physics, physicist Edgar D. Zanotto states "...the predicted relaxation time for GeO2 at room temperature is 1032 years. Hence, the relaxation period (characteristic flow time) of cathedral glasses would be even longer".


            	If medieval glass has flowed perceptibly, then ancient Roman and Egyptian objects should have flowed proportionately more  but this is not observed. Similarly, prehistoric obsidian blades should have lost their edge; this is not observed either (although obsidian may have a different viscosity from window glass).


            	If glass flows at a rate that allows changes to be seen with the naked eye after centuries, then the effect should be noticeable in antique telescopes. Any slight deformation in the antique telescopic lenses would lead to a dramatic decrease in optical performance, a phenomenon that is not observed.


            	There are many examples of centuries-old glass shelving which has not bent, even though it is under much higher stress from gravitational loads than vertical window glass.

          


          Some glasses have a glass transition temperature close to or below room temperature. The behaviour of a material that has a glass transition close to room temperature depends upon the timescale during which the material is manipulated. If the material is hit it may break like a solid glass, however if the material is left on a table for a week it may flow like a liquid. This simply means that for the fast timescale its transition temperature is above room temperature, but for the slow one it is below. The shift in temperature with timescale is not very large however as indicated by the transition of polypropylene glycol of -72 C and -71 C over different timescales. To observe window glass flowing as liquid at room temperature we would have to wait a much longer time than any human can exist. Therefore it is safe to consider a glass a solid far enough below its transition temperature: Cathedral glass does not flow because its glass transition temperature is many hundreds of degrees above room temperature. Close to this temperature there are interesting time-dependent properties. One of these is known as aging. Many polymers that we use in daily life such as rubber, polystyrene and polypropylene are in a glassy state but they are not too far below their glass transition temperature. Their mechanical properties may well change over time and this is serious concern when applying these materials in construction.


          


          Physical properties


          The following table lists some physical properties of common glasses. Unless otherwise stated, the technical glass compositions and many experimentally determined properties are taken from one large study. Unless stated otherwise, the properties of fused silica (quartz glass) and germania glass are derived from the SciGlass glass database by forming the arithmetic mean of all the experimental values from different authors (in general more than 10 independent sources for quartz glass and Tg of germanium oxide glass). Those values marked in italic font have been interpolated from similar glass compositions (see Calculation of glass properties) due to the lack of experimental data.


          
            
              	Properties

              	Soda-lime glass (for containers)

              	Borosilicate (low expansion, similar to Pyrex, Duran)

              	Glass wool (for thermal insulation)

              	Special optical glass (similar to

              Lead crystal)

              	Fused silica

              	Germania glass

              	Germanium selenide glass
            


            
              	Chemical

              composition,

              wt%

              	74 SiO2, 13 Na2O, 10.5 CaO, 1.3 Al2O3, 0.3 K2O, 0.2 SO3, 0.2 MgO, 0.01 TiO2, 0.04 Fe2O3

              	81 SiO2, 12.5 B2O3, 4 Na2O, 2.2 Al2O3, 0.02 CaO, 0.06 K2O

              	63 SiO2, 16 Na2O, 8 CaO, 3.3 B2O3, 5 Al2O3, 3.5 MgO, 0.8 K2O, 0.3 Fe2O3, 0.2 SO3

              	41.2 SiO2, 34.1 PbO, 12.4 BaO, 6.3 ZnO, 3.0 K2O, 2.5 CaO, 0.35 Sb2O3, 0.2 As2O3

              	SiO2

              	GeO2

              	GeSe2
            


            
              	Viscosity

              log(, Pas) = A +

              B / (T in C - To)

              	550-1450C:

              A = -2.309

              B = 3922

              To = 291

              	550-1450C:

              A = -2.834

              B = 6668

              To = 108

              	550-1400C:

              A = -2.323

              B = 3232

              To = 318

              	500-690C:

              A = -35.59

              B = 60930

              To = -741

              	1140-2320C:

              A = -7.766

              B = 27913

              To = -271.7

              	515-1540C:

              A = -11.044

              B = 30979

              To = -837
            


            
              	Glass transition

              temperature, Tg, C

              	573

              	536

              	551

              	~540

              	1140

              	526  27

              	395
            


            
              	Coefficient of

              thermal expansion,

              ppm/K, ~100-300C

              	9

              	3.5

              	10

              	7

              	0.55

              	7.3

              	
            


            
              	Density

              at 20C, g/cm3

              	2.52

              	2.235

              	2.550

              	3.86

              	2.203

              	3.65

              	4.16
            


            
              	Refractive index nD at 20C

              	1.518

              	1.473

              	1.531

              	1.650

              	1.459

              	1.608

              	1.7
            


            
              	Dispersion at 20C,

              104(nF-nC)

              	86.7

              	72.3

              	89.5

              	169

              	67.8

              	146

              	
            


            
              	Young's modulus

              at 20C, GPa

              	72

              	65

              	75

              	67

              	72

              	43.3

              	
            


            
              	Shear modulus

              at 20C, GPa

              	29.8

              	28.2

              	

              	26.8

              	31.3

              	

              	
            


            
              	Liquidus

              temperature, C

              	1040

              	1070

              	

              	

              	1715

              	1115

              	
            


            
              	Heat

              capacity at 20C,

              J/(molK)

              	49

              	50

              	50

              	51

              	44

              	52

              	
            


            
              	Surface tension,

              at ~1300C, mJ/m2

              	315

              	370

              	290

              	

              	

              	

              	
            


            
              	Chemical durability,

              Hydrolytic class,

              after ISO 719

              	3

              	1

              	3

              	

              	

              	

              	
            

          


          


          Colour


          
            [image: Common soda-lime float glass appears green in thick sections because of Fe2+ impurities.]

            
              Common soda-lime float glass appears green in thick sections because of Fe2+ impurities.
            

          


          Colors in glass may be obtained by addition of coloring ions that are homogeneously distributed and by precipitation of finely dispersed particles (such as in photochromic glasses). Ordinary soda-lime glass appears colorless to the naked eye when it is thin, although iron(II) oxide (FeO) impurities of up to 0.1 wt% produce a green tint which can be viewed in thick pieces or with the aid of scientific instruments. Further FeO and Cr2O3 additions may be used for the production of green bottles. Sulfur, together with carbon and iron salts, is used to form iron polysulfides and produce amber glass ranging from yellowish to almost black. Manganese dioxide can be added in small amounts to remove the green tint given by iron(II) oxide.


          


          History
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              Roman Cage Cup from the 4th century A.D.
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              Roman glass
            

          


          Naturally occurring glass, especially obsidian, has been used by many Stone Age societies across the globe for the production of sharp cutting tools and, due to its limited source areas, was extensively traded. According to Pliny the Elder, Phoenician traders were the first to stumble upon glass manufacturing techniques at the site of the Belus River. Agricola, De re metallica, reported a traditional serendipitous "discovery" tale of familiar type:


          
            "The tradition is that a merchant ship laden with nitrum being moored at this place, the merchants were preparing their meal on the beach, and not having stones to prop up their pots, they used lumps of nitrum from the ship, which fused and mixed with the sands of the shore, and there flowed streams of a new translucent liquid, and thus was the origin of glass."

          


          This account is more a reflection of Roman experience of glass production, however, as white silica sand from this area was used in the production of Roman glass due to its low impurity levels. But in general archaeological evidence suggests that the first true glass was made in coastal north Syria, Mesopotamia or Old Kingdom Egypt. Due to Egypt's favourable environment for preservation, the majority of well-studied early glass is found in Egypt, although some of this is likely to have been imported. The earliest known glass objects, of the mid third millennium BC, were beads, perhaps initially created as accidental by-products of metal-working slags or during the production of faience, a pre-glass vitreous material made by a process similar to glazing.


          During the Late Bronze Age in Egypt and Western Asia there was an explosion in glass-making technology. Archaeological finds from this period include coloured glass ingots, vessels (often coloured and shaped in imitation of highly prized wares of semi-precious stones) and the ubiquitous beads. The alkali of Syrian and Egyptian glass was soda ash, sodium carbonate, which can be extracted from the ashes of many plants, notably halophile seashore plants: (see saltwort). The earliest vessels were 'core-wound', produced by winding a ductile rope of metal round a shaped core of sand and clay over a metal rod, then fusing it with repeated reheatings. Threads of thin glass of different colours made with admixtures of oxides were subsequently wound around these to create patterns, which could be drawn into festoons with a metal raking tools. The vessel would then be rolled flat ('marvered') on a slab in order to press the decorative threads into its body. Handles and feet were applied separately. The rod was subsequently allowed to cool as the glass slowly annealed and was eventually removed from the centre of the vessel, after which the core material was scraped out. Glass shapes for inlays were also often created in moulds. Much early glass production, however, relied on grinding techniques borrowed from stone working. This meant that the glass was ground and carved in a cold state.


          By the 15th century BC extensive glass production was occurring in Western Asia and Egypt. It is thought the techniques and recipes required for the initial fusing of glass from raw materials was a closely guarded technological secret reserved for the large palace industries of powerful states. Glass workers in other areas therefore relied on imports of pre-formed glass, often in the form of cast ingots such as those found on the Ulu Burun shipwreck off the coast of Turkey.


          Glass remained a luxury material, and the disasters that overtook Late Bronze Age civilisations seem to have brought glass-making to a halt. It picked up again in its former sites, in Syria and Cyprus, in the ninth century BC, when the techniques for making colourless glass were discovered. In Egypt glass-making did not revive until it was reintroduced in Ptolemaic Alexandria. Core-formed vessels and beads were still widely produced, but other techniques came to the fore with experimentation and technological advancements. During the Hellenistic period many new techniques of glass production were introduced and glass began to be used to make larger pieces, notably table wares. Techniques developed during this period include 'slumping' viscous (but not fully molten) glass over a mould in order to form a dish and ' millefiori' (meaning 'thousand flowers') technique, where canes of multi-coloured glass were sliced and the slices arranged together and fused in a mould to create a mosaic-like effect. It was also during this period that colourless or decoloured glass began to be prized and methods for achieving this effect were investigated more fully.


          During the first century BC glass blowing was discovered on the Syro-Palestinian coast, revolutionising the industry and laying the way for the explosion of glass production that occurred throughout the Roman world. Over the next 1000 years glass making and working continued and spread through southern Europe and beyond.


          


          South Asia


          Indigenous development of glass technology in South Asia may have begun in 1730 BCE. Evidence of this culture includes a red-brown glass bead along with a hoard of beads dating to 1730 BCE, making it the earliest attested glass from the Indus Valley locations. Glass discovered from later sites dating from 600-300 BCE displays common colour.


          Chalcolithic evidence of glass has been found in Hastinapur, India. Some of the texts which mention glass in India are the Shatapatha Brahmana and Vinaya Pitaka. However, the first unmistakable evidence in large quantities, dating from the 3rd century BCE, has been uncovered from the archaeological site in Taxila, Pakistan.


          By the beginning of the Common Era, glass was being used for ornaments and casing in South Asia. Contact with the Greco-Roman world added newer techniques, and Indians artisans mastered several techniques of glass molding, decorating and coloring by the early centuries of the Common Era. Satavahana period of India further reveals short cylinders of composite glass, including those displaying a lemon yellow matrix covered with green glass.


          


          Romans


          A full discussion of Roman glass making and working can be found on the Roman glass page.


          


          Anglo-Saxon world


          Evidence for glass making, working and use in the 5th to 8th centuries in England is discussed in the Anglo-Saxon glass page.


          


          Islamic world


          In the medieval Islamic world, the first clear, colourless, high-purity glasses were produced by Muslim chemists, architects and engineers in the 9th century. Examples include Silica glass and colourless high-purity glass invented by Abbas Ibn Firnas (810-887), who was the first to produce glass from sand and stones. The Arab poet al- Buhturi (820-897) described the clarity of such glass, "Its colour hides the glass as if it is standing in it without a container."


          Stained glass was also first produced by Muslim architects in Southwest Asia using coloured glass rather than stone. In the 8th century, the Arab chemist Jabir ibn Hayyan (Geber) scientifically described 46 original recipes for producing coloured glass in Kitab al-Durra al-Maknuna (The Book of the Hidden Pearl), in addition to 12 recipes inserted by al-Marrakishi in a later edition of the book.


          The parabolic mirror was first described by Ibn Sahl in his On the Burning Instruments in the 10th century, and later described again in Ibn al-Haytham's On Burning Mirrors and Book of Optics (1021). By the 11th century, clear glass mirrors were being produced in Islamic Spain. The first glass factories were also built by Muslim craftsmen in the Islamic world. The first glass factories in Christian Europe were later built in the 11th century by Muslim Egyptian craftsmen in Corinth, Greece.


          


          Medieval Europe
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              A 16th-century stained glass window
            

          


          Glass objects from the 7th and 8th centuries have been found on the island of Torcello near Venice. These form an important link between Roman times and the later importance of that city in the production of the material. Around 1000AD, an important technical breakthrough was made in Northern Europe when soda glass, produced from white pebbles and burnt vegetation was replaced by glass made from a much more readily available material: potash obtained from wood ashes. From this point on, northern glass differed significantly from that made in the Mediterranean area, where soda remained in common use.


          Until the 12th century, stained glass -- glass to which metallic or other impurities had been added for coloring -- was not widely used.


          The 11th century saw the emergence in Germany of new ways of making sheet glass by blowing spheres. The spheres were swung out to form cylinders and then cut while still hot, after which the sheets were flattened. This technique was perfected in 13th century Venice.


          The Crown glass process was used up to the mid-19th century. In this process, the glassblower would spin approximately 9 pounds (4kg) of molten glass at the end of a rod until it flattened into a disk approximately 5 feet (1.5 m) in diameter. The disk would then be cut into panes.


          


          Late medieval Northern Europe


          Glass making in late medieval Northern Europe is discussed in the article on Forest glass.


          


          Murano glassmaking


          The centre for glassmaking from the 14th century was the island of Murano, which developed many new techniques and became the centre of a lucrative export trade in dinnerware, mirrors, and other luxury items. What made Venetian Murano glass significantly different was that the local quartz pebbles were almost pure silica, and were ground into a fine clear sand that was combined with soda ash obtained from the Levant, for which the Venetians held the sole monopoly. The clearest and finest glass is tinted in two ways: firstly, a small or large amount of a natural coloring agent is ground and melted with the glass. Many of these coloring agents still exist today; for a list of coloring agents, see below. Black glass was called obsidianus after obsidian stone. A second method is apparently to produce a black glass which, when held to the light, will show the true colour that this glass will give to another glass when used as a dye.


          The Venetian ability to produce this superior form of glass resulted in a trade advantage over other glass producing lands. Muranos reputation as a centre for glassmaking was born when the Venetian Republic, fearing fire might burn down the citys mostly wood buildings, ordered glassmakers to move their foundries to Murano in 1291. Murano's glassmakers were soon the islands most prominent citizens. Glassmakers were not allowed to leave the Republic. Many took a risk and set up glass furnaces in surrounding cities and as far afield as England and the Netherlands.


          


          Glass art
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              A vase being created at the Reijmyre glassworks, Sweden
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          Beginning in the late 20th century, glass started to become highly collectible as art. Works of art in glass can be seen in a variety of museums, including the Chrysler Museum, the Museum of Glass in Tacoma, the Metropolitan Museum of Art, the Toledo Museum of Art, and Corning Museum of Glass, in Corning, NY, which houses the world's largest collection of glass art and history, with more than 45,000 objects in its collection.


          Several of the most common techniques for producing glass art include: blowing, kiln-casting, fusing, slumping, pate-de-verre, flame-working, hot-sculpting and cold-working. Cold work includes traditional stained glass work as well as other methods of shaping glass at room temperature. Glass can also be cut with a diamond saw, or copper wheels embedded with abrasives, and polished to give gleaming facets; the technique used in creating Waterford crystal . Art is sometimes etched into glass via the use of acid, caustic, or abrasive substances. Traditionally this was done after the glass was blown or cast. In the 1920s a new mould-etch process was invented, in which art was etched directly into the mould, so that each cast piece emerged from the mould with the image already on the surface of the glass. This reduced manufacturing costs and, combined with a wider use of colored glass, led to cheap glassware in the 1930s, which later became known as Depression glass. As the types of acids used in this process are extremely hazardous, abrasive methods have gained popularity.


          Objects made out of glass include not only traditional objects such as vessels ( bowls, vases, bottles, and other containers), paperweights, marbles, beads, but an endless range of sculpture and installation art as well. Colored glass is often used, though sometimes the glass is painted, innumerable examples exist of the use of stained glass.


          The Harvard Museum of Natural History has a collection of extremely detailed models of flowers made of painted glass. These were lampworked by Leopold Blaschka and his son Rudolph, who never revealed the method he used to make them. The Blaschka Glass Flowers are still an inspiration to glassblowers today.
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            	"Glasses" can also be the plural of "glass".
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          Glasses, also called eyeglasses or spectacles, are frames bearing lenses worn in front of the eyes, normally for vision correction, eye protection, or for protection from UV rays.


          Modern glasses are typically supported by pads on the bridge of the nose and by temples placed over the ears. Historical types include the pince-nez, monocle, and lorgnette.


          Eyeglass frames are commonly made from metal or plastic. Lenses were originally made from glass, but many are now made from various types of plastic, including CR-39 or polycarbonate. These materials reduce the danger of breakage and weigh less than glass lenses. Some plastics also have more advantageous optical properties than glass, such as better transmission of visible light and greater absorption of ultraviolet light. Some plastics have a greater index of refraction than most types of glass; this is useful in the making of corrective lenses shaped to correct various vision abnormalities such as myopia, allowing thinner lenses for a given prescription.
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              French Empire gilt scissors glasses c.1805
            

          


          Scratch-resistant coatings can be applied to most plastic lenses giving them similar scratch resistance to glass. Hydrophobic coatings designed to ease cleaning are also available, as are anti-reflective coatings intended to improve night vision and make the wearer's eyes more visible.


          Polycarbonate lenses are the lightest and most shatter-resistant, making them the best for impact protection, yet offer poor optics due to high dispersion, and having a low Abbe number of 31. CR-39 lenses are the most common plastic lenses due to their low weight, high scratch resistance, and low transparency for ultra violet and infrared radiation.


          Not all glasses are designed solely for vision correction, but rather for protection, viewing visual information (such as stereoscopy) or simply just for aesthetic or fashion values. Safety glasses are a kind of eye protection against flying debris or against visible and near visible light or radiation. Sunglasses allow better vision in bright daylight, and may protect against damage from high levels of ultraviolet light.


          


          History


          


          Precursors
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          The first suspected recorded use of a corrective lens may have been by the emperor Nero in the 1st century, who was known to watch the gladiatorial games using an emerald.


          Corrective lenses were said to be used by Abbas Ibn Firnas in the 9th century. He had devised a way to finish sand into glass; which until this time, was secret to the Egyptians. These glasses could be shaped and polished into round rocks used for viewing - known as reading stones. Sunglasses, in the form of flat panes of smoky quartz, protected the eyes from glare and were used in China in the 12th century or possibly earlier. However, they did not offer any corrective powers.


          According to "Great Hisatory" by Beethoven, some historians from USA found a blueprint of a glasses in Tokyo Japan, and the date on it was before the 4th century. The historians are right now examing the accurate date of the blueprint was first made. This means that the first person in the world who actually invent glasses may be a Japanese.


          



          


          Invention of eyeglasses
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          Around 1284 in Italy, Salvino D'Armate is credited with inventing the first wearable eye glasses. The earliest pictorial evidence for the use of eyeglasses, however, is Tomaso da Modena's 1352 portrait of the cardinal Hugh de Provence reading in a scriptorium. Another early example would be a depiction of eyeglasses found north of the Alpes in an altarpiece of the church of Bad Wildungen, Germany, in 1403.


          Many theories abound for to whom the credit for the invention of traditional eyeglasses belong. In 1676, Francesco Redi, a professor of medicine at the University of Pisa, wrote that he possessed a 1289 manuscript whose author complains that he would be unable to read or write were it not for the recent invention of glasses. He also produced a record of a sermon given in 1305, in which the speaker, a Dominican monk named Fra Giordano da Rivalto, remarked that glasses had been invented less than twenty years previously, and that he had met the inventor. Based on this evidence, Redi credited another Dominican monk, Fra Alessandro da Spina of Pisa, with the re-invention of glasses after their original inventor kept them a secret, a claim contained in da Spina's obituary record.
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          Other stories, possibly legendary, credit Roger Bacon with the invention. Bacon is known to have made the first recorded reference to the magnifying properties of lenses in 1262. His treatise De iride ("On the Rainbow"), which was written while he was a student of Robert Grosseteste, no later than 1235, mentions using optics to "read the smallest letters at incredible distances". While the exact date and inventor may be forever disputed, it is almost certainly clear that spectacles were invented between 1280 and 1300 in Italy.


          These early spectacles had convex lenses that could correct the presbyopia (farsightedness) that commonly develops as a symptom of aging. Nicholas of Cusa is believed to have discovered the benefits of concave lens in the treatment of myopia (nearsightedness). However, it was not until 1604 that Johannes Kepler published in his treatise on optics and astronomy, the first correct explanation as to why convex and concave lenses could correct presbyopia and myopia.


          


          Later developments
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          The American scientist Benjamin Franklin, who suffered from both myopia and presbyopia, invented bifocals in 1784 to avoid having to regularly switch between two pairs of glasses. The first lenses for correcting astigmatism were constructed by the British astronomer George Airy in 1825.


          Over time, the construction of spectacle frames also evolved. Early eyepieces were designed to be either held in place by hand or by exerting pressure on the nose ( pince-nez). Girolamo Savonarola suggested that eyepieces could be held in place by a ribbon passed over the wearer's head, this in turn secured by the weight of a hat. The modern style of glasses, held by temples passing over the ears, was developed in 1727 by the British optician Edward Scarlett. These designs were not immediately successful, however, and various styles with attached handles such as " scissors-glasses" and lorgnettes remained fashionable throughout the 18th and into the early 19th century.


          In the early 20th century, Moritz von Rohr at Zeiss (with the assistance of H. Boegehold and A. Sonnefeld), developed the Zeiss Punktal spherical point-focus lenses that dominated the eyeglass lens field for many years.


          Despite the increasing popularity of contact lenses and laser corrective eye surgery, glasses remain very common and their technology has not stood still. For instance, it is now possible to purchase frames made of special memory metal alloys that return to their correct shape after being bent. Other frames have spring-loaded hinges. Either of these designs offers dramatically better ability to withstand the stresses of daily wear and the occasional accident. Modern frames are also often made from strong, light-weight materials such as titanium alloys, which were not available in earlier times.


          On May 1, 1992 the United States Federal Trade Commission declared (section 456.2) that optometrists be required to provide the patient with a complete prescription immediately following an eye exam, effectively giving the patient the choice of where to purchase their glasses. The result was greater competition between the glasses manufacturers and thus lower prices for consumers. This trend has been accelerated by the proliferation of Internet technology, giving consumers the chance to bypass traditional distribution channels and buy glasses directly from the manufacturers.


          


          Types


          


          Corrective
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          Corrective lenses modify the focal length of the eye to alleviate the effects of nearsightedness (myopia), farsightedness (hyperopia) or astigmatism. As people age, the eye's crystalline lens loses elasticity, resulting in presbyopia, which limits their ability to change focus.


          The power of a lens is generally measured in diopters. Over-the-counter reading glasses are typically rated at +1.00 to +4.00 diopters. Glasses correcting for myopia will have negative diopter strengths. Lenses made to conform to the prescription of an ophthalmologist or optometrist are called prescription lenses and are used to make prescription glasses.


          


          Safety


          Safety glasses are usually made with shatter-resistant plastic lenses to protect the eye from flying debris. Although safety lenses may be constructed from a variety of materials of various impact resistance, certain standards suggest that they maintain a minimum 1millimeter thickness at the thinnest point, regardless of material. Safety glasses can vary in the level of protection they provide. For example, those used in medicine may be expected to protect against blood splatter while safety glasses in a factory might have stronger lenses and a stronger frame with additional shields at the temples. The lenses of safety glasses can also be shaped for correction.
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          The American National Standards Institute has established standard ANSI Z87.1 for safety glasses in the United States, and similar standards have been established elsewhere.


          Some safety glasses are designed to fit over corrective glasses or sunglasses. They may provide less eye protection than goggles or other forms of eye protection, but their light weight increases the likelihood that they will actually be used. Recent safety glasses have tended to be given a more stylish design, in order to encourage their use. The pictured wraparound safety glasses are evidence of this style change with the close fitting nature of the wraparound dispensing with the need for side shields. Corrective glasses with plastic lenses can be used in the place of safety glasses in many environments; this is one advantage that they have over contact lenses.


          There are also safety glasses for welding, which are styled like wraparound sunglasses, but with much darker lenses, for use in welding where a full sized welding helmet is inconvenient or uncomfortable. These are often called "flash goggles", because they provide protection from welding flash.


          Nylon frames are usually used for protection eyewear for sports because of their lightweight and flexible properties. They are able to bend slightly and return to their original shape instead of breaking when pressure is applied to them. Nylon frames can become very brittle with age and they can be difficult to adjust.


          


          Sunglasses
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          Sunglasses may be made with either prescription or non-prescription lenses that are darkened to provide protection against bright visible and possibly ultraviolet light.


          Glasses with photosensitive lenses, called photochromic lenses, become darker in the presence of UV light. Unfortunately, many car windshields block the passage of UV light, making photochromic lenses less effective whilst driving on bright days. Still, they offer the convenience of not having to carry both clear glasses and sunglasses to those who frequently go indoors and outdoors during the course of a day.


          Light polarization is an added feature that can be applied to sunglass lenses. Polarization filters remove horizontal rays of light, which can cause glare. Popular among fishermen and hunters, polarized sunglasses allow wearers to see into water when normally glare or reflected light would be seen. Polarized sunglasses may present some difficulties for pilots since reflections from water and other structures often used to gauge altitude may be removed, or instrument readings on liquid crystal displays may be blocked.


          Yellow lenses are commonly used by golfers and shooters for their contrast enhancement and depth perception properties. Brown lenses are also common among golfers, but cause colour distortion. Blue, purple, and green lenses offer no real benefits to vision enhancement and are mainly cosmetic. Some sunglasses with interchangeable lenses have optional clear lenses to protect the eyes during low light or night time activities and a colored lens with UV protection for times where sun protection is needed. Debate exists as to whether "blue blocking" or amber tinted lenses have a protective effect.


          Sunglasses are often worn just for aesthetic purposes, or simply to hide the eyes. Examples of sunglasses that were popular for these reasons include teashades and mirrorshades.


          


          Special
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          The illusion of three dimensions on a two dimensional surface can be created by providing each eye with different visual information. Classic 3D glasses create the illusion of three dimensions when viewing specially prepared images. The classic 3D glasses have one red lens and one blue lens. 3D glasses made of cardboard and plastic are distributed at 3D movies. Another kind of 3D glasses uses polarized filters, with one lens polarized vertically and the other horizontally, with the two images required for stereo vision polarized the same way. The polarized 3D specs allow for colour 3D, while the red-blue lenses produce a dull black-and-white picture with red and blue fringes.


          One kind of electronic 3D spectacles uses electronic shutters, while virtual reality glasses and helmets have separate video screens for each eye.


          


          Variations


          Glasses can be very simple, such as magnifying lenses which are used to treat mild hyperopia and presbyopia can be bought off the shelf, normally referred to as reading glasses. Most glasses are made to a particular prescription, based on degree of myopia or hyperopia combined with astigmatism. Lenses can be ground to specific prescriptions, but in some cases standard off-the-shelf prescriptions suffice, but require custom fitting to particular frames.


          As people age, their ability to focus is lessened and many decide to use multiple-focus lenses, bifocal or even trifocal to cover all the situations in which they use their sight. Traditional multifocal lenses have two or three distinct viewing areas, each requiring a conscious effort of refocusing. Some modern multifocal lenses, such as Progressive lenses (known as "no-line bifocals"), give a smooth transition between these different focal points and is unnoticeable by most wearers, while others have lenses specifically intended for use with computer monitors at a fixed distance. People may have several pairs of glasses, one for each task or distance, with specific glasses for reading, computer use, television watching, and writing.


          


          Rimless


          Three-piece rimless and semi-rimless glasses are common variations that differ from regular glasses in that their frames do not completely encircle the lenses. Three-piece rimless glasses have no frame around the lenses, and the bridge and temples are mounted directly onto the lenses. Semi-rimless (or half-rimless) glasses have a frame that only partially encircles the lenses (commonly the top portion), which are held in place most often by high strength nylon wire. A rare and currently non commercial variation are rimless and frameless glasses attached to a piercing at the bridge of a wearers nose. Such glasses have the visual look of the pince-nez.


          


          Glazing


          Spectacle lenses are edged into the frame's rim using glazing machines operated by ophthalmic technicians. The edging process begins with a trace being taken of the frame's eye shape. In earlier days the trace was replicated onto a plastic pattern called a Former. Nowadays the process is patternless and the shape is sent to the edger electronically.


          The lens, in the form of a round uncut, is positioned in the correct manner to match the prescription and a block is stuck to the lens and that block fits into a chuck in the edging machine. A diamond coated wheel spins as the edger replicates the frame's eye-shape to the uncut lens. A 'v' bevel is applied to allow the edge of the lens to fit into the frame rim.


          


          Fashion
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          Glasses can be a major part of personal expression, from the extravagance of Elton John and Dame Edna Everage, from Groucho Marx to Buddy Holly.


          For some celebrities, glasses form part of their identity. American Senator Barry Goldwater continued to wear lensless horn-rimmed spectacles after being fitted with contact lenses because he was not recognizable without his trademark glasses. British soap star Anne Kirkbride had the same problem: her character on Coronation Street, Deirdre Barlow, became so well-known for her big frames that she was expected to wear them at social gatherings and in international tours, even though Kirkbride has always worn contact lenses. Drew Carey continued to wear glasses for the same reason after getting corrective laser eye surgery. British comedic actor Eric Sykes, who became profoundly deaf as an adult, wears glasses that contain no lenses; they are actually a bone-conducting hearing aid. Masaharu Morimoto wears glasses to separate his professional persona as a chef from his stage persona as Iron Chef Japanese. John Lennon wore his round-lens 'Windsor' spectacles from some of his time with the Beatles to his murder in 1980. Rock band Weezer are known for some of the members wearing thick-rimmed glasses.


          In popular culture, glasses were all the disguise Superman and Wonder Woman needed to hide in plain view as alter egos Clark Kent and Diana Prince, respectively. An example of halo effect is seen in the stereotype that those who wear glasses are intelligent or, especially in teen culture, even geeks and nerds. Some people who find that wearing glasses may look nerdy turn to contact lenses instead, especially under peer pressure. Others turn to laser eye surgery, as do some would-be pilots.


          Another unpopular aspect of glasses is their inconvenience. Even through the creation of light frames, such as those made of titanium, very flexible frames, and new lens materials and optical coatings, glasses can still cause problems during rigorous sports. The lenses can become greasy or trap vapour when eating hot food, swimming, walking in rain or rapid temperature changes (such as walking into a warm building from cold temperatures outside), reducing visibility significantly. Scraping, fracturing, or breakage of the lenses require time-consuming and costly professional repair, though modern plastic lenses are almost indestructible and very scratch-resistant.


          

          Apple, Inc. co-founder Stephen Wozniak had a pair of eyeglasses made with lenses in the shape of the well-known Apple logo. The lenses were made from a block of acrylic, laminated from layers in the usual rainbow colors, and machined into the appropriate outline, with a custom-made frame in the same shape. They were made by a Silicon Valley optician.
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              	Location(s)

              	Pilton, England
            


            
              	Years active

              	Every year, except every 5th year
            


            
              	Founded by

              	Michael Eavis
            


            
              	Date(s)

              	last weekend of June (3 days)
            


            
              	Genre(s)

              	Rock, Alternative rock, Indie rock, Dance, World music, Punk Rock, Electronic music, Reggae, Folk music.
            


            
              	Website

              	www.glastonburyfestivals.co.uk
            

          


          The Glastonbury Festival of Contemporary Performing Arts, commonly abbreviated to Glastonbury or Glasto, is the largest greenfield music and performing arts festival in the world. The festival is best known for its contemporary music, but also features dance, comedy, theatre, circus, cabaret and many other arts. For 2005, the enclosed area of the festival was over 900 acres (3.6 km), had over 385 live performances and was attended by around 150,000 people. In 2007, over 700 acts played on over 80 stages and the capacity expanded by 20,000 to 177,000 .


          Glastonbury was heavily influenced by hippie ethics and the free festival movement in the 1970s, especially the Isle of Wight Festival. Organiser Michael Eavis stated that he decided to host the first festival, then called Pilton Festival, after seeing an open air Led Zeppelin concert at the nearby Bath and West Showground in 1970. The festival retains vestiges of this tradition, including the Green Futures/Healing Fields area.


          


          Location
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              Map showing the location of the Glastonbury Festival within Somerset.
            

          


          The festival takes place in South West England at Worthy Farm between the small village of Pilton and Pylle, six miles east of the town of Glastonbury, overlooked by the Glastonbury Tor in the mystical "Vale of Avalon". The area has a number of mythological and spiritual traditions and is a 'New Age' site of interest: several ley lines are considered to converge on the Tor. The nearest town to the festival site is Shepton Mallet, three miles (5 km) north east, but there continues to be interaction between the people espousing alternative lifestyles living in Glastonbury and the festival itself. The farm is situated between the A361 and A37 roads.
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          Worthy Farm is situated (map) in a valley at the head of the Whitelake River, between two low limestone ridges, part of the southern edge of the Mendip Hills. On the site is a confluence of the two small streams that make the Whitelake River. In the past the site has experienced problems with flooding, though after the floods that occurred during the 1997 and 1998 festival, drainage was improved (see Timeline below). This did not prevent flooding during the 2005 festival, but allowed the flood water to dissipate within hours. The Highbridge branch of the Somerset and Dorset Joint Railway ran through the farm on an embankment, but was dismantled in 1966 and now forms a main thoroughfare across the site. Another prominent feature is the high-voltage electricity line which crosses the site east-west.
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          In recent years the site has been organised around a restricted backstage compound, with the pyramid stage on the north, and other stage on the south of the compound. Attractions on the east of the site include the acoustic tent, comedy tent and circus. To the south are the green fields, which include displays of traditional and environmentally friendly crafts. In King's Meadow, the hill at the far south of the site, is a small megalith circle which, like Stonehenge, is coordinated with the summer solstice, and since 1990 represents a Stone circle.


          The restricted-access backstage compound is populated almost entirely by bands and their support crews. Ironically, the backstage bar, Lulu's, is the cheapest bar at the festival, and hosts many charity functions and auctions.


          


          Organisation
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          Since 1981, the festival has been organised by local farmer and site owner Michael Eavis CBE (through his company Glastonbury Festivals Ltd). Michael ran the festival with his wife Jean until her death in 1999, and is now assisted by his daughter Emily Eavis. Since 2002, Festival Republic (then Mean Fiddler Music Group) has taken on the job of managing the logistics and security of the festival through a 40% stake in the festival management company. Each year a company, joint owned by Glastonbury Festivals Ltd and Mean Fiddler Plc, is created to run the festival, with profits going to the parent companies. Glastonbury Festivals Ltd donates most of their profits to charities. The Mean Fiddler contract is a rolling one reviewed every five years.


          Several stages and areas are managed independently, such as The Left Field which is managed by a cooperative owned by the Trades Union Congress, Radio Avalon and a field run by Greenpeace.


          With the exception of technical and security staff, the festival is mainly run by volunteers. Some 1400 stewards are organised by the aid charity Oxfam. In return for their work at the festival Oxfam receive a donation, which in 2005 was 200,000. The bars are organised by the Workers Beer Company, sponsored by Carlsberg (previously Budweiser), who recruit teams of volunteer staff from small charities and campaign groups. In return for their help, typically around 18 hours over the festival, volunteers are paid in free entry, transport and food, while their charities are given donations by the organisers.


          Catering, and some retail services, are provided by various small companies, typically mobile catering vans. The camping retail chain Millets, and many independent shops, set up makeshift outlets at the festival. Additionally many charities and organisations run promotional or educational stalls, such as the Hare Krishna vegetarian food stand. Network Recycling manage refuse on the site, and in 2004 recycled 300 tonnes and composted 110 tonnes of waste from the site.


          


          Glastonbury over time


          A series of concerts were established in the town of Glastonbury between 1914 and 1926 by classical composer Rutland Boughton (1878-1960), and with their location attracted a bohemian audience by the standards of the time. They featured works by then-contemporary composers, sponsored by the Clark family, as well as a wide range of traditional works, from Everyman to James Shirley's Cupid and Death.


          The next section is largely based on A Brief History of the Glastonbury Festival.
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          1970s


          The first festival at Worthy Farm was mounted by Michael Eavis in 1970, an event of 1,500 people called the Pilton Festival. The first artist to perform was the group Stackridge; the headline act was T Rex.


          The larger scale free festival in June (summer solstice) the next year was the first to attract nationwide interest, and the event became an important precursor of the later Glastonbury Festivals. The Glastonbury Fayre of 1971 was organised by Andrew Kerr with help from Arabella Churchill. The 1971 festival featured the first incarnation of the "Pyramid Stage" conceived by Bill Harkin, built from scaffolding and metal sheeting. Performers included a young David Bowie, Traffic, Fairport Convention, Quintessence, and Melanie. It was paid for by its supporters and advocates of its ideal, and took a medieval tradition of music, dance, poetry, theatre, lights and spontaneous entertainment. The 1971 festival was filmed by Nicolas Roeg and David Puttnam and was released as a film simply called Glastonbury Fayre.


          There was a small unplanned event in 1978, when the convoy of vehicles from the Stonehenge festival was directed by police to Worthy Farm; the festival was then revived the following year (1979) by both the 1971 organisers and Michael Eavis, in an event for the Year of the Child which lost money.


          The festival has been an annual fixture since 1981, albeit with breaks in 1988, 1991, 1996, 2001 and 2006.
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          1980s


          In 1981 Michael Eavis took control of the festival for the first time, and it was organised in conjunction with the Campaign for Nuclear Disarmament (CND). That year a new Pyramid Stage was constructed from telegraph poles and metal sheeting (appropriately, repurposed from materials of the Ministry of Defence), a permanent structure which doubled as a hay-barn and cow-shed during the winter.


          In the 1980s the children's area of the festival (which had been organized by Arabella Churchill and others) became the starting point for a new children's charity called Children's World. 1981 was the first year that the festival made profits, and Eavis donated 20,000 of them to CND. In the following years donations were made to a number of organisations, and since the end of the Cold War the main beneficiaries have been Oxfam, Greenpeace, and WaterAid who all contribute towards the festival by providing features and volunteers who work at the festival in exchange for free entrance.


          Since 1983 large festivals have required licences from local authorities. This led to certain restrictions being placed on the festival, including a crowd limit and times during which the stages could operate. The crowd limit was initially set at 30,000 but has grown every year to over 100,000. In 1985 the festival grew too large for Worthy Farm, but neighbouring Cockmill Farm was purchased.


          1985 was a wet festival with lots of rain. Worthy Farm is a dairy farm and what washed down into the low areas was a mixture of mud and liquefied cow dung. This didn't prevent the festival-goers from wallowing in the knee-deep slurry in front of the pyramid stage.
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          1990s


          1990 saw the biggest festival yet; however, violence at the end of the festival between the security guards and new age travellers - the so-called Battle of Yeoman's Bridge - led to the organisers taking 1991 off to rethink the festival. The festival returned in 1992 with an expanded festival, which proved to be a great success. 1992 was the first year that the new age travellers were not allowed onto the site for free and a sturdier fence was designed. This success was carried through to 1993 which, like 1992's festival, was another hot, dry year.


          In 1994 the Pyramid Stage burned down just weeks before the festival; a temporary main stage was erected in time for the festival. The 1994 festival also introduced a 150 kW wind turbine which provided some of the festival power. This festival also included the setting of a new world record on 26 June when 826 people, juggling at least three objects each, kept 2,478 objects in the air. This was also the year the festival was first televised by Channel 4; concentrating on the main two music stages, it provided a glimpse of the festival for many who knew little of it. Channel 4 also televised the following year as well, which proved to be very successful.


          
            [image: The giant LOVE sign inspired by The Beatles.]

            
              The giant LOVE sign inspired by The Beatles.
            

          


          The following year saw the attendance rise drastically due to the security fence being breached on the Friday of the festival. Estimates suggest there may have been enough fence-jumpers to double the size of the festival. This aside, 1995 proved to be a highly successful year with memorable performances from Oasis, PJ Harvey, Jeff Buckley and The Cure. This was also the first year of the festival having a dance tent to cater for the rise in popularity of dance music, following the success of Orbital's headline appearance the previous year.


          1994 was also the year that the British band The Levellers set the record for the highest ever stagefront crowd, which still stands to this day.


          The dance acts of 1995 were led by Massive Attack on the Friday and Carl Cox on the Saturday.


          The festival took a year off in 1996 to allow the land to recover and give the organisers a break. This would be a pattern which would be followed every five years from now on. 1996 also saw the release of Glastonbury the Movie which was filmed at the 1993 and 1994 festivals. In that year, local artist Paul Branson established his Glastonbury Arts Festivals to provide a platform for classical works and put on a highly successful production of Rutland Boughton's opera "The Immortal Hour" at Strode Theatre as well as an art exhibition and a "son et lumire" at Glastonbury Abbey. These festivals, however, were short-lived.


          The festival returned in 1997 bigger than ever. This time there was major sponsorship from The Guardian and the BBC, who had taken over televising the event from Channel 4. This was also the year of the mud, with the site suffering severe rainfalls which turned the entire site into a muddy bog. This caused many festival goers to leave early on the Friday, or not even bother to attend after radio and television reports gave details of just how muddy the site was. However those who stayed for the festival were treated to many memorable performances, including Radiohead's headlining Pyramid set on the Saturday which is said to be one of the greatest ever Glastonbury performances.
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          In 1998 the festival was once again struck with severe floods and storms, again some festival goers departed early but those who stayed were treated to performances from acts such as Pulp, Robbie Williams and Blur. 1998 was also the first year that attendance officially broke the 100,000 mark.


          1999 was a hot dry year, much to the relief of organisers and festival goers. Memorable performances from R.E.M. (see here), Fun Loving Criminals, Pavement and Al Green were among the highlights. Again, the festival was overcrowded due to fence-jumpers, this however would not be a major problem till the following year when the festival suffered from massive numbers of fence-jumpers. This surge increased the attendance to an estimated 250,000 people. The 1999 festival is also remembered for the Manic Street Preachers requesting and being given their own backstage toilets, however it was revealed by the band that this was a joke; the 'reserved' sign on the toilet was not at the authorisation of the management.
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          2000s
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          2000


          2000 saw a new Pyramid Stage introduced as well as several new features such as The Glade and The Leftfield. The festival was headlined by David Bowie playing 30 years after his first appearance. The Pyramid Stage also hosted an unusual event on the Saturday, with the wedding of Chelfyn & Helen Baxter conducted by actor Keith Allen (whose daughter Lily would perform at the 2007 festival). This year also saw an estimated 250,000 people attend the festival (only 100,000 tickets were sold) due to gatecrashers. This led to public safety concerns and the local District Council refused any further licences unless and until the problem could be solved.
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          The organisers took 2001 off to devise anti-gatecrashing measures and secure the future of the festival. It was at this point that the Mean Fiddler Organisation was invited to help.
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          2002


          In 2002 the festival returned after a hiatus, with the controversial Mean Fiddler now handling the logistics and security  especially installing a substantial surrounding fence (dubbed the 'superfence') that reduced numbers to the levels of a decade earlier. The lower attendance led to a much more relaxed atmosphere and massively reduced crime levels compared to previous years. There were some incidents outside the fence involving frustrated individuals who arrived at the festival assuming they would be able to jump the fence, but despite this the event was hailed as a great success by the media companies that had taken an interest in the festival. 2002 also saw Coldplay headline the Pyramid Stage for the first time. The show was closed by a set from Rod Stewart on the Sunday night. 2002 also saw the introduction of the inflatable cinema screen.
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          2003


          By 2003 most people had accepted the idea that it was no longer possible to crash the festival and hence it is recognised as one of the most successful years to date. The number of tickets available to the public was increased slightly over 2002, partially in response to criticism that the 2002 festival was underpopulated and lacked atmosphere. The tickets sold out within one day of going on sale, in marked contrast to the two months it took to sell a similar number in 2002. It was also the first year that tickets sold out before the full lineup was announced. This was also the year Radiohead returned to headline the Pyramid Stage. Revenue raised for good causes from ticket and commercial licence sales topped 1 million, half of which went to Oxfam, Greenpeace and Water Aid.


          [bookmark: 2004]


          2004


          In 2004 tickets sold out within 24 hours amid much controversy over the ticket ordering process, which left many potential festival goers trying for hours to connect to the overloaded telephone and internet sites. The website got two million attempted connections within the first five minutes of the tickets going on sale and an average of 2,500 people on the phone lines every minute. The festival was not hit by extreme weather, but high winds on the Wednesday delayed entry, and steady rain throughout Saturday turned some areas of the site to mud. However Sir Paul McCartney's Saturday performance cheered many festival goers up. The festival ended with Muse headlining the Pyramid Stage on Sunday, after Oasis had headlined on Friday.


          After the 2004 festival, Michael Eavis commented that 2006 would be a year off  in keeping with the previous history of taking one "fallow year" in every five to give the villagers and surrounding areas a rest from the yearly disruption. This was confirmed after the licence for 2005 was granted.


          [bookmark: 2005]


          2005
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          In 2005 the 112,500 ticket quota sold out rapidly  in this case in 3 hours 20 minutes, leaving many thousands of potential attendees frustrated.


          The Sunday headliner was originally scheduled to be Kylie Minogue, but she pulled out in May to receive treatment for breast cancer. Basement Jaxx were announced as a replacement on June 6. Both Coldplay and Basement Jaxx performed a cover of Kylie's "Can't Get You Out Of My Head" during their concert. 2005 saw a big increase in the number of dance music attractions, with the multiple tents of the Dance Village replacing the solitary dance tent of previous years. This new area contained the East and West dance tents, the Dance Lounge, Roots Stage, and Pussy Parlure, as well as a relocated G Stage, formerly situated in the Glade. The introduction of the innovative silent disco by Emily Eavis allowed revellers to party into the early hours without disturbing the locals  a requirement of the festival's licensing. Following the death of DJ John Peel in the autumn of 2004, the New Tent was renamed the John Peel Tent, in homage to his encouragement and love of new bands at Glastonbury.


          The opening day of the 2005 festival was delayed by heavy rain and thunderstorms: Several stages, including the Acoustic Tent (and one of the bars), were struck by lightning, and the valley was hit with flash floods that left some areas of the site under more than four feet of water. The severity of the weather flooded several campsites, the worst affected being the base of Pennard Hill, and seriously disrupted site services. However Mendip District Council's review of the festival called it one of the "safest ever" and gives the festival a glowing report in how it dealt with the floods.


          Also this was the year that The Levellers set another record by having the biggest ever stagefront crowd for the Jazzworld stage. They now hold two records for the biggest crowds at the festival.


          [bookmark: 2006]


          2006


          There was no festival in 2006. Instead, a documentary film directed by Julien Temple was released to make up for the lack of a festival. The film consists of specially shot footage by Temple at the festival, as well as footage sent in by fans and archive footage. Glastonbury was released in the UK on 14 April 2006.
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          Glastonbury 2007 (20-24 June) was headlined by Arctic Monkeys, Bjrk, The Killers, Iggy & The Stooges, Amy Winehouse, The Who and Chemical Brothers on Friday, Saturday and Sunday, respectively. Dame Shirley Bassey was also featured. This was the first year that 'The Park' area opened. Designed by Emily Eavis, its main stage featured extra sets by several artists playing on the main stages including Pete Doherty and Gruff Rhys, whilst the BBC launched their new "Introducing" stage in the area.


          The festival had the largest attendance since the construction of the security fence, and the largest legitimate attendance to date: ticket allocation was raised by 27,500 to 177,500, which were charged at 145 and sold out in 1 hour 45 minutes. As an extra precaution against touts, purchasers had to pre-register, including submission of a passport photo which was security printed into the ticket.. To reduce the number of attendees travelling by car, a portion of the tickets were tied to a mandatory coach travel deal, with ticket holders only being issued their tickets upon boarding the coach; these sold out slightly later than the others.
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          Continued periods of rain throughout much the festival caused muddy conditions, though not on the scale of 2005, and flooding was avoided, in part due to the new 750,000 flood defences. Muddy conditions on many of the temporary roads on the periphery of the site led to delays for many people leaving the site.


          Reported crime was down from 2005 but the number of arrests were "well up", after a proactive operation of the police and security on site. There were 236reported crimes, down from 267 in 2005; of these, 158 were drug related (183 in 2005). One of the more unusual crimes was the impersonation of stewards on the second night in the area surrounding the other stage. There were, perhaps surprisingly, just 15 complaints in total, with only 8 of those relating to noise levels. 1,200 people required medical aid with 32 hospitalised, most of which were accidents caused by the mud. There was one fatality: a West Midlands man found unconscious early on the Saturday morning died in Yeovil District Hospital of a suspected drugs overdose.


          This year saw a rise in the number of people leaving their tents and personal belongings as donations to the Global Hand charity's "Give Me Shelter" campaign, which aimed to use the tents to meet needs internationally. However, due to weather damage only a small proportion of the tents were used. The ICount charity also announced that they had over 70,000 people join their "Stop Climate Chaos" campaign .


          On December 20 2007, Arabella Churchill, an instrumental figure in the conception of the 1971 festival and, since the 80s, area coordinator of the Theatre Field, died at St Edmund's Cottages, Bove Town, Glastonbury, aged 58. She had suffered a short illness due to pancreatic cancer, for which she had refused chemotherapy and radiotherapy. A convert to Buddhism, arrangements following her death respected that faith. Michael Eavis, paying tribute to her after her death, said "Her energy, vitality and great sense of morality and social responsibility have given her a place in our festival history second to none".


          


          Line-ups


          See Glastonbury Festival line-ups for listings.
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              	Type

              	Public (LSE: GSK

              NYSE: GSK)
            


            
              	Founded

              	2000, by merger of Glaxo Wellcome and SmithKline Beecham
            


            
              	Headquarters

              	London, England, UK
            


            
              	Keypeople

              	Sir Chris Gent, Chairman

              Dr Jean-Pierre Garnier, Chief Executive

              Andrew Witty, CEO Designate

              Julian Heslop, Chief Financial Officer

              Dr. Moncef Slaoui, Chairman of Research and Development
            


            
              	Industry

              	Pharmaceutical
            


            
              	Products

              	www.gsk.com/products
            


            
              	Revenue

              	▲ 23.2 billion ( 2006)
            


            
              	Net income

              	▲ 7.8 billion ( 2006)
            


            
              	Employees

              	Over 100,728 ( 2005)
            


            
              	Website

              	www.gsk.com
            

          


          GlaxoSmithKline plc (LSE: GSK NYSE: GSK) is a British based pharmaceutical, biological, and healthcare company. GSK is a research-based company with a wide portfolio of pharmaceutical products covering anti-infectives, central nervous system (CNS), respiratory, gastro-intestinal/metabolic, oncology, and vaccines products. It also has a Consumer Healthcare operation comprising leading oral healthcare products, nutritional drinks, and over the counter (OTC) medicines.


          


          History


          GSK was formed from the merger of GlaxoWellcome (formed from the mergers of Burroughs Wellcome & Company and Glaxo Laboratories) and SmithKline Beecham (from Beecham, and SmithKline Beckman).


          In 1880, Burroughs Wellcome & Company was founded in London by American pharmacists Henry Wellcome and Silas Burroughs. Wellcome Tropical Researches Laboratories was opened in 1902. McDougall & Robertson Inc. was bought by the Wellcome Company to be more active in animal health. Also, the production centre was moved from New York to North Carolina in 1970 and the following year another research centre was built.


          Glaxo was founded in Bunnythorpe, New Zealand. Originally a baby food manufacturer processing local milk into an early baby food by the same name, which was sold in the 1930s under the slogan "Glaxo builds bonny babies". Still visible on the main street of Bunnythorpe is a derelict dairy factory (factory for drying and processing cows' milk into powder) with the original Glaxo logo clearly visible, but nothing to indicate that this was the start of a major multinational.


          Glaxo became Glaxo Laboratories, and opened new units in London in 1935. Glaxo Laboratories bought two companies called Joseph Nathan and Allen & Hanburys in 1947 and 1958 respectively. After it bought Meyer Laboratories, it started to play an important role in the US market. In 1983 the American arm Glaxo Inc. moved to Research Triangle Park (US headquarters/research) and Zebulon (US manufacturing) in North Carolina. To be stronger in the medicine market, Burroughs Wellcome and Glaxo, Inc merged in 1995. The new name of the company was GlaxoWellcome. In the same year, GlaxoWellcome opened their Medicine Research Centre in England. Three years later GlaxoWellcome bought Polfa Poznan Company in Poland.


          In 1843, Thomas Beecham launched his Beecham's Pills laxative in England. Beecham opened its first factory in St Helens, Lancashire, England for rapid production of medicines in 1859. By the 1960s it was extensively involved in pharmaceuticals.
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          In 1830, John K. Smith opened its first pharmacy in Philadelphia. Over the years Smith, Kline and Company favorably amalgamated with the French, Richard and Company because of their successful management decisions. It changed its name to Smith Kline & French Laboratories to focus more on research in 1929. Years later, Smith Kline & French Laboratories opened a new laboratory in Philadelphia; furthermore, it bought a laboratory called Norden Laboratories which was doing research into animal health to benefit their research in various other areas.


          To move on this path, Smith Kline & French Laboratories bought Recherche et Industrie Thrapeutiques (Belgium) in 1963 to focus on vaccines. The company also wanted to spread globally to capture shares in various medicine markets. Because of this, Smith Kline & French Laboratories bought 7 more laboratories in Canada and US six years later. In 1982, it bought Allergan which was making products about eye and skin. It also merged with Beckman Inc. After this merge, it changed its name to SmithKline Beckman.


          In 1988, SmithKline Beckman bought its biggest competitor, International Clinical Laboratories, and enlarged by 50%. The next year, Beecham and SmithKline Beckman became one and changed the name of the company to SmithKline Beecham plc. The headquarters of the company were then moved to England. To improve the R&D in US, SmithKline Beecham bought a new research center in 1995. Yet another new research centre was opened in New Frontiers Science Park two years later.


          In 2000, Glaxo Wellcome and SmithKline Beecham merged to form GlaxoSmithKline.


          As the second largest pharmaceutical company in the world (after Pfizer), the company had sales of 23.2 billion and made a profit of 7.8 billion in 2006. It employs around 110,000 people worldwide, including over 40,000 in sales and marketing. Its global headquarters are GSK House in Brentford, London, United Kingdom, with its United States headquarters based in Philadelphia and its consumer products division based in the Pittsburgh suburb of Moon Township, Pennsylvania. The research and development division has major headquarters in South East England, Philadelphia and Research Triangle Park (RTP) in North Carolina.


          The company is listed on the London and New York stock exchanges. The majority of its activity is in the United States, although the company has a presence in almost 70 countries.


          In 2006, pharmaceutical sales accounted for 20.08 billion (or 87%) of GSK's total sales. Sales are based around a broad range of products with the most successful (starting with highest sales) being:


          
            	Seretide (Advair in US), a combination of the bronchodilator salmeterol and the steroid fluticasone


            	Avandia ( rosiglitazone), a PPAR-gamma agonist


            	Lamictal ( lamotrigine), an anticonvulsant used to treat various types of epilepsy and type I bipolar disorder


            	Wellbutrin ( bupropion), an anti-depressant


            	Zofran ( ondansetron hydrochloride), used to prevent nausea and vomiting associated with chemotherapy and radiotherapy for cancer


            	Valtrex ( valacyclovir), an antiviral drug used in the management of herpes simplex and herpes zoster (shingles)


            	Coreg ( carvedilol), a non-selective beta blocker indicated in the treatment of mild to moderate congestive heart failure


            	Imigran / Imitrex ( sumatriptan), a triptan drug including a sulfonamide group for the treatment of migraine

          


          


          Work in the community


          For many years now GSK has been a leading contributor to a multinational government and industry alliance to rid the world of lymphatic filariasis ( elephantiasis). LF threatens over one billion people in 83 countries. Approximately 120 million people are infected with the parasites, 40 million of whom have clinical symptoms of the disease. The Global Alliance to Eliminate LF was formed with the support of the pharmaceutical companies GlaxoSmithKline and Merck to help countries with LF respond. GSK has donated over 440 million albendazole tablets to date, which serve as a cornerstone of the program.


          Jean-Pierre (JP) Garnier, CEO of GlaxoSmithKline added, The Egyptian data shows that we can now eliminate a disease that has plagued the world for centuries. We remain committed to donating as much albendazole as required to eliminate this disabling disease, but ultimate success will depend on continued long-term commitments by all partners across the globe.


          In addition Glaxo has been short-listed for awards such as The Worldaware Business Award for its work to eliminate malaria in Kenya.


          GlaxoSmithKline recently donated money to the British flood appeal.


          


          Global locations


          
            	Global Pharmaceutical Operations headquarters in Brentford, United Kingdom with US operations based at Franklin Plaza in Philadelphia, Pennsylvania and Research Triangle Park, North Carolina.


            	Consumer Products headquarters in Moon Township, Pennsylvania suburb of Pittsburgh


            	Major R&D sites in Greenford, United Kingdom; Stevenage, United Kingdom; Harlow, United Kingdom; Ware, United Kingdom; Beckenham, United Kingdom; Verona, Italy; Zagreb, Croatia; Evreux, France; Research Triangle Park, North Carolina; and Upper Merion and Collegeville, Pennsylvania


            	Major manufacturing sites for prescription products in Ware, United Kingdom; Evreux, France; Montrose, United Kingdom; Barnard Castle, United Kingdom; Crawley, United Kingdom; Bristol, Tennessee; King of Prussia, Pennsylvania; Zebulon, North Carolina; Cidra, Puerto Rico; Jurong Singapore and Cork Ireland; Parma, Italy.


            	Major manufacturing sites for consumer products in Maidenhead, United Kingdom; Dungarvan, Ireland; Mississauga, Ontario; Aiken, South Carolina; Clifton, New Jersey; Memphis, Tennessee; and St. Louis, Missouri


            	GSK has a presence in over 72 countries


            	Most of the biological part of GSK in Belgium ( Wavre and Rixensart)

          


          


          Corporate governance


          Current members of the board of directors of GlaxoSmithKline are:


          
            	Sir Christopher Gent (Non-Executive Chairman);


            	Dr Jean-Pierre Garnier (Chief Executive Officer);


            	Dr Stephanie Burns (Non-Executive Director);


            	Lawrence Culp (Non-Executive Director);


            	Sir Crispin Davis (Non-Executive Director);


            	Julian Heslop (Chief Financial Officer);


            	Sir Deryck Maughan (Non-Executive Director);


            	Sir Ian Prosser (Senior Independent Non-Executive Director);


            	Dr Ronaldo Schmitz (Non-Executive Director);


            	Moncef Slaoui (Executive Director, Chairman, Research & Development);


            	Robert Wilson (Non-Executive Director);


            	Dr Daniel Podolsky (Non-Executive Director);


            	Tom De Swaan (Independent Non-Executive Director).

          


          On October 8, 2007 it was announced that Dr Garnier would be succeeded as Chief Executive by Mr Andrew Witty. Mr Witty, 43, will take up the position at the end of May 2008 and is expected to join the Board in due time.


          David Stout, president of Pharmaceuticals operations, and Chris Viehbacher, president of the US Pharmaceuticals division, who lost out to Mr Witty in the succession race, might possibly quit the company. However it was reported in the UK press on 5 December that both executives would receive retention packages worth 2m in the form of shares over the next 2 to 3 years plus a small amount of cash to stay at GlaxoSmithKline.


          On December 7, 2007, it was announced that Andrew Witty, CEO Designate, and Chris Viehbacher, President US Pharmaceuticals, have been appointed Executive Directors and will join the Board of the Company with effect from January 31, 2008. It was also announced that Daivd Stout will leave the company in February 2008.


          


          Diversity


          GlaxoSmithKline was named one of the 100 Best Companies for Working Mothers in 2007 by Working Mothers magazine and was recognized by the International Charter for its efforts. GSK also received a perfect score of 100 percent from the Human Rights Campaign Foundation's 2005 Corporate Equality Index, an annual report card of corporate America's treatment of gay, lesbian, bisexual, and transgender (GLBT) employees, customers and investors.


          


          Controversy


          
            	At the AGM on 19 May 2003, GSK shareholders rejected a motion regarding a 22 million pay and benefits package for CEO, JP Garnier. This was the first time such a rebellion by shareholders against a major British company has occurred, but was regarded as a possible turning point against other so-called " fat cat" deals within executive pay structure.

          


          
            	The company and its shareholders have been targeted by animal rights activists because it is a customer of the controversial animal-testing company, Huntingdon Life Sciences (HLS). HLS has been the subject since 1999 of an international campaign by Stop Huntingdon Animal Cruelty (SHAC) and the Animal Liberation Front (ALF), ever since footage shot covertly by People for the Ethical Treatment of Animals (PETA), which was shown on British television, showed staff punching, kicking, screaming and laughing at the animals in their care. On September 7, 2005, the ALF detonated a bomb containing two litres of fuel and four pounds of explosives on the doorstop of the Buckinghamshire home of Paul Blackburn, GSK's corporate controller, causing minor damage.

          


          
            	In November 2005, AIDS Healthcare Foundation accused the company of boosting its short-term monopoly profit by not increasing production of the anti-AIDS drug AZT despite a surge in demand, hence creating a shortage that affected many AIDS patients in Africa. GSK announced that it had halted clinical trials of the CCR5 entry inhibitor, aplaviroc (GW873140), in HIV-infected, treatment-naive patients because of concerns about severe hepatotoxicity. In June of 2006 GSK said it was further cutting, by about 30%, the not-for-profit prices it charges for some of these medicines in the world's poorest countries.

          


          



          


          Legal


          In 2003 GSK signed a corporate integrity agreement and paid $88 million in a civil fine for overcharging Medicaid for the antidepressant Paxil, and nasal-allergy spray Flonase. Later that year GSK also ran afoul of the Internal Revenue Service (IRS) and was facing a demand for $7.8 billion in backdated taxes and interest, the highest in IRS history.


          On September 12, 2006 GSK settled the largest tax dispute in IRS history agreeing to pay $3.1 billion. At issue in the case were Zantac and the other Glaxo Group heritage products sold from 19892005. The case was about an area of taxation dealing with intracompany "transfer pricing"determining the share of profit attributable to the US subsidiaries of GSK and subject to tax by the IRS. Taxes for large multi-divisional companies are paid to revenue authorities based on the profits reported in particular tax jurisdictions, so how profits were allocated among various legacy Glaxo divisions based on the functions they performed was central to the dispute in this case.


          On December 22, 2006, a US court decided in Hoorman, et al. v. SmithKline Beecham Corp that individuals who purchased Paxil(R) or Paxil CR(TM) ( paroxetine) for a minor child may be eligible for benefits under a $63.8 million Proposed Settlement. The lawsuit won the argument that GSK promoted Paxil(R) or Paxil CR(TM) for prescription to children and adolescents while withholding and concealing material information about the medication's safety and effectiveness for minors.


          The lawsuit stemmed from a consumer advocate protest against Paroxetine manufacturer GSK. Since the FDA approved paroxetine in 1992, approximately 5,000 U.S. citizens  and thousands more worldwide  have sued GSK. Most of these people feel they were not sufficiently warned in advance of the drug's side effects and addictive properties.


          According to the Paxil Protest website, http://www.paxilprotest.com, hundreds more lawsuits have been filed against GSK. The Paxil Protest website was launched August 8, 2005 to offer both information about the protest and information on Paxil previously unavailable to the public. Just three weeks after its launch, the site received more than a quarter of a million hits. The original Paxil Protest website was removed from the internet in 2006. It is understood that the action to take down the site was undertaken as part of a confidentiality agreement or 'gagging order' which the owner of the site entered into as part of a settlement of his action against GlaxoSmithKline. (However, in March 2007, the website Seroxat Secrets discovered that an archive of Paxil Protest site was still available on the internet via Archive.org) Gagging orders are common in such cases and can extend to documents that defendants wish to remain hidden from the public. However in some cases, such documents can become public at a later date, such as those made public by Dr. Peter Breggin in February of 2006.


          In January 2007, according to the Seroxat Secrets website, the national group litigation in the United Kingdom, on behalf of several hundred people who allege withdrawal reactions through their use of the drug Seroxat, against GlaxoSmithKline plc, moved a step closer to the High Court in London, with the confirmation that Public Funding had been reinstated following a decision by the Public Interest Appeal Panel. The issue at the heart of this particular action claims Seroxat is a defective drug in that it has a propensity to cause a withdrawal reaction. Hugh James Solicitors have confirmed this news.


          In February 2007, the Serious Fraud Office in the UK launched an investigation into allegations of GSK being involved in the discredited oil-for-food sanctions regime in Iraq. They are accused of paying bribes to Saddam Hussein's regime.


          On March 13, 2007, in a bid to reduce the risk of breast cancer, GSK introduced in the United States market lapatinib, a tyrosine kinase inhibitor for oral use. GSK is also working to make lapatinib available in European and other global markets.


          On March 27, 2007, GSK pleaded guilty in an Auckland District Court to 15 charges relating to misleading conduct brought against them under the Fair Trading Act by New Zealand's Commerce Commission. The charges related to a popular blackcurrant fruit drink Ribena which the company had lead consumers to believe contained high levels of vitamin C. As part of a school science project, two 14-year-old school girls (Anna Devathasan and Jenny Suo) from Pakuranga College in Auckland (New Zealand) discovered that ready-to-drink juice sold in 100ml containers contained very little vitamin C. Approaches by the two teens to the company didn't resolve the issue but after the matter was publicised on a national consumer affairs television show ( Fair Go) the matter came to the attention of the Commerce Commission (a government funded 'consumer watch-dog'). The commission's testing found that ready-to-drink Ribena contained no detectable vitamin C.


          The company was fined $217,000 for the 15 charges. The number of charges was reduced from 88 and covered a period from March 2002 to March 2006. GSK maintains that it did not intend to mislead consumers and that the advertising claims were based on testing procedures that have since been changed. It was ordered to run an advertising campaign to provide the facts after it admitted misleading the public about the vitamin C component in its Ribena drink. Through its lawyer, Adam Ross, the company accepted Commerce Commission allegations that claims that ready-to-drink Ribena contained 7mg of vitamin C per 100ml, or 44 per cent of the recommended daily intake, were incorrect. The company also agreed television advertising claiming the blackcurrants in Ribena had four times the vitamin C of oranges, while literally true, were likely to mislead consumers about the relative levels of vitamin C in Ribena.
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          Gliders or Sailplanes are heavier-than-air aircraft primarily intended for unpowered flight. See also gliding and motor gliders for more details.


          
            [image: A single-seat high performance fiberglass Glaser-Dirks DG-808 over the Lac de Serre Pon�on in the French Alps]

            
              A single-seat high performance fibreglass Glaser-Dirks DG-808 over the Lac de Serre Ponon in the French Alps
            

          


          


          Terminology


          A "glider" is an unpowered aircraft. The most common types of glider are today used for sporting purposes. The design of these types enables them to climb using rising air and then to glide for long distances before finding the next source of lift. This has created the sport of gliding, or soaring. The term "sailplane" is sometimes used for these types, implying a glider with a high soaring performance. In addition to high-performance sailplanes, the term 'glider' also encompasses hang gliders and paragliders. Like sailplanes these can use upwardly moving air to soar but differ in not having a fuselage, control surfaces or a control column.


          Although many gliders do not have engines, there are some that use engines occasionally (see Motor glider). The manufacturers of high-performance gliders now often list an optional engine and a retractable propeller that can be used to sustain flight if required; these are known as 'self-sustaining' gliders. Some can even launch themselves and are known as 'self-launching' gliders. There are also 'touring motor gliders', which can switch off their engines in flight though without retracting their propellers. The term "pure glider" (or equivalently, but less commonly "pure sailplane") may be used to distinguish a totally unpowered glider from a motorized glider, without implying any differential in gliding or soaring performance.


          


          History


          In China, kites rather than gliders were used for military reconnaissance. However the Extensive Records of the Taiping Era (978) suggests that a true glider was designed in the 5th century BC by Lu Ban, a contemporary of Confucius. There is also a report from the History of Northern Dynasties (659) and Zizhi Tongjian (1084) that Yuan Huangtou in Ye made a successful glide, taking off from a tower in 559.


          Abbas Ibn Firnas invented the first weight shift aircraft ( hang glider) and is also claimed as the inventor of the first manned glider in 875 by fixing feathers to a wooden frame fitted to his arms or back. Written accounts at the time suggest that he made a ten minute flight. Abbas was seriously injured in the resulting crash.
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          The first heavier-than-air (i.e. non-balloon) aircraft to be flown in Europe was Sir George Cayley's series of gliders which achieved brief wing-borne hops from around 1804. Santos Dumont, Otto Lilienthal, Percy Pilcher, John J. Montgomery, and the Wright Brothers are other pioneers who built gliders to develop aviation. After the First World War gliders were built for sporting purposes in Germany (See link to Rhn-Rossitten Gesellschaft) and in the United States ( Schweizer brothers). The sporting use of gliders rapidly evolved in the 1930s and is now the main application. As their performance improved gliders began to be used to fly cross-country and now regularly fly hundreds or even thousands of kilometers in a day, if the weather is suitable.


          Military gliders were then developed by a number of countries, particularly during World War II, for landing troops. A glider was even built secretly by POWs as a potential escape method at Oflag IV-C near the end of the war in 1944. The space shuttle orbiters do not use their engines after re-entry at the end of each spaceflight, and so land as gliders.


          


          Launch methods


          The two most common methods of launching gliders are by aerotow and by winch. When aerotowed, the glider is towed behind a powered aircraft using a rope about 60 meters (about 200 ft) long. The glider's pilot releases the rope after reaching the desired altitude, but the rope can also be released by the towplane in an emergency. Winch launching uses a powerful stationary engine located on the ground at the far end of the launch area. The glider is attached to one end of 800-1200 metres (about 2,500-4,000 ft) of wire cable and the winch then rapidly winds it in. More rarely, powerful automobiles are used to pull gliders into the air, by pulling them directly or through the use of a pulley in a similar manner to the winch launch. Elastic ropes can also be used to launch gliders off slopes if there is sufficient wind blowing up the hill. The glider will then gain height using ridge lift.


          


          Staying aloft without an engine


          Glider pilots can stay airborne for hours. This is possible because they seek out rising air masses (lift) or dynamic effects from the following sources:


          


          Thermals


          The most commonly used source of lift is created by the Sun's energy heating the ground which in turn heats the air above it. This warm air rises in columns known as thermals. Soaring pilots quickly become aware of visual indications of thermals such as: cumulus clouds, cloud streets, dust devils and haze domes. Also, nearly every glider contains an instrument known as a variometer (a very sensitive vertical speed indicator) which shows visually (and often audibly) the presence of lift and sink. Having located a thermal, a glider pilot will circle within the area of rising air to gain height. In the case of a cloud street thermals can line up with the wind creating rows of thermals and sinking air. A pilot can use a cloud street to fly long straightline distances by remaining in the row of rising air.


          


          Ridge lift (Orographic lift)


          Another form of lift occurs when the wind meets a mountain, cliff or hill. The air is deflected up the windward face of the mountain forming lift. Gliders can climb in this rising air by flying along the feature. This is referred to as "ridge running" and has been used to set record distance flights along the Appalachians in the USA and the Andes Mountains in South America. Another name for flying with ridge lift is slope soaring.


          


          Mountain wave


          The third main type of lift used by glider pilots are the lee waves that occur near mountains. The obstruction to the airflow can generate standing waves with alternating areas of lift and sink. The top of each wave peak is often marked by lenticular cloud formations.


          


          Convergence


          Another form of lift results from the convergence of air masses, as with a sea-breeze front.


          


          Dynamic events allowing dynamic soaring


          Gusts and wind-shear have been used by the flyers of models, but these phenomena are almost always too close to the ground to be useful to glider-pilots. See Dynamic soaring.


          


          Other forms of lift


          More exotic forms of lift are the polar vortices which the Perlan Project hopes to use to soar to great altitudes . A rare phenomenon known as Morning Glory has also been used by glider pilots in Australia.


          


          Moving forward
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          After climbing in lift, gliders move on to find the next source of lift, or to land. As the glider descends, the air moving over the wings generates lift. The lift force acts slightly forward of vertical because it is created at right angles to the airflow which comes from slightly below as the glider descends, see Angle of attack. This horizontal component of lift is enough to balance drag and allows the glider to move forward. The ratio of lift to drag is the same as the height lost for each metre of forward travel, Glide ratio.


          


          Glider design


          Early gliders had no cockpit and the pilot sat on a small seat located just ahead of the wing. These were known as " primary gliders" and they were usually launched from the tops of hills, though they are also capable of short hops across the ground while being towed behind a vehicle. To enable gliders to soar more effectively than primary gliders, the designs minimized drag. Gliders now have very smooth, narrow fuselages and very long, narrow wings with a high aspect ratio.


          
            [image: Cockpit of a Typical Modern Glider. Click for details.]

            
              Cockpit of a Typical Modern Glider. Click for details.
            

          


          The early gliders were made mainly of wood with metal fastenings, stays and control cables. Later fuselages made of fabric-covered steel tube were married to wood and fabric wings for lightness and strength. New materials such as carbon-fiber, glass-fiber and Kevlar have since been used with computer-aided design to increase performance. The first glider to use glass-fibre extensively was the Akaflieg Stuttgart FS-24 Phnix which first flew in 1957. This material is still used because of its high strength to weight ratio and its ability to give a smooth exterior finish to reduce drag. Drag has also been minimized by more aerodynamic shapes and retractable undercarriages. Flaps are fitted on some gliders so that the optimal lift of the wing is available at all speeds.


          With each generation of materials and with the improvements in aerodynamics, the performance of gliders has increased. One measure of performance is the glide ratio. A ratio of 30:1 means that in smooth air a glider can travel forward 30 meters while only losing 1 meter of altitude. Comparing some typical gliders that might be found in the fleet of a gliding club - the Grunau Baby from the 1930s had a glide ratio of just 17:1, the glass-fibre Libelle of the 1960s increased that to 39:1, and nowadays flapped 18 meter gliders such as the ASG29 have a glide ratio of over 50:1. The largest open-class glider, the eta, has a span of 30.9 meters and has a glide ratio over 70:1. Compare this to the infamous Gimli Glider, a Boeing 767 which ran out of fuel mid-flight and was found to have a glide ratio of only 12:1, or to the Space Shuttle with a glide ratio of 3:1.


          Due to the critical role that aerodynamic efficiency plays in the performance of a glider, gliders often have state of the art aerodynamic features seldom found in other aircraft. The wings of a modern racing glider have a specially designed low-drag laminar flow airfoil. After the wings' surfaces have been shaped by a mold to great accuracy, they are then highly polished. Vertical winglets at the ends of the wings are computer-designed to decrease drag and improve handling performance. Special aerodynamic seals are used at the ailerons, rudder and elevator to prevent the flow of air through control surface gaps. Turbulator devices in the form of a zig-zag tape or multiple blow holes positioned in a span-wise line along the wing are used to trip laminar flow air into turbulent flow at a desired location on the wing. This flow control prevents the formation of laminar flow bubbles and ensures the absolute minimum drag. Bug-wipers may be installed to wipe the wings while in flight and remove insects that are disturbing the smooth flow of air over the wing.


          
            [image: A glider releasing its water ballast]

            
              A glider releasing its water ballast
            

          


          Modern competition gliders are also designed to carry jettisonable water ballast (in the wings and sometimes in the vertical stabiliser). The extra weight provided by the water ballast is advantageous if the lift is likely to be strong, and may also be used to adjust the glider's centre of mass. Although heavier gliders have a slight disadvantage when climbing in rising air, they achieve a higher speed at any given glide angle. This is an advantage in strong conditions when the gliders spend only little time climbing in thermals. The pilot can jettison the water ballast before it becomes a disadvantage in weaker thermal conditions. To avoid undue stress on the airframe, gliders must jettison any water ballast before landing.


          Pilots can land accurately by controlling their rate of descent using spoilers, also known as air brakes. These are metal devices which extend from either the upper-wing surface or from both upper and lower surfaces, thereby destroying some lift and creating additional drag. A wheel-brake also enables a glider to be stopped after touchdown, which is particularly important in a short field.


          


          Classes of glider


          
            [image: A DG Flugzeugbau DG-1000 of the Two Seater Class]

            
              A DG Flugzeugbau DG-1000 of the Two Seater Class
            

          


          For competitions seven classes of glider have been defined by the FAI. They are:


          
            	Standard Class (No flaps, 15 m wing-span, water ballast allowed)


            	15 metre Class (Flaps allowed, 15 m wing-span, water ballast allowed)


            	18 metre Class (Flaps allowed, 18 m wing-span, water ballast allowed)


            	Open Class (No restrictions except a limit of 850 kg for the maximum all-up weight)


            	Two Seater Class (maximum wing-span of 20 m), also known by the German name "Doppelsitzer"


            	Club Class (This class allows a wide range of older small gliders with different performance and so the scores have to be adjusted by handicapping. Water ballast is not allowed).


            	World Class (The FAI Gliding Commission which is part of the FAI and an associated body called Organisation Scientifique et Technique du Vol  Voile (OSTIV) announced a competition in 1989 for a low-cost glider, which had moderate performance, was easy to assemble and to handle, and was safe for low hours pilots to fly. The winning design was announced in 1993 as the Warsaw Polytechnic PW-5. This allows competitions be run with only one type of glider.

          


          


          Major manufacturers of gliders


          
            	DG Flugzeugbau GmbH


            	Schempp-Hirth GmbH


            	Alexander Schleicher GmbH & Co


            	Rolladen-Schneider Flugzeugbau GmbH (taken over by DG Flugzeugbau)

          


          See also the full gliders and manufacturers list, past and present.


          


          Instrumentation and other technical aids


          
            [image: Schempp-Hirth Janus-C in flight, showing instrument panel equipped for "cloud flying," configured in the basic-T, with airspeed, attitude and altitude display across the top row; below a GPS-driven computer, with wind and glide information, drives two electronic variometer displays to the right. The yaw string and compass are above the glare shield]

            
              Schempp-Hirth Janus-C in flight, showing instrument panel equipped for "cloud flying," configured in the basic-T, with airspeed, attitude and altitude display across the top row; below a GPS-driven computer, with wind and glide information, drives two electronic variometer displays to the right. The yaw string and compass are above the glare shield
            

          


          Gliders must be equipped with an altimeter, compass, and an airspeed indicator in most countries, and are often equipped with a variometer, turn and bank indicator and an airband radio ( transceiver), each of which may be required in some countries. An Emergency Position-Indicating Radio Beacon ( ELT) may also be fitted into the glider to reduce search and rescue time in case of an accident.


          Much more than in other types of aviation, glider pilots depend on the variometer, which is a very sensitive vertical speed indicator, to measure the climb or sink rate of the plane. This enables the pilot to detect minute changes caused when the glider enters rising or sinking air masses. Both mechanical and electronic 'varios' are usually fitted to a glider. The electronic variometers produce a modulated sound of varying amplitude and frequency depending on the strength of the lift or sink, so that the pilot can concentrate on centering a thermal, watching for other traffic, on navigation, and weather conditions. Rising air is announced to the pilot as a rising tone, with increasing pitch as the lift increases. Conversely, descending air is announced with a lowering tone, which advises the pilot to escape the sink area as soon as possible. (Refer to the variometer article for more information).


          Gliders' variometers are sometimes fitted with mechanical devices such as a "MacCready Ring" to indicate the optimal speed to fly for given conditions. These devices are based on the mathematical theory attributed to Paul MacCready though it was first described by Wolfgang Spte in 1938. MacCready theory solves the problem of how fast a pilot should cruise between thermals, given both the average lift the pilot expects in the next thermal climb, as well as the amount of lift or sink he encounters in cruise mode. Electronic variometers make the same calculations automatically, after allowing for factors such as the glider's theoretical performance, water ballast, headwinds/tailwinds and insects on the leading edges of the wings.


          Soaring flight computers, often used in combination with PDAs running specialized soaring software, have been specifically designed for use in gliders. Using GPS technology these tools can:


          


          
            	Provide the glider's position in 3 dimensions by a moving map display


            	Alert the pilot to nearby airspace restrictions


            	Indicate position along track and remaining distance and course direction


            	Show airports within theoretical gliding distance


            	Determine wind direction and speed at current altitude


            	Show historical lift information


            	Create a secure GPS log of the flight to provide proof for contests and gliding badges


            	Provide "final" glide information (ie showing if the glider can reach the finish without additional lift).


            	Indicate the best speed to fly under current conditions

          


          After the flight the GPS data may be replayed on specialized computer software for analysis and to follow the trace of one or more gliders against a backdrop of a map, an aerial photograph or the airspace. A 3-D view is shown here with a topographical background.


          Because collision with other gliders is an ever-present risk, the anti-collision device, FLARM is becoming increasingly common in Europe and Australia. In the longer term, gliders may eventually be required in some European countries to fit transponders once devices with low power requirements become available.


          


          Glider markings


          Like all other aircraft, gliders are required to be painted with a national aircraft registration number, known as a "tail number" or in the U.S. as an "N-number". The required size of these numbers varies from country to country. Some countries allow registration numbers as small as 1 cm in height; other countries specify a minimum height of 2 inches, 3 inches, or 12 inches, sometimes depending on the age of the aircraft.


          To distinguish gliders in flight, very large numbers/letters are sometimes displayed on the fin and wings. These numbers were added for use by ground-based observers in competitions, and are therefore known as "competition numbers" or "contest ID's". They are unrelated to the glider's registration number, and are assigned by national gliding associations. They are useful in radio communications between gliders, so glider pilots often use their competition number as their call-signs.


          Fibreglass gliders are white in color after manufacture. Since fibreglass resin softens at high temperatures, white is used almost universally to reduce temperature rise due to solar heating. Color is not used except for a few small bright patches on the wing tips; these patches (typically bright red) improve gliders' visibility to other aircraft while in flight. Non-fibreglass gliders (those made of aluminum and wood) are not subject to the temperature-weakening problem of fibreglass, and can be painted any colour at the owner's choosing; they are often quite brightly painted.


          
            [image: S-1 Swift - modern aerobatic glider]

            
              S-1 Swift - modern aerobatic glider
            

          


          


          Aerobatic gliders


          Another - less widespread - form of gliding is aerobatics. Gliders have been developed specifically for this type of competition, though most gliders can perform simpler aerobatic maneuvers such as loops and chandelles. Aerobatic gliders usually have stronger and shorter wings than the gliders that are used in cross-country racing to withstand the high g-forces that are experienced in some maneuvers.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Glider"
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            [image: An LS4 glider crossing the finish line of a competition at high speed. It is jettisoning water that has been used as ballast.]
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          Gliding is a recreational activity and competitive sport in which pilots fly un-powered aircraft known as gliders or sailplanes. Properly, the term gliding refers to descending flight of a heavier-than-air craft, whereas soaring is the correct term to use when the craft gains altitude or speed from rising air. When soaring conditions are good enough, experienced pilots can fly hundreds of kilometres before returning to their home airfields, and occasionally flights over 1,000 kilometres are made. However, if the weather deteriorates, they may need to land elsewhere, but motorglider pilots can avoid this by starting an engine.


          While many glider pilots merely enjoy the sense of achievement, some competitive pilots fly in races around pre-defined courses. These competitions test the pilots' abilities to make best use of local weather conditions as well as their flying skills. Local and national competitions are organized in many countries and there are also biennial World Gliding Championships.


          Powered aircraft and winches are the two most common means of launching gliders. These and other methods (apart from self-launching motor-gliders) require assistance from other participants. Gliding clubs have thus been established to share airfields and equipment, train new pilots and maintain high safety standards.


          


          History


          The development of heavier-than-air flight in the half-century between Sir George Cayley's coachman in 1853 and the Wright brothers mainly involved gliders (see aviation history). However, the sport of gliding only emerged after the First World War as a result of the Treaty of Versailles, which imposed severe restrictions on the manufacture and use of single-seat powered aircraft in Germany. Thus, in the 1920s and 1930s, while aviators and aircraft makers in the rest of the world were working to improve the performance of powered aircraft, the Germans were designing, developing and flying ever more efficient gliders and discovering ways of using the natural forces in the atmosphere to make them fly farther and faster. The active support of the government ensured a ready supply of experienced aviators ready to be trained in warplane operation when the treaty was abrogated in preparation for World War II by the Third Reich - though for most of the participants, their sport had no military overtones.


          The first German gliding competition was held at the Wasserkuppe in 1920, organized by Oskar Ursinus. The best flight lasted two minutes and set a world distance record of 2 km. Within ten years, it had become an international event in which the achieved durations and distances had increased greatly. In 1931, Gunther Grnhoff flew 272 km (169 miles) from Munich to Czechoslovakia, further than had been thought possible.


          
            [image: The "gull wing" G�ppingen G� 3 Minimoa produced in Germany starting in 1936.]

            
              The "gull wing" Gppingen G 3 Minimoa produced in Germany starting in 1936.
            

          


          In the 1930s, gliding spread to many other countries. In the 1936 Summer Olympics in Berlin gliding was a demonstration sport, and it was scheduled to be a full Olympic sport in the 1940 Games. A glider, the Olympia, was developed in Germany for the event, but World War II intervened. By 1939 the major gliding records were held by Russians, including a distance record of 748 km (465 miles).


          During the war, civilian gliding in Europe was largely suspended. Although some military operations in WWII involved military gliders, they did not soar and so are unrelated to the sport of gliding. Nonetheless, several German fighter aces in the conflict, including Erich Hartmann, began their flight training in gliders.


          Gliding did not return to the Olympics after the war, for two reasons: first, the shortage of gliders following the war; and second, the failure to agree on a single model of competition glider. (Some in the community feared doing so would hinder development of new designs.) The re-introduction of air sports such as gliding to the Olympics has been occasionally proposed by the world governing body, the FAI, but this has been rejected on the grounds of lack of public interest.


          In many countries during the 1950s a large number of trained pilots wanted to continue flying. Many were also aeronautical engineers. They started both clubs and manufacturers, many of which still exist. This stimulated the development of both gliding and gliders; for example, the Soaring Society of America grew from 1,000 members then to its present total of 12,500. The increased numbers of pilots, greater knowledge and improving technology helped set new records, so that the pre-war altitude record was doubled by 1950, and the first 1,000-km (621 statute miles) flight was achieved in 1964. New materials such as glass fibre and carbon fibre, advances in wing shapes and airfoils, electronic instruments, GPS and improved weather forecasting have since allowed many pilots to make flights that were once extraordinary. Today over 500 pilots have made flights over 1,000 km.


          Instead of Olympic competition there are the World Gliding Championships. The first event was held at the Wasserkuppe in 1937. Since WWII it has been held every two years. There are now six classes open to both sexes, plus three classes for women and two junior classes. Germany, the sport's birthplace, is still a centre of the gliding world: it accounts for 30% of the world's glider pilots, and the three major glider manufacturers are still based there. However the sport has been taken up in many countries and there are now over 116,000 active glider pilots, plus an unknown number of military cadets. Each year many other people experience their first glider flight. It does not matter whether the countries are flat or mountainous, hot or temperate, because gliders can soar in most places.


          


          Soaring


          
            [image: Good gliding weather: Well-formed cumulus humilis, with darker bases, suggests active thermals and light winds.]
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          Glider pilots can stay airborne for hours by flying through air that is ascending as fast or faster than the glider itself is descending, thus gaining potential energy. The most commonly used sources of rising air are


          
            	thermals (updrafts of warm air);


            	ridge lift (found where the wind blows against the face of a hill and is forced to rise); and


            	wave lift ( standing waves in the atmosphere, analogous to the ripples on the surface of a stream).

          


          Ridge lift rarely allows pilots to climb much higher than about 600m (2,000ft) above the terrain; thermals, depending on the climate and terrain, can allow climbs in excess of 3,000m (10,000ft) in flat country and much higher above mountains; wave lift has allowed a glider to reach an altitude of 15,447m (50,671ft). In a few countries, gliders may continue to climb into the clouds in uncontrolled airspace, but in many countries the pilot must stop climbing before reaching the cloud base (see Visual Flight Rules).


          


          Thermals


          Thermals are streams of rising air that are formed on the ground through the warming of the surface by sunlight. If the air contains enough moisture, the water will condense from the rising air and form cumulus clouds. Once a thermal is encountered, the pilot usually flies in circles to keep the glider within the thermal, so gaining altitude before flying off to the next thermal and towards the destination. This is known as "thermalling". Climb rates depend on conditions, but rates of several meters per second are common. Thermals can also be formed in a line usually because of the wind or the terrain, creating cloud streets. These can allow the pilot to fly straight while climbing in continuous lift.


          When the air has little moisture or when an inversion stops the warm air from rising high enough for the moisture to condense, thermals do not create cumulus clouds. Without clouds or dust devils to mark the thermals, the pilot must use his skill and luck to find them using a sensitive vertical speed indicator called a variometer that quickly indicates climbs or descents. Typical locations to find thermals are over towns, freshly ploughed fields and asphalt roads, but thermals are often hard to associate with any feature on the ground. Occasionally thermals are caused by the exhaust gases from power stations or by fires.


          As it requires rising heated air, thermalling is only effective in mid-latitudes from spring through into late summer. During winter the solar heat can only create weak thermals, but ridge and wave lift can still be used during this period.


          
            [image: A Scimitar glider ridge soaring in Lock Haven, Pennsylvania USA]
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          Ridge lift


          A ridge soaring pilot uses air lifted up the sides of hills. It can also be augmented by thermals when the slopes also face the sun. In places where a steady wind blows, a ridge may allow virtually unlimited time aloft, though records for duration are no longer recognized because of the danger of exhaustion.


          
            [image: A lenticular cloud produced by a mountain wave]

            
              A lenticular cloud produced by a mountain wave
            

          


          


          Wave lift


          The powerfully rising and sinking air in mountain waves was discovered by a glider pilot, Wolf Hirth, in 1933. Gliders can sometimes climb in these waves to great altitudes, though pilots must use supplementary oxygen to avoid hypoxia. This lift is often marked by long, stationary lenticular (lens-shaped) clouds lying perpendicular to the wind. Mountain wave was used to set the current altitude record of 50,699feet (15,453m) on August 29, 2006 over El Calafate, Argentina. The pilots were Steve Fossett and Einar Enevoldson, who were wearing pressure suits. The current world distance record of 3,008km (1,869 statute miles) by Klaus Ohlmann (set on 21 January 2003) was also flown using mountain waves in South America.


          A rare wave phenomenon is known as Morning Glory, a roll cloud producing strong lift. Pilots near Australia's Gulf of Carpentaria make use of it in springtime.
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          Launch methods


          Gliders, not having engines, use various methods to take off. Glider pilots who want to use the different types of launch methods must be in current practice in each. Licensing rules in some countries differentiate between aerotows and ground launch methods, due to the widely different techniques.


          


          Aerotowing


          
            [image: A Piper Pawnee aerotowing a glider]

            
              A Piper Pawnee aerotowing a glider
            

          


          Aerotows normally use single-engined light aircraft, although motor gliders have also been permitted to tow gliders. The tow-plane takes the glider to the desired height and place where the glider pilot releases the rope. A weak link is often fitted to the rope to ensure that any sudden loads do not damage the airframe of the tow-plane.


          During the aerotow, the glider pilot keeps the glider in one of two positions behind the tow-plane. This position can either be the "low tow" position, just below the wake from the tow-plane, or the "high tow" position just above the wake. In Australia the convention is to fly in low tow, whereas in the United States and Europe the high tow prevails. One aerotow variation is to attach two gliders to one tow-plane, using a short rope for the high towed glider and the long rope for the low tow.


          


          Wire launching


          


          Winch-launching
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              A typical winch
            

          


          
            [image: A Ventus 2b being winch-launched at Lasham Airfield.]

            
              A Ventus 2b being winch-launched at Lasham Airfield.
            

          


          Gliders are often launched using a stationary ground-based winch mounted on a heavy vehicle. This method is widely used at many European clubs, often in addition to aerotowing. The engine is usually a large diesel, though hydraulic fluid engines and electrical motors are also used. The winch pulls in a 1,000 to 1,600m (3,000 to 5,500-foot) cable, made of high-tensile steel wire or a synthetic fibre, attached to the glider. The cable is released at a height of about 400 to 700m (1,300 to 2,200 feet) after a short and steep ride.


          The main advantage of a winch launch is its lower cost, but the launch height is usually lower than an aerotow, so flights are shorter unless the pilot can quickly make contact with a source of lift within a few minutes of releasing the cable. Although there is a risk of the cable breaking during this type of launch, pilots are trained to deal with this.


          


          Auto-tow


          
            [image: A bungee launch at the Long Mynd by the Midland Gliding Club]
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          Another launch method, the "autotow", is rarer nowadays. The direct towing method requires a hard surface, a powerful vehicle and a long steel cable. After gently taking up slack in the cable, the driver accelerates hard and the glider rises like a kite to as much as 400 m (1300 ft) if there is a good headwind and a runway of 1.5km (1 mile) or more. This method has also been used on desert dry lakes.


          A variation on this is the "reverse pulley" method in which the truck drives towards the glider that it is launching with the cable passing around a pulley at the far end of the airfield, with an effect similar to a winch launch.


          


          Bungee launch


          Bungee launching was widely used in the early days of gliding, and occasionally gliders are still launched from the top of a gently sloping hill into a strong breeze using a substantial multi-stranded rubber band, or " bungee". For this launch method, the glider's main wheel rests in a small concrete trough. The hook normally used for winch-launching is instead attached to the middle of the bungee. Each end is then pulled by three or four people. One group runs slightly to the left, the other to the right. Once the tension in the bungee is high enough, the pilot releases the wheel brake and the glider's wheel pops out of the trough. The glider gains just enough energy to leave the ground and fly away from the hill.


          


          Cross-country
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              Glider on a cross-country flight in the Alps
            

          


          The distance that a glider can fly for each meter it descends is expressed as its lift-to-drag ratio (L/D). Depending on the class, this can be between 44:1 and 70:1 in modern designs. This performance combined with regular sources of rising air enables gliders to fly long distances at high speeds. The record average speed for 1,000 km is 169.7 km/h (621 statute miles at 105 miles/h). Even in places with less favorable conditions (such as Northern Europe) most skilled pilots complete flights over 500km (310 miles) every year.


          Glider pilots are required to stay within gliding range of their home airfield for their early solo flights as student pilots. Cross-country flights are allowed when they have sufficient experience to find sources of lift away from their home airfield, to navigate and to land elsewhere if necessary. As the performance of gliders improved in the 1960s, the concept of flying as far away as possible became unpopular with the crews who had to retrieve the gliders. Pilots now usually plan to fly around a course (called a task) via turn-points, returning to the starting point.


          In addition to just trying to fly further, glider pilots also race each other in competitions. The winner is the fastest, or, if the weather conditions are poor, the furthest round the course. Tasks of up to 1,000km have been set and average speeds of 120km/h are not unusual.


          Initially, ground observers confirmed that pilots had rounded the turn-points. Later, the glider pilots photographed these places and submitted the film for verification. Today, gliders carry secure GNSS Flight Recorders that record the position every few seconds from GPS satellites. These recording devices now provide the proof that the turn-points have been reached.


          National competitions generally last one week, with international championships running over two. The winner is the pilot who has amassed the greatest number of points over all the contest days. However, these competitions have as yet failed to draw much interest outside the gliding community for several reasons. Because it would be unsafe for many gliders to cross a start line at the same time, pilots can choose their own start time. Furthermore, gliders are not visible to the spectators for long periods during each day's contest and the scoring is complex, so gliding competitions have been difficult to televise.


          In an attempt to widen the sport's appeal, a new format, the Grand Prix, has been introduced. Innovations introduced in the Grand Prix format include simultaneous starts for a small number of gliders, tasks consisting of multiple circuits, and simplified scoring. There is decentralized Internet based competition called the Online Contest where pilots upload their GPS data files and are automatically scored based on distance flown. 7,800 pilots worldwide participated in this contest in 2006.


          


          Maximizing speed


          Soaring pioneer Paul MacCready is usually credited with developing a mathematical theory for optimizing the speed to fly when cross-country soaring, though it was first described by Wolfgang Spte (who later became famous for flying Messerschmitt Me 163 Komet rocket fighters with the Luftwaffe late in World War II) in 1938. The speed to fly theory allows the optimal cruising speed between thermals to be computed, using thermal strength, glider performance and other variables. It accounts for the fact that if a pilot flies faster between thermals, the next thermal is reached sooner. However at higher speeds the glider also sinks faster, requiring the pilot to spend more time circling to regain the altitude. The MacCready speed represents the optimal trade-off between cruising and circling. Most competition pilots use MacCready theory to optimize their flight speeds, and have the calculations programmed in their flight computers. The greatest factor in maximizing speed, however, remains the ability of the pilot to find the strongest lift.


          On cross-country flights where strong lift is forecast, pilots fly with water ballast stored in tanks or bags in the wings and fin. The fin tank is used to reduce trim drag by optimizing the centre of gravity, which typically would shift forward if water is stored only in the wings ahead of the spar. Ballast enables a sailplane to attain its best L/D at higher speeds but slows its climb rate in thermals, in part because a sailplane with a heavier wing loading cannot circle within a thermal as tightly as one with a lower, unballasted wing loading. But if lift is strong, typically either from thermals or wave, the disadvantage of slower climbs is outweighed by the higher cruising speeds between lift areas. Thus, the pilot can improve the speed over a course by several percent or achieve longer distances in a given time. If lift is weaker than expected, or if an off-field landing is imminent, the pilot can jettison the water ballast by opening the dump valves.


          


          Badges


          Achievements in gliding have been marked by the awarding of badges since the 1920s. For the lower badges, such as the first solo flight, national gliding federations set their own criteria. Typically, a bronze badge shows preparation for cross-country flight, including precise landings and witnessed soaring flights. Higher badges follow the standards set down by the Gliding Commission of the Fdration Aronautique Internationale (FAI). The FAI's Sporting Code defines the rules for observers and recording devices to validate the claims for badges, which are defined by kilometers of distance and meters of altitude gained. The Silver-C badge was introduced in 1930. Earning the Silver Badge shows that a glider pilot has achieved an altitude gain of at least 1,000m, made a five-hour duration flight, and has flown cross-country for a straight-line distance of at least 50km: these three attainments are usually, but not invariably, achieved in separate flights. The Gold and Diamond Badges require pilots to fly higher and further. A pilot who has completed the three parts of the Diamond Badge has flown 300km to a pre-defined goal, has flown 500km in one flight (but not necessarily to a pre-defined goal) and gained 5,000m in height. The FAI also issues a diploma for a flight of 1,000km and further diplomas for increments of 250km.


          


          Landing out


          
            [image: Pilot and crew about to de-rig a glider]
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          If lift is not found during a cross-country flight, for example because of deteriorating weather, the pilot must choose a field and 'land out'. Although inconvenient and often mistaken for " emergency landings", landing out (or "outlanding") is a routine event in cross-country gliding. The pilot has to choose a field where the glider can be landed safely, without damaging property such as crops or livestock.


          The glider and the pilot(s) can be retrieved from the field using a purpose-built trailer. Alternatively, if the glider has landed in a suitable field, a tow-plane can be summoned to re-launch the aircraft (as long as the property owner gives permission). The glider pilot typically pays for the time the tow-plane is in the air, both to and from the field, so this alternative can become expensive.


          


          Use of engines or motors


          
            [image: ASH25M - a self-launching two-seater glider]

            
              ASH25M - a self-launching two-seater glider
            

          


          Although adding to the weight and expense, some gliders are fitted with small power units and are known as motor gliders. This avoids the inconvenience of landing out. The power units can be internal combustion engines, electrical motors , or retractable jet engines. Retractable propellers are fitted to high performance sailplanes, though in another category, called touring motor gliders, non-retractable propellers are used. Some powered gliders are 'self launching,' which makes the glider independent of a tow plane. However some gliders have 'sustainer' engines which can prolong flight but are not powerful enough for launching.


          All power units have to be started at a height that includes a margin that would still allow a safe landing-out to be made, if there were a failure to start. In a competition, using the engine ends the soaring flight. Unpowered gliders are lighter and, as they do not need a safety margin for for starting the engine, they can safely thermal at lower altitudes in weaker conditions. Consequently, pilots in unpowered gliders may complete competition flights when some powered competitors cannot. Conversely, motor glider pilots can start the engine if conditions will no longer support soaring flight, while unpowered gliders will have to land out, away from the home airfield, requiring retrieval by road using the glider's trailer. Opinions differ whether difficult flights, where an engine was always available, are as satisfying as flights in pure gliders.


          


          Aerobatics


          
            [image: S-1 Swift - modern aerobatic glider]

            
              S-1 Swift - modern aerobatic glider
            

          


          Aerobatic competitions are held regularly. In this type of competition, the pilots fly a program of maneuvers (such as inverted flight, loop, roll, and various combinations). Each maneuver has a rating called the "K-Factor". Maximum points are given for the maneuver if it is flown perfectly; otherwise, points are deducted. Efficient maneuvers also enable the whole program to be completed with the height available. The winner is the pilot with the most points.


          


          Hazards


          Gliders, unlike hang gliders and paragliders, surround the pilot with a strong structure, so most accidents cause no injuries, but there are some hazards. Though training and safe procedures are central to the ethos of the sport, a few fatal accidents occur every year, almost all caused by pilot error. In particular there is a risk of mid-air collisions between gliders, because two pilots might choose to fly to the same area of lift and so might collide. Because of this risk, pilots usually wear parachutes. To avoid other gliders and general aviation traffic, pilots must comply with the Rules of the Air and keep a good lookout. In several European countries and Australia, the FLARM warning system is used to help avoid mid-air collisions between gliders.


          


          Challenges for the gliding movement


          Gliding as a sport faces challenges in the years ahead. These include:


          
            	Time pressures on participants: gliding typically takes whole days, which many people today find harder to devote. As a result the average age of glider pilots is increasing


            	Airspace: in many European countries the growth of civil aviation is reducing the amount of uncontrolled airspace


            	Competition from other activities: there is now a greater variety of similar sports such as hang gliding and paragliding that may attract potential glider pilots.


            	Lack of publicity: without coverage by television, many people are unaware of competitive gliding.


            	Increasing costs, due to higher costs of fuel and insurance, and due to greater regulation requiring equipment such as new radios or transponders.

          


          


          Learning to glide


          
            [image: The Blanik L-23, a common training glider]

            
              The Blanik L-23, a common training glider
            

          


          Most clubs offer trial lessons to people interested in learning to glide. National gliding associations have contact details for their member clubs. Because most gliders are designed to the same specifications of safety, the upper weight limit for pilots, after allowing for a parachute, is usually 103 kg (228 pounds). People over 193cm (6 4) will also have problems. The pupil flies with an instructor in a two-seat glider fitted with dual controls. The instructor performs the first launches and landings, typically from the back seat, but otherwise the pupil manages the controls. Some clubs offer courses over several days, with a mixture of winch and aerotow launches. It may take ab initios at least 50 training flights before they are deemed to have the skill and the airmanship necessary to fly solo.


          If winches are used, the cost of learning to glide is much less than that of learning to fly powered aircraft. Training using aerotow costs more than using winches, though fewer launches (as few as 25) might be needed. Simulators are also beginning to be used in training, especially during poor weather.


          After the first solo flight, further training with an instructor continues until the pupil is capable of taking a glider cross-country. In most countries pilots must sit examinations on the regulations, navigation, use of the radio, weather, principles of flight and human factors.


          


          Related air sports


          Most hang gliders are simpler and cheaper aircraft which pilots control by shifting body weight. These types have no protective structure around the pilot nor do they have an undercarriage. However, the dividing line between basic gliders and sophisticated hang-gliders is becoming less distinct. For example hang gliders typically use fabric wings, shaped over a framework, but hang gliders with rigid wings and three-axis controls are also available. The lower air speeds and lower glide ratios of typical hang gliders means that shorter cross-country distances are flown than in modern gliders. Paragliders are more basic craft. Their wings usually have no frames and their shape is created by the flow and pressure of air. The airspeed and glide ratio of paragliders are generally lower still than the averages found in hang gliders, and so their cross-country flights are even shorter. Radio-controlled gliding uses scale-models of gliders mainly for ridge soaring; however thermic aeromodelling craft are also used.
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        Gliese 876


        
          

          
            
              Gliese 876
            

            
              	Observation data

              Epoch J2000.0 Equinox J2000.0
            


            
              	Constellation

              ( pronunciation)

              	Aquarius
            


            
              	Right ascension

              	22h53m16.7s
            


            
              	Declination

              	-141549
            


            
              	Apparent magnitude (V)

              	10.18
            


            
              	Characteristics
            


            
              	Spectral type

              	M3.5V
            


            
              	U-B colour index

              	1.15
            


            
              	B-V colour index

              	1.59
            


            
              	Variable type

              	BY Draconis
            


            
              	Astrometry
            


            
              	Radial velocity (Rv)

              	-1.7 km/s
            


            
              	Proper motion ()

              	RA: 960.33 mas/ yr

              Dec.: -675.64 mas/ yr
            


            
              	Parallax ()

              	212.59 1.96 mas
            


            
              	Distance

              	15.3  0.1 ly

              (4.7  0.04 pc)
            


            
              	Absolute magnitude (MV)

              	11.82
            


            
              	Details
            


            
              	Mass

              	0.32  0.03 M☉
            


            
              	Radius

              	0.36 R☉
            


            
              	Luminosity

              	0.0124 L☉
            


            
              	Temperature

              	3,480  50 K
            


            
              	Metallicity

              	75% solar
            


            
              	Rotation

              	96.7 days
            


            
              	Age

              	9.9  109 years
            


            
              	Other designations
            


            
              	
                
                  BD-156290, G156-057, GCTP5546.00, HIP113020, ILAquarii, LHS530, Ross780, Vys337
                

              
            


            
              	Database references
            


            
              	SIMBAD

              	data
            


            
              	ARICNS

              	data
            

          


          Gliese 876, also cataloged as IL Aquarii, is a red dwarf star approximately 15 light-years away in the constellation of Aquarius (the the Water-bearer). As of 2006, it has been confirmed that three extrasolar planets orbit the star. Two of the planets are similar to Jupiter, while the closest planet is thought to be similar to a small Neptune or a large Earth.


          


          Distance and visibility


          Gliese 876 is located fairly close to our solar system. According to astrometric measurements made by the Hipparcos satellite, the star shows a parallax of 212.59 milliarcseconds, which corresponds to a distance of 4.70 parsecs (15.3 light years). Despite being located so close to us, the star is so faint that it is invisible to the naked eye and can only be seen using a telescope.


          


          Stellar characteristics


          As a red dwarf star, Gliese 876 is much less massive than our Sun: estimates suggest it has only 32% of the mass of our local star. The surface temperature of Gliese 876 is cooler than our Sun and the star has a smaller radius. These factors combine to make the star only 1.24% as luminous as the Sun, though most of this is at infrared wavelengths.


          Estimating the age and metallicity of cool stars is difficult due to the formation of diatomic molecules in their atmospheres, which makes the spectrum extremely complex. By fitting the observed spectrum to model spectra, it is estimated that Gliese 876 has a slightly lower abundance of heavy elements compared to the Sun (around 75% the solar abundance of iron). Based on chromospheric activity the star is likely to be around 6,520 or 9,900 million years old, depending on the theoretical model used.


          Like many low-mass stars, Gliese 876 is a variable star. It is classified as a BY Draconis variable and its brightness fluctuates by around 0.04 magnitudes. This type of variability is thought to be caused by large starspots moving in and out of view as the star rotates.


          


          Planetary system


          In 1998 an extrasolar planet was announced in orbit around Gliese 876 by two independent teams led by Geoffrey Marcy and Xavier Delfosse. The planet was designated Gliese 876b and was detected by making measurements of the star's radial velocity as the planet's gravity pulled it around. The planet, around twice the mass of Jupiter, revolves around its star in an orbit taking approximately 61 days to complete, at a distance of only 0.208 AU, less than the distance from the Sun to Mercury.


          
            [image: An artist's impression of the outer most planet, Gliese 876b.]

            
              An artist's impression of the outer most planet, Gliese 876b.
            

          


          In 2001 a second planet was detected in the system, inside the orbit of the previously-discovered planet. The 0.62 Jupiter-mass planet, designated Gliese 876c is in a 1:2 orbital resonance with the outer planet, taking 30.340 days to orbit the star. This relationship between the orbital periods initially disguised the planet's radial velocity signature as an increased orbital eccentricity of the outer planet. The two planets undergo strong gravitational interactions as they orbit the star, causing the orbital elements to change rapidly.


          
            [image: An artist's impression of the inner most planet, Gliese 876d.]

            
              An artist's impression of the inner most planet, Gliese 876d.
            

          


          In 2005, further observations by a team led by Eugenio Rivera revealed a third planet in the system, inside the orbits of the two Jupiter-size planets. The planet, designated Gliese 876d, has a minimum mass only 5.88 times that of the Earth and may be a terrestrial planet. Based on the radial velocity measurements and modelling the interactions between the two giant planets, the system's inclination is estimated to be around 50 to the plane of the sky. If this is the case and the system is assumed to be coplanar, the planetary masses are around 30% greater than the lower limits established by the radial velocity method. This would make the inner planet have a true mass around 7.5 times that of Earth. On the other hand, astrometric methods suggest an inclination around 84 for the outermost planet, which would mean the true masses are only slightly greater than the lower limit.. Another investigation led by Paul Shankland (which included Rivera and others), reveals a lack of any astronomical transits of the planets across the face of the star -- along with a radial velocity 'tilt' away from 90 (caused by the Rossiter-McLaughlin effect) -- and so indicates the notional ~90 inclination is further unlikely.


          Both of the system's Jupiter-mass planets are located in the 'traditional' habitable zone (HZ) of Gliese 876, which extends between 0.116 to 0.227 AU from the star. This leaves little room for an additional habitable Earth-size planet in that part of the system. On the other hand, large moons of the gas giants, if they exist, may be able to support life. Furthermore, the habitable zone for planets whose rotation is synchronous with their orbital motion may be wider than the traditional view, which may enable the existence of habitable planets elsewhere in the system.


          



          
            
              The Gliese 876 system
            

            
              	Companion

              (in order from star)

              	Mass

              	Semimajor axis

              ( AU)

              	Orbital period

              (days)

              	Eccentricity
            


            
              	d

              	>0.0185  0.0031 MJ

              	0.0208  0.0012

              	1.937760  0.000070

              	0
            


            
              	c

              	>0.619  0.088 MJ

              	0.1303  0.0075

              	30.340  0.013

              	0.2243  0.0013
            


            
              	b

              	>1.93  0.27 MJ

              	0.208  0.012

              	60.940  0.013

              	0.0249  0.0026
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        Global


        
          

          The adjective "global" and the adverb "globally" are synonyms of worldwide and mean of or relating to or involving the entire world in the general sense or as the planet Earth. They are sometimes used as synonyms for international/internationally but this usage is not recorded in dictionaries and is usually considered incorrect:


          
            	"Global" implicitly implies the concept of " one world"


            	International is a broader term, in that it can refer to something involving all nations or as few as only two nations, but, presumably, all must be potentially involved before it becomes truly global.


            	Nations are concerned primarily with humanity's concerns, and that usually in a narrow time frame, whereas there are many global concerns that transcend species or generations.

          


          Nonetheless, "global" has passed into common usage, especially in the media, academia, and the business world, and among left-wing supporters of a "one world" concept. Many use this term in situations where "international" would clearly be the more appropriate term, as there are few things that are truly global (even the much-touted "global economy" for example does not include Antarctica, North Korea, etc.). Nevertheless, just as its synonym "worldwide", "global" is often appropriate when one wants to emphasise that something affects the entire world even if not all nations or all parts of the earth are directly included. For example, Antarctica and North Korea and even isolated jungle tribes are very strongly affected by the global economy even if they do not actively participate in global trade.


          The usage of "global" is correct when referring to things which do involve the Planet Earth as one single unit, for example: global maps, global weather patterns, global satellite photos.
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        Global climate model


        
          

          
            [image: Climate models are systems of differential equations based on the basic laws of physics, fluid motion, and chemistry. To “run” a model, scientists divide the planet into a 3-dimensional grid, apply the basic equations, and evaluate the results. Atmospheric models calculate winds, heat transfer, radiation, relative humidity, and surface hydrology within each grid and evaluate interactions with neighboring points.]

            
              Climate models are systems of differential equations based on the basic laws of physics, fluid motion, and chemistry. To run a model, scientists divide the planet into a 3-dimensional grid, apply the basic equations, and evaluate the results. Atmospheric models calculate winds, heat transfer, radiation, relative humidity, and surface hydrology within each grid and evaluate interactions with neighboring points.
            

          


          General Circulation Models (GCMs) are a class of computer-driven models for weather forecasting, understanding climate and projecting climate change, where they are commonly called Global Climate Models. Versions designed for decade to century time scale climate applications were originally created by Syukuro Manabe and Kirk Bryan at the Geophysical Fluid Dynamics Laboratory in Princeton, New Jersey. These computationally intensive numerical models are based on the integration of a variety of fluid dynamical, chemical, and sometimes biological equations.


          


          Atmospheric vs Ocean models


          There are both atmospheric GCMs (AGCMs) and oceanic GCMs (OGCMs). An AGCM and an OGCM can be coupled together to form an atmosphere-ocean coupled general circulation model (AOGCM). With the addition of other components (such as a sea ice model or a model for evapotranspiration over land), the AOGCM becomes the basis for a full climate model. Within this structure, different variations can exist, and their varying response to climate change may be studied (e.g., Sun and Hansen, 2003).


          


          Modeling trends: Carbon and Sulphur Cycle


          A recent trend in GCMs is to extend them to become Earth system models, that include such things as submodels for atmospheric chemistry or a carbon cycle model to better predict changes in carbon dioxide concentrations resulting from changes in emissions. In addition this approach allows feedback between these systems to be taken into account. For example, Chemistry-Climate models allow the possible effects of climate change on the recovery of the ozone hole to be studied.


          Climate prediction uncertainties depend on uncertainties in both models and the future course of industrial growth and technology (which is currently the largest unknown) (see IPCC scenarios below). Progress has been made in incorporating more realistic physics in the models, but significant uncertainties and unknowns remain.


          Note that many simpler levels of climate model exist; some are of only heuristic interest; others continue to be scientifically relevant.


          


          Model structure


          Three-dimensional (more properly four-dimensional) GCMs discretise the equations for fluid motion and integrate these forward in time. They also contain parametrisations for processes - such as convection - that occur on scales too small to be resolved directly. More sophisticated models may include representations of the carbon and other cycles.


          A simple general circulation model (SGCM), a minimal GCM, consists of a dynamical core that relates material properties such as temperature to dynamical properties such as pressure and velocity. Examples are codes that solve the primitive equations, given energy input into the model, and energy dissipation in the form of scale-dependent friction, so that atmospheric waves with the highest wavenumbers are the ones most strongly attenuated. Such models may be used to study atmospheric processes within a simplified framework but are not suitable for future climate projections.


          Atmospheric GCMs (AGCMs) model the atmosphere (and typically contain a land-surface model as well) and impose sea surface temperatures (SSTs). A large amount of information including model documentation is available from AMIP . They may include atmospheric chemistry.


          
            	AGCMs consist of a dynamical core which integrates the equations of fluid motion, typically for:

              
                	surface pressure


                	horizontal components of velocity in layers


                	temperature and water vapor in layers

              

            


            	There is generally a radiation code, split into solar/short wave and terrestrial/infra-red/long wave


            	Parametrizations are used to include the effects of various processes. All modern AGCMs include parameterizations for:

              
                	convection


                	land surface processes, albedo and hydrology


                	cloud cover

              

            

          


          A GCM contains a number of prognostic equations that are stepped forward in time (typically winds, temperature, moisture, and surface pressure) together with a number of diagnostic equations that are evaluated from the simultaneous values of the variables. As an example, pressure at any height can be diagnosed by applying the hydrostatic equation to the predicted surface pressure and the predicted values of temperature between the surface and the height of interest. The pressure diagnosed in this way then is used to compute the pressure gradient force in the time-dependent equation for the winds.


          Oceanic GCMs (OGCMs) model the ocean (with fluxes from the atmosphere imposed) and may or may not contain a sea ice model. For example, the standard resolution of HadOM3 is 1.25 degrees in latitude and longitude, with 20 vertical levels, leading to approximately 1,500,000 variables.


          Coupled atmosphere-ocean GCMs (AOGCMs) (e.g. HadCM3, GFDL CM2.X) combine the two models. They thus have the advantage of removing the need to specify fluxes across the interface of the ocean surface. These models are the basis for sophisticated model predictions of future climate, such as are discussed by the IPCC.


          AOGCMs represent the pinnacle of complexity in climate models and internalise as many processes as possible. They are the only tools that could provide detailed regional predictions of future climate change. However, they are still under development. The simpler models are generally susceptible to simple analysis and their results are generally easy to understand. AOGCMs, by contrast, are often nearly as hard to analyse as the real climate system.


          


          Model grids


          The fluid equations for AGCMs are discretised using either the finite difference method or the spectral method. For finite differences, a grid regular (i.e. with constant grid spacing) in latitude and longitude is most common. However, variable resolution grids can be used. The "LMDz" model can be arranged to give high resolution over any given section of the planet. HadGEM1 (and other ocean models) use an ocean grid with higher resolution in the tropics to help resolve processes believed to be important for ENSO. Spectral models generally use a gaussian grid, because of the mathematics of transformation between spectral and grid-point space. Typical AGCM resolutions are between 1 and 5 degrees in latitude or longitude: the Hadley Centre model HadAM3, for example, uses 2.5 degrees in latitude and 3.75 in longitude, giving a grid of 73 by 96 points; and has 19 levels in the vertical. This results in approximately 500,000 "basic" variables, since each grid point has four variables ( u,v,T, Q), though a full count would give more (clouds; soil levels). HadGEM1 uses a grid of 1.25 in latitude and 1.875 degrees in longitude.


          For a standard finite difference model, the gridlines converge towards the poles. This would lead to computational instabilities (see CFL condition) and so the model variables must be filtered along lines of latitude close to the poles. Ocean models suffer from this problem too, unless a rotated grid is used in which the North Pole is shifted onto a nearby landmass. Spectral models do not suffer from this problem. There are experiments using geodesic grids and icosahedral grids, which (being more uniform) do not have pole-problems.


          


          Flux correction


          Early generations of AOGCMs required a somewhat ad hoc process of "flux correction" to achieve a stable climate. Flux correction amounts to a linearization of the climate about the current state, so that models of climate change would start from reasonable initial conditions. A world with excessive sea ice, for example, might be unduly sensitive to an increase in greenhouse gasses, while one with no sea ice at all would underestimate the effect of such a change. The danger, however, is that a model may need flux corrections because of unrealistically strong feedback processes that result in a transition to a different climate state. As a result, there has been strong movement away from the use of flux corrections, and the vast majority of models used in the current round of the Intergovernmental Panel on Climate Change do not use them. The model improvements that now make flux corrections unnecessary are various, but include improved ocean physics, improved resolution in both atmosphere and ocean, and a better fit between atmosphere and ocean models. Most recent simulations show "plausible" agreement with the measured temperature anomalies over the past 150 years, when forced by observed changes in "greenhouse" gases and aerosols, but better agreement is achieved when natural forcings are also included .


          


          Convection


          Moist convection causes the release of latent heat and is important to the Earth's energy budget. Convection occurs on too small a scale to be resolved by climate models, and hence must be parameterised. This has been done since the earliest days of climate modelling, in the 1950s. Akio Arakawa did much of the early work and variants of his scheme are still used although there is a variety of different schemes now in use . The behaviour of clouds is still poorly understood and is parametrized. . Convection velocity and enstrophy conserving parametrization is in use in the UCLA VI AGCM.


          


          Output variables


          Most models include software to diagnose a wide range of variables for comparison with observations or study of atmospheric processes. An example is the 1.5 metre temperature, which is the standard height for near-surface observations of air temperature. This temperature is not directly predicted from the model but is deduced from the surface and lowest-model-layer temperatures. Other software is used for creating plots and animations.


          


          Projections of future climate change


          
            [image: Shows the distribution of warming during the 21st century predicted by the HadCM3 climate model (one of those used by the IPCC) if a business-as-usual scenario is assumed for economic growth and greenhouse gas emissions. The average warming predicted by this model is 3.0 °C.]

            
              Shows the distribution of warming during the 21st century predicted by the HadCM3 climate model (one of those used by the IPCC) if a business-as-usual scenario is assumed for economic growth and greenhouse gas emissions. The average warming predicted by this model is 3.0 C.
            

          


          Coupled ocean-atmosphere GCMs use transient climate simulations to project/predict future temperature changes under various scenarios. These can be idealised scenarios (most commonly, CO2 increasing at 1%/yr) or more realistic (usually the "IS92a" or more recently the SRES scenarios). Which scenarios should be considered most realistic is currently uncertain, as the projections of future CO2 (and sulphate) emission are themselves uncertain.


          The 2001 IPCC Third Assessment Report figure 9.3 shows the global mean response of 19 different coupled models to an idealised experiment in which CO2 is increased at 1% per year . Figure 9.5 shows the response of a smaller number of models to more realistic forcing. For the 7 climate models shown there, the temperature change to 2100 varies from 2 to 4.5 C with a median of about 3 C.


          Future scenarios do not include unknowable events - for example, volcanic eruptions or changes in solar forcing. These effects are believed to be small in comparison to GHG forcing in the long term, but a large volcanic eruption, for example, could have a temporary cooling effect.


          Human emissions of GHGs are an external input to the models, although it would be possible to couple in an economic model to provide these as well. Atmospheric GHG levels are usually supplied as an input, though it is possible to include a carbon cycle model including land vegetation and oceanic processes to calculate GHG levels.


          


          Accuracy of models that predict global warming


          
            [image: Mean global temperatures from observations and two climate models.]

            
              Mean global temperatures from observations and two climate models.
            

          


          
            [image: SST errors in HadCM3]

            
              SST errors in HadCM3
            

          


          According to the IPCC, the majority of climatologists agree that important climate processes are imperfectly accounted for by the climate models but don't think that better models would change the conclusion. Scientists point out that there are specific flaws in the models, such as albedo errors, and external factors not taken into consideration that could change the conclusion above. GCMs are capable of reproducing the general features of the observed global temperature over the past century .


          A debate over how to reconcile climate model predictions that upper air (tropospheric) warming should be greater than surface warming, with observations some of which appeared to show otherwise now appears to have been resolved in favour of the models, following revisions to the data: see satellite temperature record.


          The effects of clouds are a significant area of uncertainty in climate models. Clouds have competing effects on the climate. One of the roles that clouds play in climate is in cooling the surface by reflecting sunlight back into space; another is warming by increasing the amount of infrared radiation emitted from the atmosphere to the surface. In the 2001 IPCC report on climate change, the possible changes in cloud cover were highlighted as one of the dominant uncertainties in predicting future climate change; see also .


          Thousands of climate researchers around the world use climate models to understand the climate system. There are thousands of papers published about model-based studies in peer-reviewed journals - and a part of this research is work improving the models. Improvement has been difficult but steady (most obviously, state of the art AOGCMs no longer require flux correction), and progress has sometimes led to discovering new uncertainties.


          In 2000, a comparison between measurements and dozens of GCM simulations of ENSO-driven tropical precipitation, water vapor, temperature, and outgoing longwave radiation found similarity between measurements and simulation of most factors. However the simulated change in precipitation was about one-fourth less than what was observed. Errors in simulated precipitation imply errors in other processes, such as errors in the evaporation rate that provides moisture to create precipitation. The other possibility is that the satellite-based measurements are in error. Either indicates progress is required in order to monitor and predict such changes.


          A more complete discussion of climate models is provided by the IPCC TAR chapter 8, Model Evaluation (2001).


          
            	The model mean exhibits good agreement with observations.


            	The individual models often exhibit worse agreement with observations.


            	Many of the non-flux adjusted models suffered from unrealistic climate drift up to about 1C/century in global mean surface temperature.


            	The errors in model-mean surface air temperature rarely exceed 1 C over the oceans and 5 C over the continents; precipitation and sea level pressure errors are relatively greater but the magnitudes and patterns of these quantities are recognisably similar to observations.


            	Surface air temperature is particularly well simulated, with nearly all models closely matching the observed magnitude of variance and exhibiting a correlation > 0.95 with the observations.


            	Simulated variance of sea level pressure and precipitation is within 25% of observed.


            	All models have shortcomings in their simulations of the present day climate of the stratosphere, which might limit the accuracy of predictions of future climate change.

              
                	There is a tendency for the models to show a global mean cold bias at all levels.


                	There is a large scatter in the tropical temperatures.


                	The polar night jets in most models are inclined poleward with height, in noticeable contrast to an equatorward inclination of the observed jet.


                	There is a differing degree of separation in the models between the winter sub-tropical jet and the polar night jet.

              

            


            	For nearly all models the r.m.s. error in zonal- and annual-mean surface air temperature is small compared with its natural variability.

              
                	There are problems in simulating natural seasonal variability. ( 2000)

                  
                    	In flux-adjusted models, seasonal variations are simulated to within 2 K of observed values over the oceans. The corresponding average over non-flux-adjusted models shows errors up to about 6 K in extensive ocean areas.


                    	Near-surface land temperature errors are substantial in the average over flux-adjusted models, which systematically underestimates (by about 5 K) temperature in areas of elevated terrain. The corresponding average over non-flux-adjusted models forms a similar error pattern (with somewhat increased amplitude) over land.


                    	In Southern Ocean mid-latitudes, the non-flux-adjusted models overestimate the magnitude of January-minus-July temperature differences by ~5 K due to an overestimate of summer (January) near-surface temperature. This error is common to five of the eight non-flux-adjusted models.


                    	Over Northern Hemisphere mid-latitude land areas, zonal mean differences between July and January temperatures simulated by the non-flux-adjusted models show a greater spread (positive and negative) about observed values than results from the flux-adjusted models.


                    	The ability of coupled GCMs to simulate a reasonable seasonal cycle is a necessary condition for confidence in their prediction of long-term climatic changes (such as global warming), but it is not a sufficient condition unless the seasonal cycle and long-term changes involve similar climatic processes.

                  

                

              

            

          


          
            [image: North American precipitation from various models.]

            
              North American precipitation from various models.
            

          


          
            	Coupled climate models do not simulate with reasonable accuracy clouds and some related hydrological processes (in particular those involving upper tropospheric humidity). Problems in the simulation of clouds and upper tropospheric humidity, remain worrisome because the associated processes account for most of the uncertainty in climate model simulations of anthropogenic change.
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              Temperature predictions from some climate models assuming the SRES A2 emissions scenario.
            

          


          The precise magnitude of future changes in climate is still uncertain ; for the end of the 21st century (2071 to 2100), for SRES scenario A2, the change of global average SAT change from AOGCMs compared with 1961 to 1990 is +3.0 C (4.8 F) and the range is +1.3 to +4.5 C (+2 to +7.2 F).


          Forecasts of climate change are inevitably uncertain. Even the degree of uncertainty is uncertain, a problem that stems from the fact that these climate models do not necessarily span the full range of known climate system behaviour.


          



          


          Relation to weather forecasting


          The global climate models used for climate projections are very similar in structure to (and often share computer code with) numerical models for weather prediction but are nonetheless logically distinct: see climate vs weather for details.


          Most weather forecasting is done on the basis of interpreting the output of numerical model results. Since forecasts are shorttypically a few days or a weeksuch models do not usually contain an ocean model but rely on imposed SSTs. They also require accurate initial conditions to begin the forecasttypically these are taken from the output of a previous forecast, with observations blended in. Because the results are needed quickly the predictions must be run in a few hours; but because they only need to cover a week of real time these predictions can be run at higher resolution than in climate mode. Currently the ECMWF runs at 40 km resolution as opposed to the 100-200 km scale used by typical climate models. Often nested models are run forced by the global models for boundary conditions, to achieve higher local resolution: for example, the Met Office runs a mesoscale model with an 11 km resolution covering the UK, and various agencies in the U.S. also run nested models such as the NGM and NAM models. Like most global numerical weather prediction models such as the GFS, global climate models are often spectral models instead of grid models. Spectral models are often used for global models because some computations in modeling can be performed faster thus reducing the time needed to run the model simulation.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Global_climate_model"
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        Globalization
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          Globalization (or globalisation) in its literal sense is the process of making, transformation of some things or phenomena into global ones. It can be described as a process by which the people of the world are unified into a single society and function together. This process is a combination of economic, technological, sociocultural and political forces. Globalization is very often used to refer to economic globalization, that is integration of national economies into the international economy through trade, foreign direct investment, capital flows, migration, and the spread of technology.


          Thomas L. Friedman "examines the impact of the 'flattening' of the globe", and argues that globalized trade, outsourcing, supply-chaining, and political forces have changed the world permanently, for both better and worse. He also argues that the pace of globalization is quickening and will continue to have a growing impact on business organization and practice.


          Noam Chomsky argues that the word globalization is also used, in a doctrinal sense, to describe the neoliberal form of economic globalization.


          Herman E. Daly argues that sometimes the terms internationalization and globalization are used interchangeably but there is a slight formal difference. The term "internationalization" refers to the importance of international trade, relations, treaties etc. International means between or among nations. "Globalization" means erasure of national boundaries for economic purposes; international trade (governed by comparative advantage) becomes interregional trade (governed by absolute advantage).


          


          History


          The word "Globalization" has been used by economists since the 1980's; however, its concepts did not become popular until the later half of the 1980s and 1990's. The earliest written theoretical concepts of globalization were penned by an American entrepreneur-turned-minister Charles Taze Russell who coined the term 'corporate giants' in 1897.


          Globalization in its largest extent began a bit before the turn of the 16th century, in Portugal. The country's global explorations in the 16th century linked continents, economies and cultures as never before. The Kingdom of Portugal kicked off what has come to be known as the Age of Discovery, in the mid-1400s. The western-most country in Europe, it was the first to significantly probe the Atlantic Ocean, colonizing the Azores, Madeira and other Atlantic islands, then braving the west coast of Africa. In 1488, Portuguese explorer Bartolomeu Dias was the first to sail around the southern tip of Africa, and in 1498 his countryman Vasco da Gama repeated the experiment, making it as far as India. In 1500, Pedro lvares Cabral discovered Brazil. The Portuguese Empire would establish ports, forts and trading posts as far west as Brazil, as far east as Japan and Timor, and along the coasts of Africa, India and China. For the first time in history, a wave of global trade, colonization, and enculturation reached all corners of the world.


          Globalization is viewed as a centuries long process, tracking the expansion of human population and the growth of civilization, that has accelerated dramatically in the past 50 years. Early forms of globalization existed during the Roman Empire, the Parthian empire, and the Han Dynasty, when the silk road started in China, reached the boundaries of the Parthian empire, and continued onwards towards Rome. The Islamic Golden Age is also an example, when Muslim traders and explorers established an early global economy across the Old World resulting in a globalization of crops, trade, knowledge and technology; and later during the Mongol Empire, when there was greater integration along the Silk Road. Global integration continued through the expansion of European trade, as in the 16th and 17th centuries, when the Portuguese and Spanish Empires reached to all corners of the world after expanding to the Americas. Globalization has had a tremendous impact on cultures, particularly indigenous cultures, around the world.


          In the 17th century, Globalization became a business phenomenon when the Dutch East India Company, which is often described as the first multinational corporation, was established. Because of the high risks involved with international trade, the Dutch East India Company became the first company in the world to share risk and enable joint ownership through the issuing of shares: an important driver for globalization.


          In the 19th century it was sometimes called "The First Era of Globalization" a period characterized by rapid growth in international trade and investment, between the European imperial powers, their colonies, and, later, the United States. It was in this period that areas of sub-saharan Africa and the Island Pacific were incorporated into the world system. The "First Era of Globalization" began to break down at the beginning with the first World War, and later collapsed during the gold standard crisis in the late 1920s and early 1930s.


          


          Modern Globalization


          Globalization in the era since World War II was first the result of planning by economists, business interests, and politicians who recognized the costs associated with protectionism and declining international economic integration. Their work led to the Bretton Woods conference and the founding of several international institutions intended to oversee the renewed processes of globalization, promoting growth and managing adverse consequences.


          These were the International Bank for Reconstruction and Development (the World Bank) and the International Monetary Fund. It has been facilitated by advances in technology which have reduced the costs of trade, and trade negotiation rounds, originally under the auspices of GATT, which led to a series of agreements to remove restrictions on free trade.


          Since World War II, barriers to international trade have been considerably lowered through international agreements - General Agreement on Tariffs and Trade (GATT). Particular initiatives carried out as a result of GATT and the World Trade Organization (WTO), for which GATT is the foundation, have included:


          
            	Promotion of free trade:

              
                	Reduction or elimination of tariffs; construction of free trade zones with small or no tariffs


                	Reduced transportation costs, especially from development of containerization for ocean shipping.


                	Reduction or elimination of capital controls


                	Reduction, elimination, or harmonization of subsidies for local businesses

              

            


            	Restriction of free trade:

              
                	Harmonization of intellectual property laws across the majority of states, with more restrictions.


                	Supranational recognition of intellectual property restrictions (e.g. patents granted by China would be recognized in the United States)

              

            

          


          The Uruguay Round (1984 to 1995) led to a treaty to create the World Trade Organization (WTO), to mediate trade disputes and set up a uniform platform of trading. Other bi- and multilateral trade agreements, including sections of Europe's Maastricht Treaty and the North American Free Trade Agreement (NAFTA) have also been signed in pursuit of the goal of reducing tariffs and barriers to trade.


          World exports rose from 8.5% of gross world product in 1970 to 16.1% of gross world product in 2001.


          The use of the term globalization (in the doctrinal sense), in the context of these developments has been analysed by many including Noam Chomsky who states


          
            
              	

              	... That enhances what's called "globalization," a term of propaganda used conventionally to refer to a certain particular form of international integration that is (not surprisingly) beneficial to its designers: Multinational corporations and the powerful states to which they are closely linked.

              	
            

          


          Critics have observed that the term's contemporary usage comprises several meanings, for example Noam Chomsky states that:


          
            
              	

              	The term "globalization," like most terms of public discourse, has two meanings: its literal meaning, and a technical sense used for doctrinal purposes. In its literal sense, "globalization" means international integration. Its strongest proponents since its origins have been the workers movements and the left (which is why unions are called "internationals"), and the strongest proponents today are those who meet annually in the World Social Forum and its many regional offshoots. In the technical sense defined by the powerful, they are described as "anti-globalization," which means that they favour globalization directed to the needs and concerns of people, not investors, financial institutions and other sectors of power, with the interests of people incidental. That's "globalization" in the technical doctrinal sense.

              	
            

          


          


          Measuring globalization
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              Globalization has had an impact on different cultures around the world.
            

          


          Looking specifically at economic globalization, it can be measured in different ways. These centre around the four main economic flows that characterize globalization:


          
            	Goods and services, e.g. exports plus imports as a proportion of national income or per capita of population


            	Labor/people, e.g. net migration rates; inward or outward migration flows, weighted by population


            	Capital, e.g. inward or outward direct investment as a proportion of national income or per head of population


            	Technology, e.g. international research & development flows; proportion of populations (and rates of change thereof) using particular inventions (especially 'factor-neutral' technological advances such as the telephone, motorcar, broadband)

          


          As globalization is not only an economic phenomenon, a multivariate approach to measuring globalization is the recent index calculated by the Swiss think tank KOF. The index measures the three main dimensions of globalization: economic, social, and political. In addition to three indices measuring these dimensions, an overall index of globalization and sub-indices referring to actual economic flows, economic restrictions, data on personal contact, data on information flows, and data on cultural proximity is calculated. Data is available on a yearly basis for 122 countries, as detailed in Dreher, Gaston and Martens (2008). According to the index, the world's most globalized country is Belgium, followed by Austria, Sweden, the United Kingdom and the Netherlands. The least globalized countries according to the KOF-index are Haiti, Myanmar the Central African Republic and Burundi. Other measures conceptualize Globalization as diffusion and develop interactive procedure to capture the degree of its impact Jahn 2006.


          A.T. Kearney and Foreign Policy Magazine jointly publish another Globalization Index. According to the 2006 index, Singapore, Ireland, Switzerland, the U.S., the Netherlands, Canada and Denmark are the most globalized, while Egypt, Indonesia, India and Iran are the least globalized among countries listed.


          


          Effects of globalization


          Globalization has various aspects which affect the world in several different ways such as:


          
            	Industrial (alias trans nationalization) - emergence of worldwide production markets and broader access to a range of foreign products for consumers and companies. Particularly movement of material and goods between and within transnational corporations, and access to goods by wealthier nations and individuals at the expense of poorer nations and individuals who supply the labour.


            	Financial - emergence of worldwide financial markets and better access to external financing for corporate, national and subnational borrowers. Simultaneous though not necessarily purely globalist is the emergence of under or un-regulated foreign exchange and speculative markets leading to inflated wealth of investors and artificial inflation of commodities, goods, and in some instances entire nations as with the Asian economic boom-bust that was brought on externally by "free" trade.


            	Economic - realization of a global common market, based on the freedom of exchange of goods and capital.


            	Political - political globalization is the creation of a world government which regulates the relationships among nations and guarantees the rights arising from social and economic globalization. Politically, the United States has enjoyed a position of power among the world powers; in part because of its strong and wealthy economy. With the influence of Globalization and with the help of The United States own economy, the People's Republic of China has experienced some tremendous growth within the past decade. If China continues to grow at the rate projected by the trends, then it is very likely that in the next twenty years, there will be a major reallocation of power among the world leaders. China will have enough wealth, industry, and technology to rival the United States for the position of leading world power. The European Union, Russian Federation and India are among the other already-established world powers which may have the ability to influence future world politics.


            	Informational - increase in information flows between geographically remote locations. Arguably this is a technological change with the advent of fibre optic communications, satellites, and increased availability of telephony and Internet, possibly ancillary or unrelated to the globalist ideology.


            	Cultural - growth of cross-cultural contacts; advent of new categories of consciousness and identities such as Globalism - which embodies cultural diffusion, the desire to consume and enjoy foreign products and ideas, adopt new technology and practices, and participate in a "world culture"; loss of languages (and corresponding loss of ideas), also see Transformation of culture


            	Ecological- the advent of global environmental challenges that can not be solved without international cooperation, such as climate change, cross-boundary water and air pollution, over-fishing of the ocean, and the spread of invasive species. Many factories are built in developing countries where they can pollute freely. Globalism and free trade interplay to increase pollution and accelerate it in the name of an ever expanding capitalist growth economy in a non-expanding world. The detriment is again to the poorer nations while the benefit is allocated to the wealthier nations.


            	Social - increased circulation by people of all nations with fewer restrictions. Provided that the people of those nations are wealthy enough to afford international travel, which the majority of the world's population is not. An illusory 'benefit' recognized by the elite and wealthy, and increasingly so as fuel and transport costs rise.


            	Transportation - fewer and fewer European cars on European roads each year (the same can also be said about American cars on American roads) and the death of distance through the incorporation of technology to decrease travel time. This would appear to be a technological advancement recognized by those who work in information, rather than labour intensive markets, accessible to the few rather than the many, and if it is indeed an effect of globalism, reflects the disproportionate inequitable allocation of resources rather than a benefit to humanity overall.


            	
              International cultural exchange

              
                	Spreading of multiculturalism, and better individual access to cultural diversity (e.g. through the export of Hollywood and Bollywood movies). However, the imported culture can easily supplant the local culture, causing reduction in diversity through hybridization or even assimilation. The most prominent form of this is Westernization, but Sinicization of cultures has taken place over most of Asia for many centuries. Arguably the hegemonic efects of globalism and homogenization of culture as the capitalist globalist economy becomes the "only" way that countries may participate through the IMF and World Bank leads to a destruction rather than an appreciation of differences in culture.


                	Greater international travel and tourism for the few who can afford international travel and tourism.


                	Greater immigration, including illegal immigration, except for those countries around the world including the UK, Canada, and the United States who have in 2008 accelerated removal of illegal migrants and modified laws to increase the ease of removing those who have entered the country illegally, while ensuring that immigration policies allow those more favourable to the stimulation of economy to enter, primarily focusing on the capital that immigrants can move into a country with them.


                	Spread of local consumer products (e.g. food) to other countries (often adapted to their culture) including genetically modified organisms. A new and novel feature of the globalist growth economy is the birth of the licensed seed which will only be viable for one season and can not be replanted in a subsequent season - ensuring a captive market to a corporation. Entire nations may have their food supply controlled by a company successful in implementing such GMOs potentially through World Bank or IMF loan conditions.


                	World-wide fads and pop culture such as Pokmon, Sudoku, Numa Numa, Origami, Idol series, YouTube, Orkut, Facebook, and MySpace. Accessible to those who have Internet or Television, leaving out a substantial segment of the Earth's population.


                	World-wide sporting events such as FIFA World Cup and the Olympic Games.


                	Formation or development of a set of universal values - Homogenization of Culture

              

            


            	
              Technical

              
                	Development of a global telecommunications infrastructure and greater transborder data flow, using such technologies as the Internet, communication satellites, submarine fibre optic cable, and wireless telephones


                	Increase in the number of standards applied globally; e.g. copyright laws, patents and world trade agreements.

              

            


            	
              Legal/Ethical

              
                	The creation of the international criminal court, which the United States has refused to sign on to, and international justice movements.


                	Crime importation and raising awareness of global crime-fighting efforts and cooperation.


                	Sexual awareness  It is often easy to only focus on the economic aspects of Globalization. This term also has strong social meanings behind it. Globalization can also mean a cultural interaction between different countries. Globalization may also have social effects such changes in sexual inequality, and to this issue brought about a greater awareness of the different (often more brutal) types of gender discrimination throughout the world. For example, Women and girls in African countries have long been subjected to female circumcision- such a harmful procedure has been since exposed to the world, and the practice is now decreasing in occurrence.


                	Increasing concentration of wealth in fewer and fewer hands. Media and other multinational mergers leading to fewer corporations controlling vaster segments of society and production. The decrease in the middle class, and the increase in poverty observed within Globalized and deregulated nations. Globalization was responsible for the largest sovereign debt default in world history, bankrupting the entire nation of Argentina in 2002. Globalization did, however, benefit business and finance in that large corporations and multinational banks were able to move over $40BN in cash out of Argentina literally in the dead of night as there were no regulations in this deregulated and globalized country to prevent them from doing so. Opponents of Globalization argue that the banks locking the citizens out of their own accounts, the 60% and above unemployment rate, and the bankruptcy of an entire nation are arguments against globalization.

              

            

          


          


          Pro-globalization (globalism)
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              Globalization advocates such as Jeffrey Sachs point to the above average drop in poverty rates in countries, such as China, where globalization has taken a strong foothold, compared to areas less affected by globalization, such as Sub-Saharan Africa, where poverty rates have remained stagnant.
            

          


          Generally, support of Free Trade, Capitalism, and Democracy - systems which are widely believed to facilitate Globalization. Supporters of free trade claim that it increases economic prosperity as well as opportunity, especially among developing nations, enhances civil liberties and leads to a more efficient allocation of resources. Economic theories of comparative advantage suggest that free trade leads to a more efficient allocation of resources, with all countries involved in the trade benefiting. In general, this leads to lower prices, more employment, higher output and a higher standard of living for those in developing countries.


          
            
              One of the ironies of the recent success of India and China is the fear that... success in these two countries comes at the expense of the United States. These fears are fundamentally wrong and, even worse, dangerous. They are wrong because the world is not a zero-sum struggle... but rather is a positive-sum opportunity in which improving technologies and skills can raise living standards around the world.

            


            
               Jeffrey D. Sachs,The End of Poverty, 2005
            

          


          Libertarians and proponents of laissez-faire capitalism say that higher degrees of political and economic freedom in the form of democracy and capitalism in the developed world are ends in themselves and also produce higher levels of material wealth. They see globalization as the beneficial spread of liberty and capitalism.


          Supporters of democratic globalization are sometimes called pro-globalists. They believe that the first phase of globalization, which was market-oriented, should be followed by a phase of building global political institutions representing the will of world citizens. The difference from other globalists is that they do not define in advance any ideology to orient this will, but would leave it to the free choice of those citizens via a democratic process.


          Some, such as Senator Douglas Roche, O.C., simply view globalization as inevitable and advocate creating institutions such as a directly-elected United Nations Parliamentary Assembly to exercise oversight over unelected international bodies.


          Supporters of globalization argue that the anti-globalization movement uses anecdotal evidence to support their protectionist view, whereas worldwide statistics strongly support globalization:


          
            	From 1981 to 2001, according to World Bank figures, the number of people living on $1 a day or less declined from 1.5 billion to 1.1 billion in absolute terms. At the same time, the world population increased, so in percentage terms the number of such people in developing nations declined from 40% to 20% of the population. with the greatest improvements occurring in economies rapidly reducing barriers to trade and investment; yet, some critics argue that more detailed variables measuring poverty should be studied instead .


            	The percentage of people living on less than $2 a day has decreased greatly in areas effected by globalization, whereas poverty rates in other areas have remained largely stagnant. In East-Asia, including China, the percentage has decreased by 50.1% compared to a 2.2% increase in Sub-Saharan Africa.

          


          
            
              	Area

              	Demographic

              	1981

              	1984

              	1987

              	1990

              	1993

              	1996

              	1999

              	2002

              	Percentage Change 1981-2002
            


            
              	East Asia and Pacific

              	Less than $1 a day

              	57.7%

              	38.9%

              	28.0%

              	29.6%

              	24.9%

              	16.6%

              	15.7%

              	11.1%

              	-80.76%
            


            
              	Less than $2 a day

              	84.8%

              	76.6%

              	67.7%

              	69.9%

              	64.8%

              	53.3%

              	50.3%

              	40.7%

              	-52.00%
            


            
              	Latin America

              	Less than $1 a day

              	9.7%

              	11.8%

              	10.9%

              	11.3%

              	11.3%

              	10.7%

              	10.5%

              	8.9%

              	-8.25%
            


            
              	Less than $2 a day

              	29.6%

              	30.4%

              	27.8%

              	28.4%

              	29.5%

              	24.1%

              	25.1%

              	23.4%

              	-29.94%
            


            
              	Sub-Saharan Africa

              	Less than $1 a day

              	41.6%

              	46.3%

              	46.8%

              	44.6%

              	44.0%

              	45.6%

              	45.7%

              	44.0%

              	+5.77%
            


            
              	Less than $2 a day

              	73.3%

              	76.1%

              	76.1%

              	75.0%

              	74.6%

              	75.1%

              	76.1%

              	74.9%

              	+2.18%
            

          


          'SOURCE: World Bank, Poverty Estimates, 2002


          
            	Income inequality for the world as a whole is diminishing. Due to definitional issues and data availability, there is disagreement with regards to the pace of the decline in extreme poverty. As noted below, there are others disputing this. The economist Xavier Sala-i-Martin in a 2007 analysis argues that this is incorrect, income inequality for the world as a whole has diminished. . Regardless of who is right about the past trend in income inequality, it has been argued that improving absolute poverty is more important than relative inequality.


            	Life expectancy has almost doubled in the developing world since World War II and is starting to close the gap between itself and the developed world where the improvement has been smaller. Even in Sub-Saharan Africa, the least developed region, life expectancy increased from 30 years before World War II to about a peak of about 50 years before the AIDS pandemic and other diseases started to force it down to the current level of 47 years. Infant mortality has decreased in every developing region of the world.


            	Democracy has increased dramatically from there being almost no nations with universal suffrage in 1900 to 62.5% of all nations having it in 2000.


            	Feminism has made advances in areas such as Bangladesh through providing women with jobs and economic safety.


            	The proportion of the world's population living in countries where per-capita food supplies are less than 2,200 calories (9,200 kilojoules) per day decreased from 56% in the mid-1960s to below 10% by the 1990s.


            	Between 1950 and 1999, global literacy increased from 52% to 81% of the world. Women made up much of the gap: female literacy as a percentage of male literacy has increased from 59% in 1970 to 80% in 2000.


            	The percentage of children in the labor force has fallen from 24% in 1960 to 10% in 2000.


            	There are similar increasing trends toward electric power, cars, radios, and telephones per capita, as well as a growing proportion of the population with access to clean water.


            	The book The Improving State of the World also finds evidence for that these, and other, measures of human well-being has improved and that globalization is part of the explanation. It also responds to arguments that environmental impact will limit the progress.

          


          Although critics of globalization complain of Westernization, a 2005 UNESCO report showed that cultural exchange is becoming mutual. In 2002, China was the third largest exporter of cultural goods, after the UK and US. Between 1994 and 2002, both North America's and the European Union's shares of cultural exports declined, while Asia's cultural exports grew to surpass North America.


          


          Anti-globalization (mundialism)


          Anti-globalization is a pejorative term used to describe the political stance of people and groups who oppose the neoliberal version of globalization.


          Anti-globalization" may involve the process or actions taken by a state in order to demonstrate its sovereignty and practice democratic decision-making. Anti-globalization may occur in order to put brakes on the international transfer of people, goods and ideology, particularly those determined by the organizations such as the IMF or the WTO in imposing the radical deregulation program of free market fundamentalism on local governments and populations. Moreover, as Canadian journalist Naomi Klein argues in her book No Logo: Taking Aim at the Brand Bullies (also subtitled No Space, No Choice, No Jobs) anti-globalism can denote either a single social movement or an umbrella term that encompasses a number of separate social movements such as nationalists and socialists. In either case, participants stand in opposition to the unregulated political power of large, multi-national corporations, as the corporations exercise power through leveraging trade agreements which damage in some instances the democratic rights of citizens, the environment particularly air quality index and rain forests, as well as national governments sovereignty to determine labor rights including the right to unionize for better pay, and better working conditions, or laws as they may otherwise infringe on cultural practices and traditions of developing countries.


          Most people who are labeled "anti-globalization" consider the term to be too vague and inaccurate Podobnik states that "the vast majority of groups that participate in these protests draw on international networks of support, and they generally call for forms of globalization that enhance democratic representation, human rights, and egalitarianism."


          Joseph Stiglitz and Andrew Charlton write:


          
            
              	

              	The anti-globalization movement developed in opposition to the perceived negative aspects of globalization. The term 'anti-globalization' is in many ways a misnomer, since the group represents a wide range of interests and issues and many of the people involved in the anti-globalization movement do support closer ties between the various peoples and cultures of the world through, for example, aid, assistance for refugees, and global environmental issues.

              	
            

          


          Members aligned with this viewpoint prefer instead to describe themselves as the Global Justice Movement, the Anti-Corporate-Globalization Movement, the Movement of Movements (a popular term in Italy), the " Alter-globalization" movement (popular in France), the "Counter-Globalization" movement, and a number of other terms.


          Critiques of the current wave of economic globalization typically look at both the damage to the planet, in terms of the perceived unsustainable harm done to the biosphere, as well as the perceived human costs, such as increased poverty, inequality, miscegenation, injustice and the erosion of traditional culture which, the critics contend, all occur as a result of the economic transformations related to globalization. They challenge directly the metrics, such as GDP, used to measure progress promulgated by institutions such as the World Bank, and look to other measures, such as the Happy Planet Index, created by the New Economics Foundation. They point to a "multitude of interconnected fatal consequences--social disintegration, a breakdown of democracy, more rapid and extensive deterioration of the environment, the spread of new diseases, increasing poverty and alienation" which they claim are the unintended but very real consequences of globalization.


          The terms globalization and anti-globalization are used in various ways. Noam Chomsky states that


          
            
              	

              	The term "globalization" has been appropriated by the powerful to refer to a specific form of international economic integration, one based on investor rights, with the interests of people incidental. That is why the business press, in its more honest moments, refers to the "free trade agreements" as "free investment agreements" (Wall St. Journal). Accordingly, advocates of other forms of globalization are described as "anti-globalization"; and some, unfortunately, even accept this term, though it is a term of propaganda that should be dismissed with ridicule. No sane person is opposed to globalization, that is, international integration. Surely not the left and the workers movements, which were founded on the principle of international solidarity - that is, globalization in a form that attends to the rights of people, not private power systems.

              	
            

          


          
            
              	

              	"The dominant propaganda systems have appropriated the term "globalization" to refer to the specific version of international economic integration that they favor, which privileges the rights of investors and lenders, those of people being incidental. In accord with this usage, those who favour a different form of international integration, which privileges the rights of human beings, become "anti-globalist." This is simply vulgar propaganda, like the term "anti-Soviet" used by the most disgusting commissars to refer to dissidents. It is not only vulgar, but idiotic. Take the World Social Forum, called "anti-globalization" in the propaganda system -- which happens to include the media, the educated classes, etc., with rare exceptions. The WSF is a paradigm example of globalization. It is a gathering of huge numbers of people from all over the world, from just about every corner of life one can think of, apart from the extremely narrow highly privileged elites who meet at the competing World Economic Forum, and are called "pro-globalization" by the propaganda system. An observer watching this farce from Mars would collapse in hysterical laughter at the antics of the educated classes."

              	
            

          


          Critics argue that:


          
            	Poorer countries are sometimes at disadvantage: While it is true that globalization encourages free trade among countries on an international level, there are also negative consequences because some countries try to save their national markets. The main export of poorer countries is usually agricultural goods. It is difficult for these countries to compete with stronger countries that subsidize their own farmers. Because the farmers in the poorer countries cannot compete, they are forced to sell their crops at much lower price than what the market is paying.


            	Exploitation of foreign impoverished workers: The deterioration of protections for weaker nations by stronger industrialized powers has resulted in the exploitation of the people in those nations to become cheap labor. Due to the lack of protections, companies from powerful industrialized nations are able to offer workers enough salary to entice them to endure extremely long hours and unsafe working conditions. The abundance of cheap labor is giving the countries in power incentive not to rectify the inequality between nations. If these nations developed into industrialized nations, the army of cheap labor would slowly disappear alongside development. With the world in this current state, it is impossible for the exploited workers to escape poverty. It is true that the workers are free to leave their jobs, but in many poorer countries, this would mean starvation for the worker, and possible even his/her family.


            	The shift to service work: The low cost of offshore workers have enticed corporations to move production to foreign countries. The laid off unskilled workers are forced into the service sector where wages and benefits are low, but turnover is high. This has contributed to the widening economic gap between skilled and unskilled workers. The loss of these jobs has also contributed greatly to the slow decline of the middle class which is a major factor in the increasing economic inequality in the United States. Families that were once part of the middle class are forced into lower positions by massive layoffs and outsourcing to another country. This also means that people in the lower class have a much harder time climbing out of poverty because of the absence of the middle class as a stepping stone.


            	Weak labor unions: The surplus in cheap labor coupled with an ever growing number of companies in transition has caused a weakening of labor unions in the United States. Unions lose their effectiveness when their membership begins to decline. As a result unions hold less power over corporations that are able to easily replace workers, often for lower wages, and have the option to not offer unionized jobs anymore.

          


          In December 2007, World Bank economist Branko Milanovic has called much previous empirical research on global poverty and inequality into question because, according to him, improved estimates of purchasing power parity indicate that developing countries are worse off than previously believed. Milanovic remarks that "literally hundreds of scholarly papers on convergence or divergence of countries incomes have been published in the last decade based on what we know now were faulty numbers. With the new data, economists will revise calculations and possibly reach new conclusions" moreover noting that "implications for the estimates of global inequality and poverty are enormous. The new numbers show global inequality to be significantly greater than even the most pessimistic authors had thought. Until the last month, global inequality, or difference in real incomes between all individuals of the world, was estimated at around 65 Gini points  with 100 denoting complete inequality and 0 denoting total equality, with everybodys income the same  a level of inequality somewhat higher than that of South Africa. But the new numbers show global inequality to be 70 Gini points  a level of inequality never recorded anywhere."


          The critics of globalization typically emphasize that globalization is a process that is mediated according to corporate interests, and typically raise the possibility of alternative global institutions and policies, which they believe address the moral claims of poor and working classes throughout the globe, as well as environmental concerns in a more equitable way.


          The movement is very broad, including church groups, national liberation factions, peasant unionists, intellectuals, artists, protectionists, anarchists, those in support of relocalization and others. Some are reformist, (arguing for a more humane form of capitalism) while others are more revolutionary (arguing for what they believe is a more humane system than capitalism) and others are reactionary, believing globalization destroys national industry and jobs.


          One of the key points made by critics of recent economic globalization is that income inequality, both between and within nations, is increasing as a result of these processes. One article from 2001 found that significantly, in 7 out of 8 metrics, income inequality has increased in the twenty years ending 2001. Also, "incomes in the lower deciles of world income distribution have probably fallen absolutely since the 1980s". Furthermore, the World Bank's figures on absolute poverty were challenged. The article was skeptical of the World Bank's claim that the number of people living on less than $1 a day has held steady at 1.2 billion from 1987 to 1998, because of biased methodology.


          A chart that gave the inequality a very visible and comprehensible form, the so-called 'champagne glass' effect, was contained in the 1992 United Nations Development Program Report, which showed the distribution of global income to be very uneven, with the richest 20% of the world's population controlling 82.7% of the world's income.


          
            
              	+ Distribution of world GDP, 1989
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              	Second 20%

              	11.7%
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              	2.3%
            


            
              	Fourth 20%

              	1.4%
            


            
              	Poorest 20%

              	1.2%
            

          


          SOURCE: United Nations Development Program. 1992 Human Development Report


          Economic arguments by fair trade theorists claim that unrestricted free trade benefits those with more financial leverage (i.e. the rich) at the expense of the poor.


          Americanization related to a period of high political American clout and of significant growth of America's shops, markets and object being brought into other countries. So globalization, a much more diversified phenomenon, relates to a multilateral political world and to the increase of objects, markets and so on into each others countries.


          Some opponents of globalization see the phenomenon as the promotion of corporatist interests. They also claim that the increasing autonomy and strength of corporate entities shapes the political policy of countries.


          


          Social


          International Social Forums


          See main articles: European Social Forum, the Asian Social Forum, World Social Forum (WSF).


          The first WSF was an initiative of the administration of Porto Alegre in Brazil.


          The slogan of the World Social Forum was "Another World Is Possible". It was here that the WSF's Charter of Principles was adopted to provide a framework for the forums.


          The WSF became a periodic meeting: in 2002 and 2003 it was held again in Porto Alegre and became a rallying point for worldwide protest against the American invasion of Iraq. In 2004 it was moved to Mumbai (formerly known as Bombay, in India), to make it more accessible to the populations of Asia and Africa. This last appointment saw the participation of 75,000 delegates.


          In the meantime, regional forums took place following the example of the WSF, adopting its Charter of Principles. The first European Social Forum (ESF) was held in November 2002 in Florence. The slogan was "Against the war, against racism and against neo-liberalism". It saw the participation of 60,000 delegates and ended with a huge demonstration against the war (1,000,000 people according to the organizers). The other two ESFs took place in Paris and London, in 2003 and 2004 respectively.


          Recently there has been some discussion behind the movement about the role of the social forums. Some see them as a "popular university", an occasion to make many people aware of the problems of globalization. Others would prefer that delegates concentrate their efforts on the coordination and organization of the movement and on the planning of new campaigns. However it has often been argued that in the dominated countries (most of the world) the WSF is little more than an 'NGO fair' driven by Northern NGOs and donors most of which are hostile to popular movements of the poor.


          


          Reversion


          Rising petroleum prices can reverse globalization and are leading to world inflation crisis. Higher energy prices are impacting transport costs at an unprecedented rate. So much so, that the cost of moving goods, not the cost of tariffs, is the largest barrier to global trade today. In fact, in tariff-equivalent terms, the explosion in global transport costs has effectively offset all the trade liberalization efforts of the last three decades.


          
            Retrieved from " http://en.wikipedia.org/wiki/Globalization"
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              	Countries with poultry or wild birds killed by highly pathogenic H5N1.
            


            
              	

              	Countries with human cases of highly pathogenic H5N1.
            

          


          The global spread of highly pathogenic H5N1 in birds is considered a significant pandemic threat.


          While other H5N1 strains are known, they are significantly different from a current, highly pathogenic H5N1 strain on a genetic level, making the global spread of this new strain unprecedented. The H5N1 strain is a fast-mutating, highly pathogenic avian influenza virus (HPAI) found in multiple bird species. It is both epizootic (an epidemic in non-humans) and panzootic (a disease affecting animals of many species especially over a wide area). Unless otherwise indicated, "H5N1" in this article refers to the recent highly pathogenic strain of H5N1.


          "Since 1997, studies of H5N1 indicate that these viruses continue to evolve, with changes in antigenicity and internal gene constellations; an expanded host range in avian species and the ability to infect felids; enhanced pathogenicity in experimentally infected mice and ferrets, in which they cause systemic infections; and increased environmental stability."


          
            
              
                Cumulate Human Cases of and Deaths from H5N1

                As of April 11, 2007
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              Notes:


              
                	Source WHO Confirmed Human Cases of H5N1


                	"[T]he incidence of human cases peaked, in each of the three years in which cases have occurred, during the period roughly corresponding to winter and spring in the northern hemisphere. If this pattern continues, an upsurge in cases could be anticipated starting in late 2006 or early 2007." Avian influenza  epidemiology of human H5N1 cases reported to WHO


                	The regression curve for deaths is y=a+ekx, and is shown extended through the end of April, 2007.

              

            

          


          Tens of millions of birds have died of H5N1 influenza and hundreds of millions of birds have been slaughtered and disposed of, to limit the spread of H5N1. Countries that have reported one or more major highly pathogenic H5N1 outbreaks in birds (causing at least thousands but in some cases millions of dead birds) are (in order of first outbreak occurrence): Korea, Vietnam, Japan, Thailand, Cambodia, Laos, Indonesia, China, Malaysia, Russia, Kazakhstan, Mongolia, Turkey, Romania, Croatia, Ukraine, Cyprus, Iraq, Nigeria, Egypt, India, France, Niger, Bosnia, Azerbaijan, Albania, Cameroon, Myanmar, Afghanistan, Israel, Pakistan, Jordan, Burkina Faso, Germany, Sudan, Ivory Coast, Djibouti, Hungary, United Kingdom, Kuwait, Bangladesh, Saudi Arabia, Ghana, Czech Republic, Togo.


          Highly pathogenic H5N1 has been found in birds in the wild in numerous other countries: Austria, Bulgaria, Denmark, Greece, Iran, Italy, Poland, Serbia and Montenegro, Slovakia, Slovenia, Spain, Sweden, Switzerland. Surveillance of H5N1 in humans, poultry, wild birds, cats and other animals remains very weak in many parts of Asia and Africa. Much remains unknown about the exact extent of its spread.


          H5N1 has low pathogenic varieties endemic in birds in North America. H5N1 has a highly pathogenic variety that is endemic in dozens of species of birds throughout south Asia and is threatening to become endemic in birds in west Asia and Africa. So far, it is very difficult for humans to become infected with H5N1. The presence of highly pathogenic (deadly) H5N1 around the world in both birds in the wild (swans, magpies, ducks, geese, pigeons, eagles, etc.) and in chickens and turkeys on farms has been demonstrated in millions of cases with the virus isolate actually sequenced in hundreds of cases yielding definitive proof of the evolution of this strain of this subtype of the species Influenzavirus A (bird flu virus).
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          According to Robert Webster:


          
            	"The epicenters of both the Asian influenza pandemic of 1957 and the Hong Kong influenza pandemic of 1968 were in Southeast Asia, and it is in this region that multiple clades of H5N1 influenza virus have already emerged. The Asian H5N1 virus was first detected in Guangdong Province, China, in 1996, when it killed some geese, but it received little attention until it spread through live-poultry markets in Hong Kong to humans in May 1997, killing 6 of 18 infected persons. [...] From 1997 to May 2005, H5N1 viruses were largely confined to Southeast Asia, but after they had infected wild birds in Qinghai Lake, China, they rapidly spread westward. [...] The intermittent spread to humans will continue, and the virus will continue to evolve." Map
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              Confirmed human cases and mortality rate of avian influenza (H5N1)

              As of June 19, 2008
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              Ducks play a key role in H5N1 spread
            

          


          
            	A highly pathogenic strain of H5N1 caused flu outbreaks with significant spread to numerous farms, resulting in great economic losses in 1959 in Scotland in chickens and in 1991 in England in turkeys. These strains were somewhat similar to the current pathogenic strain of H5N1 in two of its ten genes, the gene that causes it to be type H5 and the gene that causes it to be N1. The other genes can and have been reassorted from other subtypes of the bird flu species (their ease at exchanging genes is part of what makes them all one species). Evolution by reassortment of H5N1 from 1999 to 2002 created the Z genotype which became the dominant strain of highly pathogenic H5N1 in 2004 and is now spreading across the entire world in both wild and domestic birds.


            	"The precursor of the H5N1 influenza virus that spread to humans in 1997 was first detected in Guangdong, China, in 1996, when it caused a moderate number of deaths in geese and attracted very little attention."


            	In 1997, in Hong Kong, 18 humans were infected and 6 died in the first known case of H5N1 infecting humans.


            	On 28 December to 29 December 1997, 1.3 million of chickens were killed by Hong Kong Government. The government also suspended the import of chickens from mainland China.
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          2003


          
            	"Human disease associated with influenza A subtype H5N1 re-emerged in January 2003, for the first time since an outbreak in Hong Kong in 1997." Three people in one family were infected after visiting Fujian province in mainland China and 2 died.


            	By midyear of 2003 outbreaks of poultry disease caused by H5N1 occurred in Asia, but were not recognized as such. That December animals in a Thai zoo died after eating infected chicken carcasses. Later that month H5N1 infection was detected in 3 flocks in the Republic of Korea.


            	H5N1 in China in this and later periods is less than fully reported. Blogs have described many discrepancies between official China government announcements concerning H5N1 and what people in China see with their own eyes. Many reports of total H5N1 cases exclude China due to widespread disbelief in China's official numbers.
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          2004


          In January 2004 a major new outbreak of H5N1 surfaced in Vietnam and Thailand's poultry industry, and within weeks spread to ten countries and regions in Asia, including Indonesia, South Korea, Japan and China. In October 2004 researchers discovered H5N1 is far more dangerous than previously believed because waterfowl, especially ducks, were directly spreading the highly pathogenic strain of H5N1 to chickens, crows, pigeons, and other birds and that it was increasing its ability to infect mammals as well. From this point on, avian influenza experts increasingly refer to containment as a strategy that can delay but not prevent a future avian flu pandemic.
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              The spread of avian influenza in the eastern hemisphere.
            

          


          In January 2005 an outbreak of avian influenza affected thirty three out of sixty four cities and provinces in Vietnam, leading to the forced killing of nearly 1.2 million poultry. Up to 140 million birds are believed to have died or been killed because of the outbreak. In April 2005 there begins an unprecedented die-off of over 6,000 migratory birds at Qinghai Lake in central China over three months. This strain of H5N1 is the same strain as is spread west by migratory birds over at least the next ten months. In August 2005 H5N1 spread to Kazakhstan, Mongolia and Russia. On September 29, 2005, David Nabarro, the newly appointed Senior United Nations System Coordinator for Avian and Human Influenza, warned the world that an outbreak of avian influenza could kill 5 to 150 million people. David Nabarro later stated that as the virus had spread to migratory birds, an outbreak could start in Africa or the Middle East. Later in 2005 H5N1 spread to Turkey, Romania, Croatia and Kuwait.
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            	In the first two months of 2006 H5N1 spread to other Asian countries (such as India), north Africa, and Europe in wild bird populations possibly signaling the beginning of H5N1 being endemic in wild migratory bird populations on multiple continents for decades, permanently changing the way poultry are farmed. In addition, the spread of highly pathogenic H5N1 to wild birds, birds in zoos and even sometimes to mammals (example: pet cats) raises many unanswered questions concerning best practices for threat mitigation, trying to balance reducing risks of human and nonhuman deaths from the current nonpandemic strain with reducing possible pandemic deaths by limiting its chances of mutating into a pandemic strain. Not using vaccines can result in the need to kill significant numbers of farm and zoo birds, while using vaccines can increase the chance of a flu pandemic.


            	By April 2006 scientists had concluded that containment had failed due to the role of wild birds in transmitting the virus and were now emphasizing far more comprehensive risk mitigation and management measures.


            	In June 2006 WHO predicted an upsurge in human deaths due to H5N1 during late 2006 or early 2007 following a summer/fall lull in most countries, as H5N1 appears to be somewhat seasonal in nature. In July and August 2006 significantly increased numbers of bird deaths due to H5N1 were recorded in Cambodia, China, Laos, Nigeria, and Thailand while continuing unabated a rate unparalleled in Indonesia.


            	In September, Egypt and Sudan joined the list of nations seeing a resurgence of bird deaths due to H5N1.


            	In November and December, South Korea and Vietnam joined the list of nations seeing a resurgence of bird deaths due to H5N1.
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          In January, Japan, Hungary, Russia, and the United Kingdom joined the list of nations seeing a resurgence of bird deaths due to H5N1. In February, Pakistan, Turkey, Afghanistan, and Myanmar joined the list and Kuwait saw its first major outbreak of H5N1 avian influenza.


          In March Bangladesh and Saudi Arabia each saw their first major outbreak of H5N1 avian influenza and Ghana in May.


          As H5N1 continued killing many birds and a few people throughout the spring in countries where it is now endemic, in June Malaysia and Germany saw a resurgence of bird deaths due to H5N1, while the Czech Republic and Togo experienced their first major outbreak of H5N1 avian influenza.


          In July France and India also saw a resurgence of bird deaths due to H5N1.
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          January


          
            	January 24, 2008: China's health ministry has confirmed a 22-year-old man has died from H5N1 in central Hunan province.

          


          


          February


          
            	February 26, 2008: H5N1 killed a school teacher from northern Vietnam in the country's 51st death from the disease, and health officials fretted that the virus would spread further.


            	February 28, 2008: There are no indications that H5N1 is becoming a bigger problem in China despite the deaths of three people from the disease this year, the World Health Organisation said Wednesday.

          


          


          March


          
            	March 4, 2008: H5N1 virus confirmed as the cause of death for a 25 year old female from Sennoris District, Fayum Governorate, Egypt.

          


          


          June


          
            	June 7, 2008: Hong Kong found the H5N1 bird flu virus at a poultry stall in Sham Shui Po. 2,700 birds were ordered to be killed by the local government. A new regulation require all live chickens not sold by 8pm to be killed. The chairman of the Hong Kong Poultry Wholesalers Association said the govenrment's decision makes it very difficult for their business to continue. Retailers who keep live poultry after 8pm is now subject to a fine of HK$50,000 and six months imprisonment.
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              Pigs can harbour influenza viruses adapted to humans and others that are adapted to birds, allowing the viruses to exchange genes and create a pandemic strain.
            

          


          Avian influenza virus H3N2 is endemic in pigs (" swine flu") in China and has been detected in pigs in Vietnam, increasing fears of the emergence of new variant strains. Health experts say pigs can carry human influenza viruses, which can combine (i.e. exchange homologous genome sub-units by genetic reassortment) with H5N1, passing genes and mutating into a form which can pass easily among humans. H3N2 evolved from H2N2 by antigenic shift and caused the Hong Kong Flu pandemic of 1968 and 1969 that killed up to 750,000 humans. The dominant strain of annual flu in humans in January 2006 is H3N2. Measured resistance to the standard antiviral drugs amantadine and rimantadine in H3N2 in humans has increased to 91% in 2005. A combination of these two subtypes of the species known as the avian influenza virus in a country like China is a worst case scenario. In August 2004, researchers in China found H5N1 in pigs.


          In 2005 it was discovered that H5N1 "could be infecting up to half of the pig population in some areas of Indonesia, but without causing symptoms [...] Chairul Nidom, a virologist at Airlangga University's tropical disease centre in Surabaya, Java, was conducting independent research earlier this year. He tested the blood of 10 apparently healthy pigs housed near poultry farms in western Java where avian flu had broken out, Nature reported. Five of the pig samples contained the H5N1 virus. The Indonesian government has since found similar results in the same region, Nature reported. Additional tests of 150 pigs outside the area were negative."


          


          Felidae (cats)
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          "In Bangkok, Thailand, all the cats in one household are known to have died of H5N1 in 2004. Tigers and leopards in Thai zoos also died, while last year two cats near an outbreak in poultry and people in Iraq were confirmed to have died of H5N1, as were three German cats that ate wild birds. In Austria cats were infected but remained healthy". Cats in Indonesia were also found to have been infected with H5N1.


          The spread to more and more types and populations of birds and the ability of felidae (cats) to catch H5N1 from eating this natural prey means the creation of a reservoir for H5N1 in cats where the virus can adapt to mammals is one of the many possible pathways to a pandemic.


          


          October 2004


          Variants have been found in a number of domestic cats, leopards and tigers in Thailand, with high lethality. "The Thailand Zoo tiger outbreak killed more than 140 tigers, causing health officials to make the decision to cull all the sick tigers in an effort to stop the zoo from becoming a reservoir for H5N1 influenza. A study of domestic cats showed H5N1 virus infection by ingestion of infected poultry and also by contact with other infected cats (Kuiken et al., 2004)." The initial OIE report reads: "the clinical manifestations began on 11 October 2004 with weakness, lethargy, respiratory distress and high fever (about 41-42 degrees Celsius). There was no response to any antibiotic treatment. Death occurred within three days following the onset of clinical signs with severe pulmonary lesions."


          


          February 28, 2006


          A dead cat infected with the H5N1 bird flu virus was found in Germany.


          


          March 6, 2006


          Hans Seitinger, the top agriculture official in the southern state of Styria, Austria announced that several still living cats in Styria have tested positive for H5N1:


          


          August 2006


          It was announced in the August 2006 CDC EID journal that while literature describing HPAI H5N1 infection in cats had been limited to a subset of clade I viruses; a Qinghai-like virus (they are genetically distinct from other clade II viruses) killed up to five cats and 51 chickens from February 3 to February 5, 2006 in Grd Jotyar (~10km north of Erbil City, Iraq). Two of the cats were available for examination.


          
            	"An influenza A H5 virus was present in multiple organs in all species from the outbreak site in Grd Jotyar (Table). cDNA for sequencing was amplified directly from RNA extracts from pathologic materials without virus isolation. On the basis of sequence analysis of the full HA1 gene and 219 amino acids of the HA2 gene, the viruses from the goose and 1 cat from Grd Jotyar and from the person who died from Sarcapcarn (sequence derived from PCR amplification from first-passage egg material) are >99% identical at the nucleotide and amino acid levels (GenBank nos. DQ43520002). Thus, no indication of virus adaptation to cats was found. The viruses from Iraq are most closely related to currently circulating Qinghai-like viruses, but when compared with A/bar-headed goose/Qinghai/65/2005 (H5N1) (GenBank no. DQ095622), they share only 97.4% identity at the nucleic acid level with 3 amino acid substitutions of unknown significance. On the other hand, the virus from the cat is only 93.4% identical to A/tiger/Thailand/CU-T4/2004(H5N1) (GenBank no. AY972539). These results are not surprising, given that these strains are representative of different clades (8,9). Sequencing of 1,349 bp of the N gene from cat 1 and the goose (to be submitted to GenBank) show identity at the amino acid level, and that the N genes of viruses infecting the cat and goose are >99% identical to that of A/bar-headed goose/Qinghai/65/2005(H5N1). These findings support the notion that cats may be broadly susceptible to circulating H5N1 viruses and thus may play a role in reassortment, antigenic drift, and transmission."

          


          


          January 24, 2007


          "Chairul Anwar Nidom of Airlangga University in Surabaya, Indonesia, told journalists last week that he had taken blood samples from 500 stray cats near poultry markets in four areas of Java, including the capital, Jakarta, and one area in Sumatra, all of which have recently had outbreaks of H5N1 in poultry and people. Of these cats, 20% carried antibodies to H5N1. This does not mean that they were still carrying the virus, only that they had been infected - probably through eating birds that had H5N1. Many other cats that were infected are likely to have died from the resulting illness, so many more than 20% of the original cat populations may have acquired H5N1."


          


          Mammals in general
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          H5N1 has been transmitted in laboratories to many species including mice and ferrets to study its effects.


          H5N1 was transmitted in the wild to three civet cats in Vietnam in August 2005 and a stone marten in Germany in March 2006.


          The BBC reported that a stray dog in Azerbaijan died from the disease on March 15, 2006.


          Experts believe more work is needed to determine the role of mammals in the epidemiology of H5N1. Officials are not doing enough to monitor cats, dogs and other carnivores for their possible role in transmitting H5N1. People living in areas where the A(H5N1) virus has infected birds are advised to keep their cats indoors. "Cats can be infected through the respiratory tract. Cats can also be infected when they ingest the virus, which is a novel route for influenza transmission in mammals. But cats excrete only one-thousandth the amount of virus that chickens do [...] The concern is that if large numbers of felines and other carnivores become infected, the virus might mutate in a series of events that could lead to an epidemic among humans. Dogs, foxes, seals and other carnivores may be vulnerable to A(H5N1) virus infection, Dr. Osterhaus said. Tests in Thailand have shown that the virus has infected dogs without causing apparent symptoms."


          
            Retrieved from " http://en.wikipedia.org/wiki/Global_spread_of_H5N1"
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          Global warming is the increase in the average temperature of the Earth's near-surface air and oceans in recent decades and its projected continuation.


          The global average air temperature near the Earth's surface rose 0.74  0.18 C (1.33  0.32 F) during the 100 years ending in 2005. The Intergovernmental Panel on Climate Change (IPCC) concludes "most of the observed increase in globally averaged temperatures since the mid-20th century is very likely due to the observed increase in anthropogenic greenhouse gas concentrations" via the greenhouse effect. Natural phenomena such as solar variation combined with volcanoes probably had a small warming effect from pre-industrial times to 1950 and a small cooling effect from 1950 onward. These basic conclusions have been endorsed by at least 30 scientific societies and academies of science, including all of the national academies of science of the major industrialized countries. While individual scientists have voiced disagreement with some findings of the IPCC, the overwhelming majority of scientists working on climate change agree with the IPCC's main conclusions.


          Climate model projections summarized by the IPCC indicate that average global surface temperature will likely rise a further 1.1 to 6.4C (2.0 to 11.5F) during the 21st century. The range of values results from the use of differing scenarios of future greenhouse gas emissions as well as models with differing climate sensitivity. Although most studies focus on the period up to 2100, warming and sea level rise are expected to continue for more than a thousand years even if greenhouse gas levels are stabilized. The delay in reaching equilibrium is a result of the large heat capacity of the oceans.


          Increasing global temperature will cause sea level to rise, and is expected to increase the intensity of extreme weather events and to change the amount and pattern of precipitation. Other effects of global warming include changes in agricultural yields, trade routes, glacier retreat, species extinctions and increases in the ranges of disease vectors.


          Remaining scientific uncertainties include the amount of warming expected in the future, and how warming and related changes will vary from region to region around the globe. Most national governments have signed and ratified the Kyoto Protocol aimed at reducing greenhouse gas emissions, but there is ongoing political and public debate worldwide regarding what, if any, action should be taken to reduce or reverse future warming or to adapt to its expected consequences.


          


          Terminology


          The term "global warming" is a specific example of climate change, which can also refer to global cooling. In common usage, the term refers to recent warming and implies a human influence. The United Nations Framework Convention on Climate Change (UNFCCC) uses the term "climate change" for human-caused change, and "climate variability" for other changes. The term "anthropogenic global warming" is sometimes used when focusing on human-induced changes.


          


          Causes
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          The Earth's climate changes in response to external forcing, including variations in its orbit around the Sun ( orbital forcing), volcanic eruptions, and atmospheric greenhouse gas concentrations. The detailed causes of the recent warming remain an active field of research, but the scientific consensus is that the increase in atmospheric greenhouse gases due to human activity caused most of the warming observed since the start of the industrial era. This attribution is clearest for the most recent 50 years, for which the most detailed data are available. Some other hypotheses departing from the consensus view have been suggested to explain the temperature increase. One such hypothesis proposes that warming may be the result of variations in solar activity.


          None of the effects of forcing are instantaneous. The thermal inertia of the Earth's oceans and slow responses of other indirect effects mean that the Earth's current climate is not in equilibrium with the forcing imposed. Climate commitment studies indicate that even if greenhouse gases were stabilized at 2000 levels, a further warming of about 0.5C (0.9F) would still occur.


          


          Greenhouse gases in the atmosphere


          The greenhouse effect was discovered by Joseph Fourier in 1824 and was first investigated quantitatively by Svante Arrhenius in 1896. It is the process by which absorption and emission of infrared radiation by atmospheric gases warm a planet's lower and surface.


          Existence of the greenhouse effect as such is not disputed. Naturally occurring greenhouse gases have a mean warming effect of about 33C (59F), without which Earth would be uninhabitable. Rather, the issue is how the strength of the greenhouse effect changes when human activity increases the atmospheric concentrations of some greenhouse gases.


          On Earth, the major greenhouse gases are water vapor, which causes about 3670% of the greenhouse effect ( not including clouds); carbon dioxide (CO2), which causes 926%; methane (CH4), which causes 49%; and ozone, which causes 37%. Molecule for molecule, methane is a more effective greenhouse gas than carbon dioxide, but its concentration is much smaller so that its total radiative forcing is only about a fourth of that from carbon dioxide. Some other naturally occurring gases contribute very small fractions of the greenhouse effect; one of these, nitrous oxide (N2O), is increasing in concentration owing to human activity such as agriculture. The atmospheric concentrations of CO2 and CH4 have increased by 31% and 149% respectively since the beginning of the industrial revolution in the mid-1700s. These levels are considerably higher than at any time during the last 650,000 years, the period for which reliable data has been extracted from ice cores. From less direct geological evidence it is believed that CO2 values this high were last attained 20 million years ago. Fossil fuel burning has produced about three-quarters of the increase in CO2 from human activity over the past 20 years. Most of the rest is due to land-use change, in particular deforestation.
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          The present atmospheric concentration of CO2 is about 383 parts per million ( ppm) by volume. Future CO2 levels are expected to rise due to ongoing burning of fossil fuels and land-use change. The rate of rise will depend on uncertain economic, sociological, technological, and natural developments, but may be ultimately limited by the availability of fossil fuels. The IPCC Special Report on Emissions Scenarios gives a wide range of future CO2 scenarios, ranging from 541 to 970 ppm by the year 2100. Fossil fuel reserves are sufficient to reach this level and continue emissions past 2100, if coal, tar sands or methane clathrates are extensively used.


          


          Feedbacks


          The effects of forcing agents on the climate are complicated by various feedback processes.


          One of the most pronounced feedback effects relates to the evaporation of water. Warming by the addition of long-lived greenhouse gases such as CO2 will cause more water to be evaporated into the atmosphere. Since water vapor itself acts as a greenhouse gas, the atmosphere warms further; this warming causes more water vapor to be evaporated, and so on until a new dynamic equilibrium concentration of water vapor is reached with a much larger greenhouse effect than that due to CO2 alone. Although this feedback process causes an increase in the absolute moisture content of the air, the relative humidity stays nearly constant or even decreases slightly because the air is warmer. This feedback effect can only be reversed slowly as CO2 has a long average atmospheric lifetime.


          Feedback effects due to clouds are an area of ongoing research. Seen from below, clouds emit infrared radiation back to the surface, and so exert a warming effect; seen from above, clouds reflect sunlight and emit infrared radiation to space, and so exert a cooling effect. Whether the net effect is warming or cooling depends on details such as the type and altitude of the cloud. These details are difficult to represent in climate models, in part because clouds are much smaller than the spacing between points on the computational grids of climate models. Nevertheless, cloud feedback is second only to water vapor feedback and is positive in all the models that were used in the IPCC Fourth Assessment Report.


          A subtler feedback process relates to changes in the lapse rate as the atmosphere warms. The atmosphere's temperature decreases with height in the troposphere. Since emission of infrared radiation varies with the fourth power of temperature, longwave radiation emitted from the upper atmosphere is less than that emitted from the lower atmosphere. Most of the radiation emitted from the upper atmosphere escapes to space, while most of the radiation emitted from the lower atmosphere is re-absorbed by the surface or the atmosphere. Thus, the strength of the greenhouse effect depends on the atmosphere's rate of temperature decrease with height: if the rate of temperature decrease is greater the greenhouse effect will be stronger, and if the rate of temperature decrease is smaller then the greenhouse effect will be weaker. Both theory and climate models indicate that warming will reduce the decrease of temperature with height, producing a negative lapse rate feedback that weakens the greenhouse effect. Measurements of the rate of temperature change with height are very sensitive to small errors in observations, making it difficult to establish whether the models agree with observations.


          Another important feedback process is ice-albedo feedback. When global temperatures increase, ice near the poles melts at an increasing rate. As the ice melts, land or open water takes its place. Both land and open water are on average less reflective than ice, and thus absorb more solar radiation. This causes more warming, which in turn causes more melting, and this cycle continues.


          Positive feedback due to release of CO2 and CH4 from thawing permafrost, such as the frozen peat bogs in Siberia, is an additional mechanism that could contribute to warming. Similarly a massive release of CH4 from methane clathrates in the ocean could cause rapid warming, according to the clathrate gun hypothesis.


          The ocean's ability to sequester carbon is expected to decline as it warms. This is because the resulting low nutrient levels of the mesopelagic zone (about 200 to 1000 m depth) limits the growth of diatoms in favour of smaller phytoplankton that are poorer biological pumps of carbon.


          


          Solar variation
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          A few papers suggest that the Sun's contribution may have been underestimated. Two researchers at Duke University, Bruce West and Nicola Scafetta, have estimated that the Sun may have contributed about 4550% of the increase in the average global surface temperature over the period 19002000, and about 2535% between 1980 and 2000. A paper by Peter Stott and other researchers suggests that climate models overestimate the relative effect of greenhouse gases compared to solar forcing; they also suggest that the cooling effects of volcanic dust and sulfate aerosols have been underestimated. They nevertheless conclude that even with an enhanced climate sensitivity to solar forcing, most of the warming since the mid-20th century is likely attributable to the increases in greenhouse gases.


          A different hypothesis is that variations in solar output, possibly amplified by cloud seeding via galactic cosmic rays, may have contributed to recent warming. It suggests magnetic activity of the sun is a crucial factor which deflects cosmic rays that may influence the generation of cloud condensation nuclei and thereby affect the climate.


          One predicted effect of an increase in solar activity would be a warming of most of the stratosphere, whereas greenhouse gas theory predicts cooling there . The observed trend since at least 1960 has been a cooling of the lower stratosphere. Reduction of stratospheric ozone also has a cooling influence, but substantial ozone depletion did not occur until the late 1970s. Solar variation combined with changes in volcanic activity probably did have a warming effect from pre-industrial times to 1950, but a cooling effect since. In 2006, Peter Foukal and other researchers from the United States, Germany, and Switzerland found no net increase of solar brightness over the last thousand years. Solar cycles led to a small increase of 0.07% in brightness over the last 30 years. This effect is far too small to contribute significantly to global warming. A paper by Mike Lockwood and Claus Frhlich found no relation between global warming and solar radiation since 1985, whether through variations in solar output or variations in cosmic rays. Henrik Svensmark and Eigil Friis-Christensen, the main proponents of cloud seeding by galactic cosmic rays, disputed this criticism of their hypothesis.


          


          Temperature changes
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          Recent


          Global temperatures on both land and sea have increased by 0.75C (1.35F) relative to the period 18601900, according to the instrumental temperature record. This measured temperature increase is not significantly affected by the urban heat island effect. Since 1979, land temperatures have increased about twice as fast as ocean temperatures (0.25C per decade against 0.13C per decade). Temperatures in the lower troposphere have increased between 0.12 and 0.22C (0.22 and 0.4F) per decade since 1979, according to satellite temperature measurements. Temperature is believed to have been relatively stable over the one or two thousand years before 1850, with possibly regional fluctuations such as the Medieval Warm Period or the Little Ice Age.


          Sea temperatures increase more slowly than those on land both because of the larger effective heat capacity of the oceans and because the ocean can lose heat by evaporation more readily than the land. The Northern Hemisphere has more land than the Southern Hemisphere, so it warms faster. The Northern Hemisphere also has extensive areas of seasonal snow and sea-ice cover subject to the ice-albedo feedback. More greenhouse gases are emitted in the Northern than Southern Hemisphere, but this does not contribute to the difference in warming because the major greenhouse gases persist long enough to mix between hemispheres.


          Based on estimates by NASA's Goddard Institute for Space Studies, 2005 was the warmest year since reliable, widespread instrumental measurements became available in the late 1800s, exceeding the previous record set in 1998 by a few hundredths of a degree. Estimates prepared by the World Meteorological Organization and the Climatic Research Unit concluded that 2005 was the second warmest year, behind 1998. Temperatures in 1998 were unusually warm because the strongest El Nio in the past century occurred during that year.


          Anthropogenic emissions of other pollutantsnotably sulfate aerosolscan exert a cooling effect by increasing the reflection of incoming sunlight. This partially accounts for the cooling seen in the temperature record in the middle of the twentieth century, though the cooling may also be due in part to natural variability. James Hansen and colleagues have proposed that the effects of the products of fossil fuel combustionCO2 and aerosolshave largely offset one another, so that warming in recent decades has been driven mainly by non-CO2 greenhouse gases.


          Paleoclimatologist William Ruddiman has argued that human influence on the global climate began around 8,000 years ago with the start of forest clearing to provide land for agriculture and 5,000 years ago with the start of Asian rice irrigation. Ruddiman's interpretation of the historical record, with respect to the methane data, has been disputed.


          


          Pre-human climate variations
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          Earth has experienced warming and cooling many times in the past. The recent Antarctic EPICA ice core spans 800,000 years, including eight glacial cycles timed by orbital variations with interglacial warm periods comparable to present temperatures.


          A rapid buildup of greenhouse gases amplified warming in the early Jurassic period (about 180 million years ago), with average temperatures rising by 5C (9F). Research by the Open University indicates that the warming caused the rate of rock weathering to increase by 400%. As such weathering locks away carbon in calcite and dolomite, CO2 levels dropped back to normal over roughly the next 150,000 years.


          Sudden releases of methane from clathrate compounds (the clathrate gun hypothesis) have been hypothesized as both a cause for and an effect of other warming events in the distant past, including the Permian-Triassic extinction event (about 251 million years ago) and the Paleocene-Eocene Thermal Maximum (about 55 million years ago).


          


          Climate models


          
            [image: Calculations of global warming prepared in or before 2001 from a range of climate models under the SRES A2 emissions scenario, which assumes no action is taken to reduce emissions.]

            
              Calculations of global warming prepared in or before 2001 from a range of climate models under the SRES A2 emissions scenario, which assumes no action is taken to reduce emissions.
            

          


          
            [image: The geographic distribution of surface warming during the 21st century calculated by the HadCM3 climate model if a business as usual scenario is assumed for economic growth and greenhouse gas emissions. In this figure, the globally averaged warming corresponds to 3.0��C (5.4��F).]

            
              The geographic distribution of surface warming during the 21st century calculated by the HadCM3 climate model if a business as usual scenario is assumed for economic growth and greenhouse gas emissions. In this figure, the globally averaged warming corresponds to 3.0C (5.4F).
            

          


          Scientists have studied global warming with computer models of the climate. These models are based on physical principles of fluid dynamics, radiative transfer, and other processes, with simplifications being necessary because of limitations in computer power and the complexity of the climate system. All modern climate models include an atmospheric model that is coupled to an ocean model and models for ice cover on land and sea. Some models also include treatments of chemical and biological processes. These models predict that the effect of adding greenhouse gases is to produce a warmer climate. However, even when the same assumptions of future greenhouse gas levels are used, there still remains a considerable range of climate sensitivity.


          Including uncertainties in future greenhouse gas concentrations and climate modeling, the IPCC anticipates a warming of 1.1C to 6.4C (2.0F to 11.5F) by the end of the 21st century, relative to 19801999. Models have also been used to help investigate the causes of recent climate change by comparing the observed changes to those that the models project from various natural and human-derived causes.


          Current climate models produce a good match to observations of global temperature changes over the last century, but do not simulate all aspects of climate. These models do not unambiguously attribute the warming that occurred from approximately 1910 to 1945 to either natural variation or human effects; however, they suggest that the warming since 1975 is dominated by man-made greenhouse gas emissions.


          Global climate model projections of future climate are forced by imposed greenhouse gas emission scenarios, most often from the IPCC Special Report on Emissions Scenarios (SRES). Less commonly, models may also include a simulation of the carbon cycle; this generally shows a positive feedback, though this response is uncertain (under the A2 SRES scenario, responses vary between an extra 20 and 200ppm of CO2). Some observational studies also show a positive feedback.


          The representation of clouds is one of the main sources of uncertainty in present-generation models, though progress is being made on this problem.


          


          Attributed and expected effects
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          Although it is difficult to connect specific weather events to global warming, an increase in global temperatures may in turn cause broader changes, including glacial retreat, Arctic shrinkage, and worldwide sea level rise. Changes in the amount and pattern of precipitation may result in flooding and drought. There may also be changes in the frequency and intensity of extreme weather events. Other effects may include changes in agricultural yields, addition of new trade routes, reduced summer streamflows, species extinctions, and increases in the range of disease vectors.


          Some effects on both the natural environment and human life are, at least in part, already being attributed to global warming. A 2001 report by the IPCC suggests that glacier retreat, ice shelf disruption such as that of the Larsen Ice Shelf, sea level rise, changes in rainfall patterns, and increased intensity and frequency of extreme weather events, are being attributed in part to global warming. While changes are expected for overall patterns, intensity, and frequencies, it is difficult to attribute specific events to global warming. Other expected effects include water scarcity in some regions and increased precipitation in others, changes in mountain snowpack, and adverse health effects from warmer temperatures.


          Increasing deaths, displacements, and economic losses projected due to extreme weather attributed to global warming may be exacerbated by growing population densities in affected areas, although temperate regions are projected to experience some benefits, such as fewer deaths due to cold exposure. A summary of probable effects and recent understanding can be found in the report made for the IPCC Third Assessment Report by Working Group II. The newer IPCC Fourth Assessment Report summary reports that there is observational evidence for an increase in intense tropical cyclone activity in the North Atlantic Ocean since about 1970, in correlation with the increase in sea surface temperature, but that the detection of long-term trends is complicated by the quality of records prior to routine satellite observations. The summary also states that there is no clear trend in the annual worldwide number of tropical cyclones.


          Additional anticipated effects include sea level rise of 110 to 770 millimeters (0.36 to 2.5ft) between 1990 and 2100, repercussions to agriculture, possible slowing of the thermohaline circulation, reductions in the ozone layer, increased intensity of hurricanes and extreme weather events, lowering of ocean pH, and the spread of diseases such as malaria and dengue fever. One study predicts 18% to 35% of a sample of 1,103 animal and plant species would be extinct by 2050, based on future climate projections. However, few mechanistic studies have documented extinctions due to recent climate change and one study suggests that projected rates of extinction are uncertain.


          


          Economic
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          Some economists have tried to estimate the aggregate net economic costs of damages from climate change across the globe. Such estimates have so far failed to reach conclusive findings; in a survey of 100 estimates, the values ran from US$-10 per tonne of carbon (tC) (US$-3 per tonne of carbon dioxide) up to US$350/tC (US$95 per tonne of carbon dioxide), with a mean of US$43 per tonne of carbon (US$12 per tonne of carbon dioxide). One widely publicized report on potential economic impact is the Stern Review; it suggests that extreme weather might reduce global gross domestic product by up to 1%, and that in a worst-case scenario global per capita consumption could fall 20%. The report's methodology, advocacy and conclusions have been criticized by many economists, primarily around the Review's assumptions of discounting and its choices of scenarios, while others have supported the general attempt to quantify economic risk, even if not the specific numbers.


          In a summary of economic cost associated with climate change, the United Nations Environment Programme emphasizes the risks to insurers, reinsurers, and banks of increasingly traumatic and costly weather events. Other economic sectors likely to face difficulties related to climate change include agriculture and transport. Developing countries, rather than the developed world, are at greatest economic risk.


          


          Security


          In November 2007, the Centre for Strategic and International Studies and the Centre for a New American Security published a report highlighting the national security effects of climate change. These security effects include increased competition for resources between countries, mass migration from the worst affected areas, challenges to the cohesion of major states threatened by the rise in sea levels, and, as a consequence of these factors, an increased risk of armed conflict, including even nuclear conflicts.


          


          Adaptation and mitigation


          The broad agreement among climate scientists that global temperatures will continue to increase has led some nations, states, corporations and individuals to implement actions to try to curtail global warming or adjust to it. Many environmental groups encourage individual action against global warming, often by the consumer, but also by community and regional organizations. Others have suggested a quota on worldwide fossil fuel production, citing a direct link between fossil fuel production and CO2 emissions.


          There has also been business action on climate change, including efforts at increased energy efficiency and limited moves towards use of alternative fuels. One important innovation has been the development of greenhouse gas emissions trading through which companies, in conjunction with government, agree to cap their emissions or to purchase credits from those below their allowances.


          The world's primary international agreement on combating global warming is the Kyoto Protocol, an amendment to the UNFCCC negotiated in 1997. The Protocol now covers more than 160 countries globally and over 55% of global greenhouse gas emissions. Only the United States and Kazakhstan have not ratified the treaty, with the United States historically being the world's largest emitter of greenhouse gas. This treaty expires in 2012, and international talks began in May 2007 on a future treaty to succeed the current one.


          Claiming "serious harm" to the United States economy and the exemption of "80 percent of the world, including major population centers" like China and India from the treaty, George W. Bush contends that the Kyoto Protocol is an unfair and ineffective means of addressing global climate change concerns. Bush has promoted improved energy technology as a means to combat climate change, and various state and city governments within the United States have begun their own initiatives to indicate support and compliance with the Kyoto Protocol on a local basis; an example of this being the Regional Greenhouse Gas Initiative.


          China and India, though exempt from its provisions as developing countries, have ratified the Kyoto Protocol. China may have passed the U.S. in total annual greenhouse gas emissions according to some recent studies. Chinese Premier Wen Jiabao has called on the nation to redouble its efforts to tackle pollution and global warming.


          The IPCC's Working Group III is responsible for crafting reports that deal with the mitigation of global warming and analyzing the costs and benefits of different approaches. In the 2007 IPCC Fourth Assessment Report, they conclude that no one technology or sector can be completely responsible for mitigating future warming. They find there are key practices and technologies in various sectors, such as energy supply, transportation, industry, and agriculture, that should be implemented to reduced global emissions. They estimate that stabilization of carbon dioxide equivalent between 445 and 710 ppm by 2030 will result in between a 0.6% increase and 3% decrease in global gross domestic product.


          


          Social and political debate
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          Over the past several years, public perceptions and attitudes concerning the causes and importance of global warming have changed. Increased awareness of the scientific findings surrounding global warming has resulted in political and economic debate. Poor regions, particularly Africa, appear at greatest risk from the suggested effects of global warming, while their actual emissions have been small compared to the developed world. At the same time, developing country exemptions from provisions of the Kyoto Protocol have been criticized by the United States and Australia, and have been used as part of the rationale for continued non-ratification by the U.S. In the Western world, the idea of human influence on climate has gained wider acceptance in Europe than in the United States.


          The issue of climate change has sparked debate weighing the benefits of limiting industrial emissions of greenhouse gases against the costs that such changes would entail. There has been discussion in several countries about the cost and benefits of adopting alternative energy sources in order to reduce carbon emissions. Organizations and companies such as the Competitive Enterprise Institute and ExxonMobil have emphasized more conservative climate change scenarios while highlighting the potential economic cost of stricter controls. Likewise, various environmental lobbies and a number of public figures have launched campaigns to emphasize the potential risks of climate change and promote the implementation of stricter controls. Some fossil fuel companies have scaled back their efforts in recent years, or called for policies to reduce global warming.


          Another point of debate is the degree to which newly developed economies such as India and China should be expected to constrain their emissions. China's gross national CO2 emissions are expected to exceed those of the U.S. within the next few years, and may have already done so according to a 2006 report. China has contended that it has less of an obligation to reduce emissions since its per capita emissions are roughly one-fifth that of the United States. India, also exempt from Kyoto restrictions and another of the biggest sources of industrial emissions, has made similar assertions. However, the U.S. contends that if they must bear the cost of reducing emissions, then China should do the same.


          


          Related climatic issues


          A variety of issues are often raised in relation to global warming. One is ocean acidification. Increased atmospheric CO2 increases the amount of CO2 dissolved in the oceans. CO2 dissolved in the ocean reacts with water to form carbonic acid, resulting in acidification. Ocean surface pH is estimated to have decreased from 8.25 near the beginning of the industrial era to 8.14 by 2004, and is projected to decrease by a further 0.14 to 0.5 units by 2100 as the ocean absorbs more CO2. Since organisms and ecosystems are adapted to a narrow range of pH, this raises extinction concerns, directly driven by increased atmospheric CO2, that could disrupt food webs and impact human societies that depend on marine ecosystem services.


          Global dimming, the gradual reduction in the amount of global direct irradiance at the Earth's surface, may have partially mitigated global warming in the late twentieth century. From 1960 to 1990 human-caused aerosols likely precipitated this effect. Scientists have stated with 6690% confidence that the effects of human-caused aerosols, along with volcanic activity, have offset some of the global warming, and that greenhouse gases would have resulted in more warming than observed if not for these dimming agents.


          Ozone depletion, the steady decline in the total amount of ozone in Earth's stratosphere, is frequently cited in relation to global warming. Although there are areas of linkage, the relationship between the two is not strong.
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        Globe Theatre


        
          

          The Globe Theatre refers to one of three theatres in London associated with William Shakespeare. The original Globe Theatre was built in 1599 by the playing company, Lord Chamberlain's Men, to which Shakespeare belonged, and was destroyed by fire on June 29, 1613. The Globe Theatre was rebuilt by June 1614 and closed in 1642. A modern reconstruction of the original Globe, named "Shakespeare's Globe Theatre" or the "New Globe Theatre," opened in 1997. It is approximately 205 meters from the site of the original theatre off Park Street.


          


          The original Globe
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          The Globe was owned by actors who were also shareholders in the Lord Chamberlain's Men. Two of the six Globe shareholders, Richard Burbage and his brother Cuthbert Burbage, owned double shares of the whole, or 25% each; the other four men, Shakespeare, John Heminges, Augustine Phillips, and Thomas Pope, owned a single share, or 12.5%. (Originally William Kempe was intended to be the seventh partner, but he sold out his share to the four minority sharers, leaving them with more than the originally planned 10%). These initial proportions changed over time, as new sharers were added. Shakespeare's share diminished from 1/8 to 1/14, or roughly 7%, over the course of his career.


          The Globe was built in 1599 using timber from an earlier theatre, The Theatre, that had been built by Richard Burbage's father, James Burbage, in Shoreditch in 1576. The Burbages originally had a 21-year lease of the site on which The Theatre was built, they dismantled The Theatre beam by beam and transported it over the Thames to reconstruct it as The Globe.
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          On June 29, 1613, the Globe Theatre went up in flames during a performance of Henry the Eighth. A theatrical cannon, set off during the performance, misfired, igniting the wooden beams and thatching. According to one of the few surviving documents of the event, no one was hurt except a man whose burning breeches were put out with a bottle of ale.


          Like all the other theatres in London, the Globe was closed down by the Puritans in 1642 after it was rebuilt in 1614. It was destroyed in 1644 to make room for tenements. Its exact location remained unknown until remnants of its foundations were discovered in 1989 beneath the car park of Anchor Terrace on Park Street (the shape of the foundations are replicated in the surface of the car park). There may be further remains beneath Anchor Terrace, but the 18th century terrace is listed and therefore cannot be disturbed by archaeologists.


          


          Layout of the Globe


          The Globe's actual dimensions are unknown, but its shape and size can be approximated from scholarly inquiry over the last two centuries. The evidence suggests that it was a three-story, open-air amphitheatre approximately 100ft in diameter that could house up to 3,000 spectators. The Globe is shown as round on Wenceslas Hollar's sketch of the building, later incorporated into his engraved "Long View" of London in 1647. However, in 1997-98, the uncovering of a small part of the Globe's foundation suggested that it was a polygon of 20 sides.


          At the base of the stage, there was an area called the pit, (or, harking back to the old inn-yards, yard) where, for a penny, people (the "groundlings") would stand to watch the performance. Groundlings would eat hazelnuts during performances  during the excavation of the Globe, nutshells were found preserved in the dirt  or oranges. Around the yard were three levels of stadium-style seats, which were more expensive than standing room.


          
            [image: The stage of the modern Globe Theatre.]

            
              The stage of the modern Globe Theatre.
            

          


          A rectangle stage platform, also known as an 'apron stage', thrust out into the middle of the open-air yard. The stage measured approximately 43 feet (13.1m) in width, 27 feet (8.2m) in depth and was raised about 5 feet (1.52m) off the ground. On this stage, there was a trap door for use by performers to enter from the "cellarage" area beneath the stage.


          Large columns on either side of the stage supported a roof over the rear portion of the stage. The ceiling under this roof was called the "heavens," and was painted with clouds and the sky. A trap door in the heavens enabled performers to descend using some form of rope and harness. The back wall of the stage had two or three doors on the main level, with a curtained inner stage in the centre and a balcony above it. The doors entered into the "tiring house" (backstage area) where the actors dressed and awaited their entrances. The balcony housed the musicians and could also be used for scenes requiring an upper space, such as the balcony scene in Romeo and Juliet.


          


          The modern Globe


          
            
              	Globe Theatre
            


            
              	[image: ]

            


            
              	Building
            


            
              	Type

              	Theatre
            


            
              	Architectural Style

              	Replica Elizabethan
            


            
              	Location

              	London, England
            


            
              	Construction
            


            
              	Completed

              	1997
            


            
              	Main Contractor

              	McCurdy & Co. Ltd.
            


            
              	Design Team
            


            
              	Architect

              	Pentagram
            


            
              	Structural engineer

              	Buro Happold
            


            
              	Services engineer

              	Buro Happold
            


            
              	Other designers

              	McCurdy & Co. Ltd. (timber consultant)
            


            
              	Quantity Surveyor

              	Boyden & Co
            

          


          At the instigation of American actor and director Sam Wanamaker, a new Globe theatre was built according to a design based on the research of historical advisor John Orrell. The rest of the design team comprised Theo Crosby of Pentagram as the architect, Buro Happold as structural and services engineers and Boyden & Co as quantity surveyors. The construction was undertaken by McCurdy & Co. It opened in 1997 under the name "Shakespeare's Globe Theatre" and now stages plays every summer (May to October). Mark Rylance was appointed as the first artistic director of the modern Globe in 1995. In 2006, Dominic Dromgoole took over.


          The new theatre on Bankside is approximately 225 yards (205m) from the original site, centre to centre, and was the first thatched roof building permitted in London since the Great Fire of London in 1666.


          As in the original Globe, the theatre has a thrust stage that projects into a large circular yard surrounded by three tiers of steeply raked seating. The only covered parts of the amphitheatre are the stage and the (more expensive) seated areas. Plays are put on during the summer, usually between May and the first week of October. In the winter the theatre is used for educational purposes. Tours are available all year round.


          The reconstruction was carefully researched so that the new building would be as faithful a replica as possible. This was aided by the discovery of the original Globe Theatre as final plans were being made of the site. Modernizations include the addition of lights (plays in Shakespeare's time were held during the day), sprinklers on the roof to protect against fire, and the fact that the theatre is partly joined onto a modern lobby, visitors centre and additional backstage support areas. Seating capacity is 1,380, with a further 500 "groundlings" standing (and you must stand, no sitting allowed) in the pit, an audience about half the size of that in Shakespeare's time.


          


          Other replicas


          
            [image: Globe-Theater, Schw�bisch Hall, Baden-W�rttemberg, Germany]

            
              Globe-Theatre, Schwbisch Hall, Baden-Wrttemberg, Germany
            

          


          A number of replicas or free interpretations of the Globe have been built around the world:


          
            	U.S.A.

              
                	OSF Elizabethan Theatre, Ashland, Oregon, built in 1935, rebuilt 1947 and 1959


                	San Diego, Old Globe Theatre, built in 1935


                	Cedar City, Utah, Adams Shakespearean Theatre


                	Dallas, Texas, Old Globe Theatre, built 1936


                	Odessa, Texas, The Globe Theatre Of The Great Southwest


                	Williamsburg, Virginia, Globe Theatre, built 1975 in the Banbury Cross section obo Gardens Europe


                	There is currently an effort to create a Globe Theatre in New York City.

              

            


            	Germany

              
                	Neuss am Rhein, Globe Neuss, built 1991


                	Rust, Baden, Germany, Europa-Park, built 2000


                	Schwbisch Hall, Baden-Wrttemberg

              

            


            	Italy

              
                	Rome,, built 2003

              

            


            	Czech Republic

              
                	Prague, built 1999, burned down in 2005

              

            


            	Japan

              
                	Tokyo, Isozakia Arata's Panasonic Globe Theatre in Tokyo, built 1988

              

            

          


          Replica of similar Elizabethan theatre:


          
            	Waseda University Tsubouchi Shoyo Memorial Library Theatre (a replica of The Fortune Theatre), built early 1900s
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            	Rylance, Mark: Play: A Recollection in Pictures and Words of the First Five Years of Play at Shakespeares's Globe Theatre. Photogr.: Sheila Burnett, Donald Cooper, Richard Kolina, John Tramper. Shakespeare's Globe Publ., London, 2003. ISBN 0-9536480-4-4.

          


          
            
              	
                
                  
                    	
                      
Theatres in London
                    
                  


                  
                    	
                  


                  
                    	West End

                    	
                      
                        Adelphi Aldwych Ambassadors Apollo Apollo Victoria Arts Cambridge Coliseum Comedy Criterion Dominion Drury Lane Duchess Dukeof York's Fortune Garrick Gielgud Haymarket Her Majesty's London Palladium Lyceum Lyric New London Nol Coward Novello Palace Peacock Phoenix Piccadilly Playhouse Prince Edward Princeof Wales Queen's St.Martin's Royal Opera House Savoy Shaftesbury Trafalgar Studios Vaudeville Victoria Palace Wyndham's
                      

                    
                  


                  
                    	
                  


                  
                    	Other major

                    theatres

                    	
                      
                        Almeida Barbican Arts Centre Donmar Warehouse Old Vic Open Air Royal National Royal Court Sadler's Wells Shakespeare's Globe Young Vic
                      

                    
                  


                  
                    	
                  


                  
                    	Fringe and

                    suburban

                    	
                      
                        Arcola artsdepot Ashcroft Barons Court Battersea Arts Centre The UCL Bloomsbury theBROADWAY Broadway Bush Canal Caf Chelsea Churchill Cochrane Cockpit The Drill Hall Erith Playhouse Etcetera Finborough Greenwich Playhouse Greenwich Hackney Empire Hampstead Henand Chickens Hoxton Hall ICA Jermyn Street Theatre  King's Head Landor Lyric Hammersmith Menier Chocolate Factory Mermaid New End New Wimbledon Orange Tree Oval House Pentameters The Place Queen's, Hornchurch Questors Richmond Riverside Studios Rose of Kingston Rosemary Branch Shaw Soho South London Southwark Playhouse Stratford Circus Tabard Theatre Theatre 503 Theatre Royal Stratford East Tricycle The Venue Unicorn Warehouse Wilton's
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              The Messier 80 globular cluster in the constellation Scorpius is located about 28,000 light-years from the Sun and contains hundreds of thousands of stars.
            

          


          A globular cluster is a spherical collection of stars that orbits a galactic core as a satellite. Globular clusters are very tightly bound by gravity, which gives them their spherical shapes and relatively high stellar densities toward their centers. The name of this category of star cluster is derived from the Latin globulusa small sphere. A globular cluster is sometimes known more simply as a globular.


          Globular clusters, which are found in the halo of a galaxy, contain considerably more stars and are much older than the less dense galactic, or open clusters, which are found in the disk. Globular clusters are fairly common; there are about 158 currently known globular clusters in the Milky Way, with perhaps 1020 more undiscovered. Large galaxies can have more: Andromeda, for instance, may have as many as 500. Some giant elliptical galaxies, such as M87, may have as many as 10,000 globular clusters. These globular clusters orbit the galaxy out to large radii, 40 kiloparsecs (approximately 131 thousand light-years) or more.


          Every galaxy of sufficient mass in the Local Group has an associated group of globular clusters, and almost every large galaxy surveyed has been found to possess a system of globular clusters. The Sagittarius Dwarf and Canis Major Dwarf galaxies appear to be in the process of donating their associated globular clusters (such as Palomar 12) to the Milky Way. This demonstrates how many of this galaxy's globular clusters were acquired in the past.


          Although it appears that globular clusters contain some of the first stars to be produced in the galaxy, their origins and their role in galactic evolution are still unclear. It does appear clear that globular clusters are significantly different from dwarf elliptical galaxies and were formed as part of the star formation of the parent galaxy rather than as a separate galaxy. However, recent conjectures by astronomers suggest that globular clusters and dwarf spheroidals may not be clearly separate and distinct types of objects.


          


          Observation history


          
            
              Early Globular Cluster Discoveries
            

            
              	Cluster name

              	Discovered by

              	Year
            


            
              	M22

              	Abraham Ihle

              	1665
            


            
              	 Cen

              	Edmond Halley

              	1677
            


            
              	M5

              	Gottfried Kirch

              	1702
            


            
              	M13

              	Edmond Halley

              	1714
            


            
              	M71

              	Philippe Loys de Chseaux

              	1745
            


            
              	M4

              	Philippe Loys de Chseaux

              	1746
            


            
              	M15

              	Jean-Dominique Maraldi

              	1746
            


            
              	M2

              	Jean-Dominique Maraldi

              	1746
            

          


          The first globular cluster discovered was M22 in 1665 by Abraham Ihle, a German amateur astronomer. However, given the small aperture of early telescopes, individual stars within a globular cluster were not resolved until Charles Messier observed M4. The first eight globular clusters discovered are shown in the table. Subsequently, Abb Lacaille would list NGC 104, NGC 4833, M55, M69, and NGC 6397 in his 175152 catalogue. The M before a number refers to the catalogue of Charles Messier, while NGC is from the New General Catalogue by John Dreyer.


          William Herschel began a survey program in 1782 using larger telescopes and was able to resolve the stars in all 33 of the known globular clusters. In addition he found 37 additional clusters. In Herschel's 1789 catalog of deep sky objects, his second such, he became the first to use the name globular cluster as their description.


          The number of globular clusters discovered continued to increase, reaching 83 in 1915, 93 in 1930 and 97 by 1947. A total of 151 globular clusters have now been discovered in the Milky Way galaxy, out of an estimated total of 180  20. These additional, undiscovered globular clusters are believed to be hidden behind the gas and dust of the Milky Way.


          Beginning in 1914, Harlow Shapley began a series of studies of globular clusters, published in about 40 scientific papers. He examined the cepheid variables in the clusters and would use their periodluminosity relationship for distance estimates.


          
            [image: M75 is a highly concentrated, Class I globular cluster.]

            
              M75 is a highly concentrated, Class I globular cluster.
            

          


          Of the globular clusters within our Milky Way, the majority are found in the vicinity of the galactic core, and the large majority lie on the side of the celestial sky centered on the core. In 1918 this strongly asymmetrical distribution was used by Harlow Shapley to make a determination of the overall dimensions of the galaxy. By assuming a roughly spherical distribution of globular clusters around the galaxy's center, he used the positions of the clusters to estimate the position of the sun relative to the galactic centre. While his distance estimate was significantly in error, it did demonstrate that the dimensions of the galaxy were much greater than had been previously thought. His error was due to the fact that dust in the Milky Way diminished the amount of light from a globular cluster that reached the earth, thus making it appear farther away. Shapley's estimate was, however, within the same order of magnitude of the currently accepted value.


          Shapley's measurements also indicated that the Sun was relatively far from the centre of the galaxy, contrary to what had previously been inferred from the apparently nearly even distribution of ordinary stars. In reality, ordinary stars lie within the galaxy's disk and are thus often obscured by gas and dust, whereas globular clusters lie outside the disk and can be seen at much further distances.


          Shapley was subsequently assisted in his studies of clusters by Henrietta Swope and Helen Battles Sawyer (later Hogg). In 192729, Harlow Shapley and Helen Sawyer began categorizing clusters according to the degree of concentration the system has toward the core. The most concentrated clusters were identified as Class I, with successively diminishing concentrations ranging to Class XII. This became known as the ShapleySawyer Concentration Class. (It is sometimes given with numbers [Class 112] rather than Roman numerals.)


          


          


          Composition


          Globular clusters are generally composed of hundreds of thousands of low-metal, old stars. The type of stars found in a globular cluster are similar to those in the bulge of a spiral galaxy but confined to a volume of only a few cubic parsecs. They are free of gas and dust and it is presumed that all of the gas and dust was long ago turned into stars.


          While globular clusters can contain a high density of stars (on average about 0.4 stars per cubic parsec, increasing to 100 or 1000 stars per cubic parsec in the core of the cluster), they are not thought to be favorable locations for the survival of planetary systems. Planetary orbits are dynamically unstable within the cores of dense clusters because of the perturbations of passing stars. A planet orbiting at 1 astronomical unit around a star that is within the core of a dense cluster such as 47 Tucanae would only survive on the order of 108 years. However, there has been at least one planetary system found orbiting a pulsar ( PSR B162026) that belongs to the globular cluster M4.


          With a few notable exceptions, each globular cluster appears to have a definite age. That is, most of the stars in a cluster are at approximately the same stage in stellar evolution, suggesting that they formed at about the same time. All known globular clusters appear to have no active star formation, which is consistent with the view that globular clusters are typically the oldest objects in the Galaxy, and were among the first collections of stars to form. Very large regions of star formation known as super star clusters, such as Westerlund 1 in the Milky Way, may be the precursors of globular clusters.


          Some globular clusters, like Omega Centauri in our Milky Way and G1 in M31, are extraordinarily massive (several million solar masses) and contain multiple stellar populations. Both can be regarded as evidence that supermassive globular clusters are in fact the cores of dwarf galaxies that are consumed by the larger galaxies. Several globular clusters (like M15) have extremely massive cores which may harbour black holes, although simulations suggest that a less massive black hole or central concentration of neutron stars or massive white dwarfs explain observations equally well.


          


          Metallic content


          Globular clusters normally consist of Population II stars, which have a low metallic content compared to Population I stars such as the Sun. (To astronomers, metals includes all elements heavier than helium, such as lithium and carbon.)


          The Dutch astronomer Pieter Oosterhoff noticed that there appear to be two populations of globular clusters, which became known as Oosterhoff groups. The second group has a slightly longer period of RR Lyrae variable stars. Both groups have weak lines of metallic elements. But the lines in the stars of Oosterhoff type I (OoI) cluster are not quite as weak as those in type II (OoII). Hence type I are referred to as "metal-rich" while type II are "metal-poor".


          These two populations have been observed in many galaxies (especially massive elliptical galaxies). Both groups are of similar ages (nearly as old as the universe itself) but differ in their metal abundances. Many scenarios have been suggested to explain these subpopulations, including violent gas-rich galaxy mergers, the accretion of dwarf galaxies, and multiple phases of star formation in a single galaxy. In our Milky Way, the metal-poor clusters are associated with the halo and the metal-rich clusters with the Bulge.


          In the Milky Way it has been discovered that the large majority of the low metallicity clusters are aligned along a plane in the outer part of the galaxy's halo. This result argues in favour of the view that type II clusters in the galaxy were captured from a satellite galaxy, rather than being the oldest members of the Milky Way's globular cluster system as had been previously thought. The difference between the two cluster types would then be explained by a time delay between when the two galaxies formed their cluster systems.


          


          Exotic components


          Globular clusters have a very high star density, and therefore close interactions and near-collisions of stars occur relatively often. Due to these chance encounters, some exotic classes of stars, such as blue stragglers, millisecond pulsars and low-mass X-ray binaries, are much more common in globular clusters. A blue straggler is formed from the merger of two stars, possibly as a result of an encounter with a binary system. The resulting star has a higher temperature than comparable stars in the cluster with the same luminosity, and thus differs from the main sequence stars formed at the beginning of the cluster.


          
            [image: Globular cluster M15 has a 4,000-solar mass black hole at its core. NASA�image.]

            
              Globular cluster M15 has a 4,000- solar mass black hole at its core. NASAimage.
            

          


          Astronomers have searched for black holes within globular clusters since the 1970s. The resolution requirements for this task, however, are exacting, and it is only with the Hubble space telescope that the first confirmed discoveries have been made. In independent programs, a 4,000 solar mass intermediate-mass black hole has been suggested to exist based on HST observations in the globular cluster M15 and a 20,000 solar mass black hole in the Mayall II cluster in the Andromeda Galaxy. Both x-ray and radio emissions from Mayall II appear to be consistent with an intermediate-mass black hole.


          These are of particular interest because they are the first black holes discovered that were intermediate in mass between the conventional stellar-mass black hole and the supermassive black holes discovered at the cores of galaxies. The mass of these intermediate mass black holes is proportional to the mass of the clusters, following a pattern previously discovered between supermassive black holes and their surrounding galaxies.


          Claims of intermediate mass black holes have been met with some skepticism. The densest objects in globular clusters are expected to migrate to the cluster centre due to mass segregation. These will be white dwarfs and neutron stars in an old stellar population like a globular cluster. As pointed out in two papers by Holger Baumgardt and collaborators, the mass-to-light ratio should rise sharply towards the centre of the cluster, even without a black hole, in both M15 and Mayall II.


          


          Colour-magnitude diagram


          The Hertzsprung-Russell diagram (HR-diagram) is a graph of a large sample of stars that plots their visual absolute magnitude against their colour index. The colour index, BV, is the difference between the magnitude of the star in blue light, or B, and the magnitude in visual light (green-yellow), or V. Large positive values indicate a red star with a cool surface temperature, while negative values imply a blue star with a hotter surface.


          When the stars near the Sun are plotted on an HR diagram, it displays a distribution of stars of various masses, ages, and compositions. Many of the stars lie relatively close to a sloping curve with increasing absolute magnitude as the stars are hotter, known as main sequence stars. However the diagram also typically includes stars that are in later stages of their evolution and have wandered away from this main sequence curve.


          As all the stars of a globular cluster are at approximately the same distance from us, their absolute magnitudes differ from their visual magnitude by about the same amount. The main sequence stars in the globular cluster will fall along a line that is believed to be comparable to similar stars in the solar neighbourhood. (The accuracy of this assumption is confirmed by comparable results obtained by comparing the magnitudes of nearby short-period variables, such as RR Lyrae stars and cepheid variables, with those in the cluster.)


          By matching up these curves on the HR diagram the absolute magnitude of main sequence stars in the cluster can also be determined. This in turn provides a distance estimate to the cluster, based on the visual magnitude of the stars. The difference between the relative and absolute magnitude, the distance modulus, yields this estimate of the distance.


          When the stars of a particular globular cluster are plotted on an HR diagram, nearly all of the stars fall upon a relatively well defined curve. This differs from the HR diagram of stars near the Sun, which lumps together stars of differing ages and origins. The shape of the curve for a globular cluster is characteristic of a grouping of stars that were formed at approximately the same time and from the same materials, differing only in their initial mass. As the position of each star in the HR diagram varies with age, the shape of the curve for a globular cluster can be used to measure the overall age of the collected stars.


          
            [image: Color-magnitude diagram for the globular cluster M3. Note the characteristic "knee" in the curve at magnitude 19 where stars begin entering the giant stage of their evolutionary path.]

            
              Colour-magnitude diagram for the globular cluster M3. Note the characteristic "knee" in the curve at magnitude 19 where stars begin entering the giant stage of their evolutionary path.
            

          


          The most massive main sequence stars in a globular cluster will also have the highest absolute magnitude, and these will be the first to evolve into the giant star stage. As the cluster ages, stars of successively lower masses will also enter the giant star stage. Thus the age of a cluster can be measured by looking for the stars that are just beginning to enter the giant star stage. This forms a "knee" in the HR diagram, bending to the upper right from the main sequence line. The absolute magnitude at this bend is directly a function of the age of globular cluster, so an age scale can be plotted on an axis parallel to the magnitude.


          In addition, globular clusters can be dated by looking at the temperatures of the coolest white dwarfs. Typical results for globular clusters are that they may be as old as 12.7 billion years. This is in contrast to open clusters which are only tens of millions of years old.


          The ages of globular clusters place a bound on the age limit of the entire universe. This lower limit has been a significant constraint in cosmology. During the early 1990s, astronomers were faced with age estimates of globular clusters that appeared older than cosmological models would allow. However, better measurements of cosmological parameters through deep sky surveys and satellites such as COBE have resolved this issue as have computer models of stellar evolution that have different models of mixing.


          Evolutionary studies of globular clusters can also be used to determine changes due to the starting composition of the gas and dust that formed the cluster. That is, the change in the evolutionary tracks due to the abundance of heavy elements. (Heavy elements in astronomy are considered to be all elements more massive than helium.) The data obtained from studies of globular clusters are then used to study the evolution of the Milky Way as a whole.


          In globular clusters a few stars known as blue stragglers are observed, apparently continuing the main sequence in the direction of brighter, bluer stars. The origins of these stars is still unclear, but most models suggest that these stars are the result of mass transfer in multiple star systems.


          


          Morphology


          In contrast to open clusters, most globular clusters remain gravitationally bound for time periods comparable to the life spans of the majority of their stars. (A possible exception is when strong tidal interactions with other large masses result in the dispersal of the stars.)


          At present the formation of globular clusters remains a poorly understood phenomenon. It remains uncertain whether the stars in a globular cluster form in a single generation, or are spawned across multiple generations over a period of several hundred million years. This star-forming period is relatively brief, however, compared to the age of many globular clusters. Observations of globular clusters show that these stellar formations arise primarily in regions of efficient star formation, and where the interstellar medium is at a higher density than in normal star-forming regions. Globular cluster formation is prevalent in starburst regions and in interacting galaxies.


          After they are formed, the stars in the globular cluster begin to gravitationally interact with each other. As a result the velocity vectors of the stars are steadily modified, and the stars lose any history of their original velocity. The characteristic interval for this to occur is the relaxation time. This is related to the characteristic length of time a star needs to cross the cluster as well as the number of stellar masses in the system. The value of the relaxation time varies by cluster, but the mean value is on the order of 109 years.


          
            
              Ellipticity of Globulars
            

            
              	Galaxy

              	Ellipticity
            


            
              	Milky Way

              	0.070.04
            


            
              	LMC

              	0.160.05
            


            
              	SMC

              	0.190.06
            


            
              	M31

              	0.090.04
            

          


          Although globular clusters generally appear spherical in form, ellipticities can occur due to tidal interactions. Clusters within the Milky Way and the Andromeda Galaxy are typically oblate spheroids in shape, while those in the Large Magellanic Cloud are more elliptical.


          


          Radii


          Astronomers characterize the morphology of a globular cluster by means of standard radii. These are the core radius (rc), the half-light radius (rh) and the tidal radius (rt). The overall luminosity of the cluster steadily decreases with distance from the core, and the core radius is the distance at which the apparent surface luminosity has dropped by half. A comparable quantity is the half-light radius, or the distance from the core within which half the total luminosity from the cluster is received. This is typically larger than the core radius.


          Note that the half-light radius includes stars in the outer part of the cluster that happen to lie along the line of sight, so theorists will also use the half-mass radius (rm)the radius from the core that contains half the total mass of the cluster. When the half-mass radius of a cluster is small relative to the overall size, it has a dense core. An example of this is Messier 3 (M3), which has an overall visible dimension of about 18 arc minutes, but a half-mass radius of only 1.12 arc minutes.


          Almost all globular clusters have a half-light radius of less than 10 pc. Although there are well-established globular clusters with very large radii (i.e. NGC 2419 (Rh = 18 pc) and Palomar 14 (Rh = 25 pc).


          Finally the tidal radius is the distance from the centre of the globular cluster at which the external gravitation of the galaxy has more influence over the stars in the cluster than does the cluster itself. This is the distance at which the individual stars belonging to a cluster can be separated away by the galaxy. The tidal radius of M3 is about 38 arc minutes.


          


          Mass segregation and luminosity


          In measuring the luminosity curve of a given globular cluster as a function of distance from the core, most clusters in the Milky Way steadily increase in luminosity as this distance decreases, up to a certain distance from the core, then the luminosity levels off. Typically this distance is about 12 parsecs from the core. However about 20% of the globular clusters have undergone a process termed "core collapse". In this type of cluster, the luminosity continues to steadily increase all the way to the core region. An example of a core-collapsed globular is M15.


          
            [image: 47 Tucanae - the second most luminous globular cluster in the Milky Way, after Omega Centauri.]

            
              47 Tucanae - the second most luminous globular cluster in the Milky Way, after Omega Centauri.
            

          


          Core-collapse is thought to occur when the more massive stars in a globular encounter their less massive companions. As a result of the encounters the larger stars tend to lose kinetic energy and start to settle toward the core. Over a lengthy period of time this leads to a concentration of massive stars near the core, a phenomenon called mass segregation.


          The Hubble Space Telescope has been used to provide convincing observational evidence of this stellar mass-sorting process in globular clusters. Heavier stars slow down and crowd at the cluster's core, while lighter stars pick up speed and tend to spend more time at the cluster's periphery. The globular star cluster 47 Tucanae, which is made up of about 1 million stars, is one of the densest globular clusters in the Southern Hemisphere. This cluster was subjected to an intensive photographic survey, which allowed astronomers to track the motion of its stars. Precise velocities were obtained for nearly 15,000 stars in this cluster.


          The different stages of core-collapse may be divided into three phases. During a globular cluster's adolescence, the process of core-collapse begins with stars near the core. However, the interactions between binary star systems prevents further collapse as the cluster approaches middle age. Finally, the central binaries are either disrupted or ejected, resulting in a tighter concentration at the core.


          A 2008 study by Dr. John Fregeau of 13 globular clusters in the Milky Way shows that three of them have unusually large number of X-ray sources, or X-ray binaries, suggesting the clusters are middle-aged. Previously, these globular clusters had been classified as being in old age because they had very tight concentrations of stars in their centers, another litmus test of age used by astronomers. The implication is that most globular clusters, including the other ten studied by Fregeau, are not in middle age, as previously thought, but are actually in adolescence.


          "It's remarkable that these objects, which are thought to be some of the oldest in the Universe, may really be very immature," said Fregeau whose paper appears in The Astrophysical Journal. "This would represent a major change in thinking about the current evolutionary status of globular clusters."


          The overall luminosities of the globular clusters within the Milky Way and M31 can be modeled by means of a gaussian curve. This gaussian can be represented by means of an average magnitude Mv and a variance 2. This distribution of globular cluster luminosities is called the Globular Cluster Luminosity Function (GCLF). (For the Milky Way, Mv = 7.200.13, =1.10.1 magnitudes.) The GCLF has also been used as a " standard candle" for measuring the distance to other galaxies, under the assumption that the globular clusters in remote galaxies follow the same principles as they do in the Milky Way.


          


          N-body simulations


          Computing the interactions between the stars within a globular cluster requires solving what is termed the N-body problem. That is, each of the stars within the cluster continually interacts with the other N1 stars, where N is the total number of stars in the cluster. The naive CPU computational "cost" for a dynamic simulation increases in proportion to N3, so the potential computing requirements to accurately simulate such a cluster can be enormous. An efficient method of mathematically simulating the N-body dynamics of a globular cluster is done by subdividing into small volumes and velocity ranges, and using probabilities to describe the locations of the stars. The motions are then described by means of a formula called the Fokker-Planck equation. This can be solved by a simplified form of the equation, or by running Monte Carlo simulations and using random values. However the simulation becomes more difficult when the effects of binaries and the interaction with external gravitation forces (such as from the Milky Way galaxy) must also be included.


          The results of N-body simulations have shown that the stars can follow unusual paths through the cluster, often forming loops and often falling more directly toward the core than would a single star orbiting a central mass. In addition, due to interactions with other stars that result in an increase in velocity, some of the stars gain sufficient energy to escape the cluster. Over long periods of time this will result in a dissipation of the cluster, a process termed evaporation. The typical time scale for the evaporation of a globular cluster is 1010 years.


          Binary stars form a significant portion of the total population of stellar systems, with up to half of all stars occurring in binary systems. Numerical simulations of globular clusters have demonstrated that binaries can hinder and even reverse the process of core collapse in globular clusters. When a star in a cluster has a gravitational encounter with a binary system, a possible result is that the binary becomes more tightly bound and kinetic energy is added to the solitary star. When the massive stars in the cluster are sped up by this process, it reduces the contraction at the core and limits core collapse.


          Tidal encounters


          When a globular cluster has a close encounter with a large mass, such as the core region of a galaxy, it undergoes a tidal interaction. The difference in the pull of gravity between the part of the cluster nearest the mass and the pull on the furthest part of the cluster results in a tidal force. A "tidal shock" occurs whenever the orbit of a cluster takes it through the plane of a galaxy.


          As a result of a tidal shock, streams of stars can be pulled away from the cluster halo, leaving only the core part of the cluster. These tidal interaction effects create tails of stars that can extend up to several degrees of arc away from the cluster. These tails typically both precede and follow the cluster along its orbit. The tails can accumulate significant portions of the original mass of the cluster, and can form clumplike features.


          The globular cluster Palomar 5, for example, is near the perigalactic point of its orbit after passing through the Milky Way. Streams of stars extend outward toward the front and rear of the orbital path of this cluster, stretching out to distances of 13,000 light-years. Tidal interactions have stripped away much of the mass from Palomar 5, and further interactions as it passes through the galactic core are expected to transform it into a long stream of stars orbiting the Milky Way halo.


          Tidal interactions add kinetic energy into a globular cluster, dramatically increasing the evaporation rate and shrinking the size of the cluster. Not only does tidal shock strip off the outer stars from a globular cluster, but the increased evaporation accelerates the process of core collapse. The same physical mechanism may be at work in Dwarf spheroidal galaxies such as the Sagittarius Dwarf, which appears to be undergoing tidal disruption due to its proximity to the Milky Way.
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        Glorious Revolution


        
          

          The Glorious Revolution, also called the Revolution of 1688, was the overthrow of King James II of England (VII of Scotland) in 1688 by a union of Parliamentarians and the Dutch stadtholder William III of Orange-Nassau (William of Orange), who as a result ascended the English throne as William III of England. It is sometimes called the Bloodless Revolution, but this is Anglocentric as it ignores the three major battles in Ireland and serious fighting in Scotland. Even in England it was not completely bloodless, since there were two significant clashes between the two armies, plus anti-Catholic riots in several towns. The expression "Glorious Revolution" was first used by John Hampden in the autumn of 1689, and is an expression that is still used by the Westminster Parliament.


          The Revolution is closely tied in with the events of the War of the Grand Alliance on mainland Europe, and may be seen as the last successful invasion of England. It can be argued that James's overthrow began modern English parliamentary democracy: never again would the monarch hold absolute power, and the Bill of Rights became one of the most important documents in the political history of Britain. The deposition of the Roman Catholic James II ended any chance of Catholicism becoming re-established in England, and also led to limited toleration for nonconformist Protestantsit would be some time before they had full political rights. In the case of Catholics, however, it was disastrous both socially and politically. Catholics were denied the right to vote and sit in the Westminster Parliament for over 100 years after this. They were also denied commissions in the British army and the monarch was forbidden to be Catholic or marry a Catholic, thus ensuring the Protestant succession.


          


          Background
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              King of England, Scotland and Ireland, Duke of Normandy.
            

          


          During his three-year reign, King James II became directly involved in the political battles in England between Catholicism and Protestantism on the one hand, and on the other, between the divine right of the Crown and the political rights of Parliament. James's greatest political problem was his Catholicism, which left him alienated from both parties in Parliament. The low church Whigs had failed in their attempt to exclude James from the throne between 1679 and 1681, and James's supporters were the High Church Anglican Tories. When James inherited the throne in 1685, he had much support in the 'Loyal Parliament', which was composed mostly of Tories. James's attempt to relax the penal laws alienated his natural supporters, however, because the Tories viewed this as tantamount to disestablishment of the Church of England. Abandoning the Tories, James looked to form a 'King's party' as a counterweight to the Anglican Tories, so in 1687 James supported the policy of religious toleration and issued the Declaration of Indulgence. By allying himself with the Catholics, Dissenters and nonconformists, James hoped to build a coalition that would advance Catholic emancipation.


          In 1686, James coerced the Court of the King's Bench into deciding that the King could dispense with religious restrictions of the Test Acts. James ordered the removal of Henry Compton, the anti-Catholic Bishop of London, and dismissed the Protestant fellows of Magdalen College, Oxford and replaced them with Catholics.


          James also created a large standing army and employed Catholics in positions of power in the army. To his opponents in Parliament this seemed like a prelude to arbitrary rule, so James prorogued Parliament without gaining Parliament's consent. At this time, the English regiments of the army were encamped at Hounslow, near the capital. The army in Ireland was purged of Protestants who were replaced with Catholics, and by 1688 James had more than 34,000 men under arms in his three kingdoms.


          In April 1688, James re-issued the Declaration of Indulgence and ordered all clergymen to read it in their churches. When the Archbishop of Canterbury, William Sancroft, and six other bishops (see the Seven Bishops) wrote to James asking him to reconsider his policies, they were arrested on charges of seditious libel, but at trial they were acquitted to the cheers of the London crowd.


          Matters came to a head in 1688, when James fathered a son; until then, the throne would have passed to his daughter, Mary, a Protestant. The prospect of a Catholic dynasty in the British Isles was now likely. Some leaders of the Tory Party united with members of the opposition, Whigs and set out to solve the crisis.


          


          Conspiracy
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          In 1686, a group of conspirators met at Charborough House in Dorset to plan the overthrow of "the tyrant race of Stuarts". In June 1688, a further conspiracy was launched at Old Whittington, in Chesterfield, Derbyshire, to depose James and replace him with his daughter Mary and her husband, William Henry of Orange  both Protestants and both grandchildren of Charles I of England. Before the birth of James's son on June 10, Mary had been the heir to the throne and William was third in line. James however had only wanted to treat them as possible heirs on condition that they accepted his pro-Catholic position, which they had been unwilling to do for fear that French influence would become too great. William was also stadtholder of the main provinces of the Dutch Republic, then in the preliminary stages of joining the War of the Grand Alliance against France. He had already acquired the reputation of being the main champion in Europe of the Protestant cause against Catholicism and French absolutism. It is still a matter of controversy whether the initiative for the conspiracy was taken by the English or by the stadtholder and his wife. William had been trying to influence English politics for well over a year, letting Grand Pensionary Gaspar Fagel publish an open letter to the English people in November 1687 deploring the religious policy of James, which action had generally been interpreted as a covert bid for kingship. On December 18 the Duke of Norfolk warned James of a conspiracy on the side of his son-in-law. After his envoy Everhard van Weede Dijkvelt in April 1687 had approached the main Whig and Tory leaders William had maintained a close secret correspondence with them, using as a contact Frederik van Nassau. In it he had not committed himself to any definite action, but an understanding had been reached that if William should, for whatever reason, ascend, he would in accordance with his anti-absolutist reputation restrain the use of Royal power; in return William desired a full employment of English military resources against France. It has been suggested that the crisis caused by the prospect of a new Catholic heir made William decide to invade the next summer as early as November 1687 , but this is disputed. It is certain however that in April 1688, when France and England concluded a naval agreement that stipulated that the French would finance an English squadron in The Channel, he seriously began to prepare for a military intervention and seek political and financial support for such an undertaking.


          


          Planning for an invasion


          William and Mary laid careful plans over a number of months for an invasion, which they hoped to execute in September. Their first concern was to avoid any impression of foreign conquest and they asked already in April for a formal invitation to be issued by a group of worthies. Only after the Prince of Wales had been born however the Immortal Seven, consisting of one bishop and six nobles, decided to comply, the letter reaching William on June 30. It should be emphasized that this was not an invitation to become king but to "save the Protestant religion" and that the "seven" were not fully aware this would probably lead to a war with France. Also William's confidant Hans Willem Bentinck launched a propaganda campaign in England, presenting William as really a true Stuart but one blessedly free from the, according to the pamphlets, usual Stuart vices of cryptocatholicism, absolutism and debauchery. Much of the later "spontaneous" support for William had been carefully organised by him and his agents.


          In May, William sent an envoy, Johann von Grtz, to Vienna to secretly ensure the support of the Holy Roman Emperor, Leopold I. Learning that William promised not to persecute the Catholics in England, the emperor approved, promising in turn to make peace with the Ottoman Empire to free his forces for a campaign in the West; on September 4 1688 he would join an alliance with the Republic against France. The Duke of Hanover, Ernest Augustus and the Elector of Saxony, John George III, assured William that they would remain neutral.


          The next concern was to assemble a powerful invasion force  contrary to the wishes of the English conspirators, who predicted that a token force would be sufficient. William, financed by the city of Amsterdam after secret and difficult negotiations by Bentinck with the hesitant Amsterdam burgomasters during June, hired 400 transports; also Bentinck negotiated contracts for 13,616 German mercenaries from Brandenburg, Wrtemberg, Hesse-Cassel and Celle, to man Dutch border fortresses in order to free an equal number of Dutch elite mercenary troops for use against England. Further financial support was obtained from the most disparate sources: the Jewish banker Francisco Lopes Suasso lent two million guilders; when asked what security he desired, Suasso anwered: "If you are victorious, you will surely repay me; if not, the loss is mine". Remarkably even Pope Innocent XI, an inveterate enemy of Louis XIV of France, provided a loan. Total costs were seven million guilders, four million of which would ultimately be paid for by a state loan. In the summer the Dutch navy was expanded with 9000 sailors on the pretext of fighting the Dunkirkers.


          In August, it became clear that William had surprisingly strong support within the English army, a situation brought about by James himself. In January 1688 he had forbidden any of his subjects to serve the Dutch and had demanded that the Republic dissolve its mercenary Scottish and English regiments. When this was refused, he asked that at least those willing would be released from their martial oath to be free to return to Britain. To this William consented as it would purify his army from Jacobite elements. In total 104 officers and 44 soldiers returned. The officers were enlisted within the British armies and so favoured that the established officer corps began to fear for its position. On August 14 Lord Churchill wrote to William: "I owe it to God and my country to put my honour into the hands of Your Highness". Nothing comparable happened within the Royal Navy however.


          Still, William had great trouble convincing the Dutch ruling elite, the regents, that such an expensive expedition was really necessary. Also he personally feared that the French might attack the Republic through Flanders, when its army was tied up in England. By early September he was on the brink of cancelling the entire expedition, when French policy played into his hand. On September 9 ( Gregorian calendar) the French envoy Jean Antoine de Mesmes handed two letters from the French king, who had known of the invasion plans since May, to the States-General of the Netherlands. In the first they were warned not to attack James. In the second they were urged not to interfere with the French policy in Germany. James hurriedly distanced himself from the first message, trying to convince the States that there was no secret Anglo-French alliance against them. This however had precisely the opposite effect; many members became extremely suspicious. The second message proved that the main French effort was directed to the east, not the north, so there was no immediate danger of a French invasion for the Republic itself.


          From September 22, Louis XIV seized all Dutch ships present in French ports, seeming to prove that war with France was imminent, though Louis had meant it to be a mere warning. On September 26 the powerful city council of Amsterdam decided to officially support the invasion. On September 27 Louis crossed the Rhine into Germany and William began to move his army from the eastern borders to the coast. On September 29 the States of Holland gathering in secret session and fearing a French-English alliance, approved the operation, agreeing to make the English "useful to their friends and allies, and especially to this state". They accepted William's argument that a preventive strike was necessary to avoid a repeat of the events of 1672, when England and France had jointly attacked the Republic, "an attempt to bring this state to its ultimate ruin and subjugation, as soon as they find the occasion". The States ordered a Dutch fleet of 53 warships to escort the troop transports. This fleet was in fact commanded by Lieutenant-Admiral Cornelis Evertsen the Youngest and Vice-Admiral Philips van Almonde but in consideration for English sensitivities on October 6 placed under nominal command of Rear-Admiral Arthur Herbert, the very messenger who, disguised as a common sailor, had brought the invitation to William in The Hague. Though William was himself Admiral-General of the Republic he abstained from operational command, sailing conspicuously on the yacht Den Briel, accompanied by Lieutenant-Admiral Willem Bastiaensz Schepers, the Rotterdam shipping magnate who had organised the transport fleet. The States-General allowed the core regiments of the Dutch field army to participate under command of Marshall Frederick Schomberg.


          


          William's landing


          The Dutch preparations, though carried out with great speed, could not remain secret. The English envoy Ignatius White, the Marquess d'Albeville, warned his country: an absolute conquest is intended under the specious and ordinary pretences of religion, liberty, property and a free Parliament. Louis XIV threatened the Dutch with an immediate declaration of war, should they carry out their plans. Embarkations, started on September 22 (Gregorian calendar), had been completed on October 8 and the expedition was that day openly approved by the States of Holland; the same day James issued a proclamation to the English nation that it should prepare for a Dutch invasion to ward off conquest. On October 10 William issued the Declaration of The Hague, 60,000 copies of the English translation of which were distributed in England, in which he assured that his only aim was to maintain the Protestant religion, install a free parliament and investigate the legitimacy of the Prince of Wales. He would respect James's position. On October 14 he responded to the allegations by James in a second declaration, denying any intention to become king or conquer England. Whether he had any at that moment is still controversial.


          The swiftness of the embarkations surprised all foreign observers. Louis had in fact delayed his threats against the Dutch until early September because he assumed it then would be too late in the season to set the expedition in motion anyway, if their reaction would be negative; typically such an enterprise would take at least some months. Being ready after the first week of October would normally have meant that the Dutch could have profited from the last spell of good weather, as the autumn storms tend to begin in the third week of that month. This year they came early however. For three weeks the invasion fleet was prevented by adverse southwesterly gales from departing from the naval port of Hellevoetsluis and Catholics all over the Netherlands and the British Isles held prayer sessions that this "popish wind" might endure, but late October it became the famous " Protestant Wind" by turning to the east, allowing a departure on October 28. It had originally been intended that the Dutch navy defeat the English first to free the way for the transport fleet but because it was now so late in the season and conditions onboard deteriorated rapidly, it was decided to sail in convoy. Hardly had the fleet reached open sea when the wind changed again to the southwest forcing most ships to return to port, becoming a favourable easterly only on November 9. First the fleet, reassembled on November 11, four times larger than the Spanish Armada and having, including sailors and supply train, about 60,000 men and 5,000 horses aboard, sailed north in the direction of Harwich where Bentinck had a landing site prepared. It was forced south however when the wind turned to the north and sailed in an enormous square formation, 25 ships deep, into the English Channel on November 13, saluting Dover Castle and Calais simultaneously to show off its size. The English navy positioned in the Thames estuary saw the Dutch pass twice but was unable to intercept, first because of the strong easterly wind, the second time due to an unfavourable tide. Landing with a large army in Torbay near Brixham, Devon on November 5 ( Julian calendar ( November 15 Gregorian calendar)), 1688, William was greeted with much show of popular support (this was Bentinck's alternative landing site), and some local men joined his army. His personal disembarkation was delayed somewhat to make it coincide with Bonfire Night, the anniversary of the Gunpowder Plot. On his banners read the proclamation: "The Liberties of England and the Protestant Religion I will maintain." Je maintiendrai ("I will maintain") is the motto of the House of Orange. William's army totalled approximately 15,00018,000 on foot and 3,000 cavalry. It was composed mainly of 14,352 regular Dutch mercenary troops (many of them actually Scots, Scandinavians, Germans and Swiss), and about 5,000 English and Scottish volunteers with a substantial Huguenot element in the cavalry and Guards as well as 200 blacks from plantations in America. Many of the mercenaries were Catholic. On November 7 ( November 17 Gregorian calendar), the wind turned southwest, preventing the pursuing English fleet commanded by George Legge from attacking the landing site. The French fleet was at the time concentrated in the Mediterranean, to assist a possible attack on the Papal State. Louis delayed his declaration of war until November 26 (Gregorian calendar), hoping at first that their involvement in a protracted English civil war would keep the Dutch from interfering with his German campaign. The Dutch call their fleet action the Glorieuze Overtocht, the "Glorious Crossing".


          William considered his veteran army to be sufficient in size to defeat any forces (all rather inexperienced) James could throw against him, but it had been decided to avoid the hazards of battle and maintain a defensive attitude in the hope James's position might collapse by itself; thus he landed far away from James's army, expecting that his English allies would take the initiative in acting against James while he ensured his own protection against potential attacks. William was prepared to wait; he had paid his troops in advance for a three-month campaign. A slow advance had the added benefit of not over-extending the supply lines; the Dutch troops were under strict orders not even to forage, for fear that this would degenerate into plundering which would alienate the population. On November 9 William took Exeter after the magistrates had fled the city. From November 12, in the North, many nobles began to declare for William, as they had promised. However in the first weeks most people carefully avoided taking sides; as a whole the nation neither rallied behind its king, nor welcomed William, but passively awaited the outcome of events.


          


          The collapse of James's regime


          James refused a French offer to send an expeditionary force, fearing that it would cost him domestic support. He tried to bring the Tories to his side by making concessions but failed because he still refused to endorse the Test Act. His forward forces had gathered at Salisbury, and James went to join them on November 19 (Julian calendar) with his main force, having a total strength of about 19,000. Amid anti-Catholic rioting in London, it rapidly became apparent that the troops were not eager to fight, and the loyalty of many of James's commanders was doubtful; he had been informed of the conspiracy within the army as early as September but for unknown reasons had refused to arrest the officers involved. Some have argued however that, had James been more resolute, the army would have fought and fought well. The first blood was shed at about this time in a skirmish at Wincanton, Somerset, where Royalist troops retreated after defeating a small party of scouts; the total body count on both sides came to about fifteen. In Salisbury, after hearing that some officers had deserted, among them Lord Cornbury, a worried James was overcome by a serious nose-bleed that he interpreted as an evil omen indicating that he should order his army to retreat, which the supreme army commander, the Earl of Feversham, also advised on the 23rd. The next day, Lord Churchill of Eyemouth, one of James's chief commanders, deserted to William. On the 26th, James's own daughter, Princess Anne, did the same. Both were serious losses. James returned to London that same day.


          After Plymouth surrendered to him on November 18, William began to advance on the 21st. By the 24th, William's forces were at Salisbury; three days later they had reached Hungerford, where the following day they met with the King's Commissioners to negotiate. James offered free elections and a general amnesty for the rebels. In reality, by that point James was simply playing for time, having already decided to flee the country. He feared that his English enemies would insist on his execution and that William would give in to their demands. Convinced that his army was unreliable, he sent orders to disband it. December 10 saw the second engagement between the two sides with the Battle of Reading, a defeat for the King's men. In December there was anti-Catholic rioting in Bristol, Bury St. Edmunds, Hereford, York, Cambridge and Shropshire. On the 9th a Protestant mob stormed Dover Castle, where the Catholic Sir Edward Hales was Governor, and seized it. On December 8 William met at last with James's representatives; he agreed to James's proposals but also demanded that all Catholics would be immediately dismissed from state functions and that England would pay for the Dutch military expenses. He received no reply, however.


          In the night of December 9- December 10, the Queen and the Prince of Wales fled for France. The next day saw James's attempt to escape, the king dropping The Great Seal in the Thames along the way. However, he was captured on December 11 by fishermen in Faversham opposite Sheerness, the town on the Isle of Sheppey. On the same day, 27 Lords Spiritual and Temporal, forming a provisional government, decided to ask William to restore order but at the same time asked the king to return to London to reach an agreement with his son-in-law. On the night of the 11th there were riots and lootings of the houses of Catholics and several foreign embassies of Catholic countries in London. The following night a mass panic gripped London during what was later termed the Irish Night. False rumours of an impending Irish army attack on London circulated in the capital, and a mob of over 100,000 assembled, ready to defend the city.


          Upon returning to London on the 16th, James was welcomed by cheering crowds. He took heart at this and attempted to recommence government, even presiding over a meeting of the Privy Council. He sent Lord Feversham to William to arrange for a personal meeting to continue negotiations. Now for the first time it became evident that William had no longer any desire to keep James in power in England. He was extremely dismayed by the arrival of Lord Feversham. He refused the suggestion that he simply arrest James because this would violate his own declarations and burden his relationship with his wife. In the end it was decided that he should exploit James's fears; the three original commissioners were sent back to James with the message that William felt he could no longer guarantee the king's wellbeing and that James for his own safety had better leave London for Ham. William at the same time ordered all English troops to depart from the capital; no local forces were allowed within a twenty mile radius until the spring of 1689. Already the English navy had declared for William. James, by his own choice, went under Dutch protective guard to Rochester in Kent on December 18 (Julian calendar), just as William entered London, cheered by crowds dressed in orange. The Dutch officers had been ordered that "if he [James] wanted to leave, they should not prevent him, but allow him to gently slip through". James then left for France on December 23 after having received a request from his wife to join her, even though his followers urged him to stay. The lax guard on James and the decision to allow him so near the coast indicate that William may have hoped that a successful flight would avoid the difficulty of deciding what to do with him, especially with the memory of the execution of Charles I still strong. By fleeing, James ultimately helped resolve the awkward question whether he was still the legal king or not.


          


          William made King


          On December 28, William took over the provisional government and, on the advice of his Whig allies, summoned an assembly of all the surviving MPs of Charles II's reign, thus bypassing the Tories of the Loyal Parliament of 1685. This assembly called for a chosen Convention, elected on January 5, which convened on January 22. The name "Convention" was chosen because only the King could call a Parliament. Although James had fled the country, he still had many followers, and William feared that the king might return, relegating William to the role of a mere regent, a solution that was unacceptable to him. On December 30, William (in a conversation with the Marquess of Halifax) threatened not to stay in England "if King James came again" and determined to go back to Holland "if they went about to make him [William] Regent".


          The Convention Parliament was very divided on the issue. The radical Whigs in the Lower House proposed to elect William as a king (meaning that his power would be derived from the people); the moderates wanted an acclamation of William and Mary together; the Tories wanted to make him regent or only acclaim Mary as Queen. The Lower House resolved that the throne was vacant as a result of James's desertion, amounting to abdication; the Lords voted that either James was still King or Mary already Queen, but that the Throne of England couldn't possibly be "vacant". Mary, however, opposed this position, and William made it known to the Tory leaders at this point that they could either accept him as king or deal with the Whigs without his military presence, for then he would leave for the Republic. Confronted with this choice, the Tory majority of Lords decided on February 6 that the throne was vacant after all.


          William and Mary were offered the throne as joint rulers, an arrangement which they accepted. On February 13, 1689 ( New Style), February 23 (Gregorian calendar) Mary II and William III jointly acceded to the throne of England. A commission had on February 2 formulated 23 Heads of Grievances which were renamed the Declaration of Rights; these were read aloud before William and Mary accepted the throne. They were crowned on April 11, swearing an oath to uphold the laws made by Parliament. Although their succession to the English throne was relatively peaceful, much blood would be shed before William's authority was accepted in Ireland and Scotland.


          In Scotland there had been no serious support for the rebellion, but when James fled for France, most members of the Scottish Privy Council went to London to offer their services to William; on January 7 they asked William to take over the responsibilities of government. On March 14 a Convention convened in Edinburgh, dominated by the Presbyterians because the episcopalists continued to support James. There was nevertheless a strong Jacobite fraction, but a letter by James received on March 16, in which he threatened to punish all who rebelled against him, resulted in his followers leaving the Convention, which then on April 4 decided that the throne of Scotland was vacant. The Convention formulated the Claim of Right and the Articles of Grievances. On May 11 William and Mary accepted the Crown of Scotland; after their acceptance, the Claim and the Articles were read aloud, leading to an immediate debate over whether or not an endorsement of these documents was implicit in that acceptance.


          


          Jacobite uprisings


          James had cultivated support on the fringes of his Three Kingdoms -- in Catholic Ireland and the Highlands of Scotland. Supporters of James, known as Jacobites, were prepared to resist what they saw as an illegal coup by force of arms. The first Jacobite rebellion, an uprising in support of James in Scotland, took place in 1689. It was led by John Graham of Claverhouse, 1st Viscount of Dundee, known as "Bonnie Dundee", who raised an army from Highland clans. In Ireland, Richard Talbot, 1st Earl of Tyrconnell led local Catholics, who had been discriminated against by previous English monarchs, in the conquest of all the fortified places in the kingdom except Derry, and so held the Kingdom for James. James himself landed in Ireland with 6,000 French troops to try to regain the throne in the Williamite war in Ireland. The war raged from 16891691. James fled Ireland following a humiliating defeat at the Battle of the Boyne, but Jacobite resistance was not ended until after the battle of Aughrim in 1691, when over half of their army was killed or taken prisoner. The Irish Jacobites surrendered under the conditions of the Treaty of Limerick on 3 October 1691. England stayed relatively calm throughout, although some English Jacobites fought on James's side in Ireland. Despite the Jacobite victory at the Battle of Killiecrankie, the uprising in the Scottish Highlands was quelled due to death of its leader, Claverhouse, and Williamite victories at Dunkeld and Cromdale. Many, particularly in Ireland and Scotland, continued to see the Stuarts as the legitimate monarchs of the Three Kingdoms, and there were further Jacobite rebellions in Scotland during the years 1715, 1719 and 1745


          


          Anglo-Dutch Alliance


          Though he had carefully avoided making it public, William's main motive in organizing the expedition had been the opportunity to bring England into an alliance against France. On December 9, 1688 he had already asked the States-General to send a delegation of three to negotiate the conditions. On February 18 (Julian calendar) he asked the Convention to support the Republic in its war against France, but it refused, only consenting to pay ₤600,000 for the continued presence of the Dutch army in England. On March 9 (Gregorian calendar) the States-General responded to Louis's earlier declaration of war by declaring war on France in return. On April 19 (Julian calendar) the Dutch delegation signed a naval treaty with England. It stipulated that the combined Anglo-Dutch fleet would always be commanded by an Englishman, even when of lower rank; also it specified that the two parties would contribute in the ratio of five English vessels against three Dutch vessels, meaning in practice that the Dutch navy would in future remain smaller than the English. The Navigation Acts were not repealed. On May 18 the new Parliament allowed William to declare war on France. On September 9 1689 (Gregorian calendar), William as King of England joined the League of Augsburg against France.


          Having England as an ally meant that the military situation of the Republic was strongly improved; but this very fact induced William to be uncompromising in his position towards France. This policy led to a large number of very expensive campaigns which were largely paid for with Dutch funds. In 1712 the Republic was financially exhausted; it withdrew from international politics and was forced to let its fleet deteriorate, making England the dominant maritime power of the world. The Dutch economy, already burdened by the high national debt and concommitant high taxation, suffered from the other European states' protectionist policies, which its weakened fleet was no longer able to resist. To make matters worse, the Dutch main trading and banking houses moved much of their activity from Amsterdam to London after 1688. Between 1688 and 1720, world trade dominance shifted from the Republic to England.


          


          Legacy


          The Revolution of 1688 is considered by some as being one of the most important events in the long evolution of the respective powers of Parliament and the Crown in England. With the passage of the Bill of Rights, it stamped out once and for all any possibility of a Catholic monarchy, and ended moves towards monarchical absolutism in the British Isles by circumscribing the monarch's powers. These powers were greatly restricted; he could no longer suspend laws, levy taxes, make royal appointments, or maintain a standing army during peacetime without Parliament's permission. Since 1689, government under a system of constitutional monarchy in England, and later the United Kingdom, has been uninterrupted. Since then, Parliament's power has steadily increased while the Crown's has steadily declined. Unlike in the civil war of the mid-seventeenth century, the "Glorious Revolution" did not involve the masses of ordinary people in England (the majority of the bloodshed occurred in Ireland). This fact has led many historians to suggest that in England at least the events more closely resemble a coup d'tat than a social revolution.


          England's new king, William III, had been of the Dutch Reformed faith, as opposed to the Church of England, prior to his arrival. Consequently, the Revolution led to the Act of Toleration of 1689, which granted toleration to Nonconformist Protestants, but not to Catholics. The Williamite victory in Ireland is still commemorated by the Orange Order for preserving British and Protestant dominance in the country.


          Lord Macaulay's account of the Revolution in " The History of England from the Accession of James the Second" exemplifies its semi-mystical significance to later generations.
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              	Type

              	Fighter
            


            
              	Manufacturer

              	Gloster Aircraft Company

              Armstrong-Whitworth
            


            
              	Designed by

              	George Carter
            


            
              	Maiden flight

              	5 March 1943
            


            
              	Introduced

              	27 July 1944
            


            
              	Primaryusers

              	Royal Air Force

              Royal Australian Air Force

              Belgian Air Force

              Israeli Air Force
            


            
              	Number built

              	~3,900
            

          


          The Gloster Meteor was the first British jet fighter and the Allies' first operational jet. Designed by George Carter, it first flew in 1943 and commenced operations on 27 July 1944 with 616 Squadron of the Royal Air Force (RAF). The Gloster Meteor was not an aerodynamically advanced aircraft, nor even the world's fastest aircraft on introduction, but the Gloster design team succeeded in producing an effective jet fighter that served the RAF and other air forces for decades. Meteors saw action with the Royal Australian Air Force (RAAF) in the Korean War and remained in service with numerous air forces until the 1970s.


          


          Design and development
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          In 1929, following Sir Frank Whittle's invention of the turbojet, development of a turbojet-powered fighter by Whittle's firm, Power Jets Ltd., and the Gloster Aircraft Company began in November 1940. The first British jet powered aircraft, the single-engined Gloster E28/39 prototype, had its maiden flight on 15 May 1941. The Air Ministry subsequently contracted for the development of a twin-engined jet fighter under Specification F9/40. Originally the aircraft was to have been named Thunderbolt, but to avoid confusion with the USAAF Republic P-47 Thunderbolt the name was changed to Meteor.


          The Meteor's construction was all-metal with a tricycle undercarriage and conventional low, straight wings, featuring turbojets mid-mounted in the wings with a high-mounted tailplane to keep it clear of the jet exhaust.


          Eight prototypes were produced. Delays with getting type approval for the engines meant that although taxiing trials were carried out it was not until the following year that flights took place. The fifth prototype, DG206, powered by two de Havilland Halford H.1 engines due to problems with the intended Whittle W.2 engines, was the first to become airborne on 5 March 1943 from RAF Cranwell, piloted by Michael Daunt Development then moved to Newmarket Heath and, later, a Gloster-owned site at Moreton Valence. The first Whittle-engined aircraft, DG205/G, flew on 17 June 1943 (it crashed shortly after take-off on 27 April 1944) and was followed by DG202/G in July. DG202/G was later used for deck-handling tests aboard aircraft carrier HMS Pretoria Castle. DG203/G made its first flight on 9 November 1943 but was soon relegated to a ground instructional role. DG204/G (powered by Metrovick F.2 engines) first flew on 13 November 1943 and crashed on 1 April 1944. DG208/G made its debut on 20 January 1944, by which time the majority of design problems had been identified and a production design approved.


          The two remaining prototypes never flew. DG209/G was used as an engine test-bed by Rolls-Royce. DG207/G was intended to be the basis for the Meteor F 2 with de Havilland engines, but when the engines were diverted to the de Havilland Vampire the idea was quietly forgotten.


          On 12 January 1944, the first Meteor F 1, serial EE210/G, took to the air from Moreton Valence. It was essentially identical to the F9/40 prototypes except for the addition of four nose-mounted 20 mm Hispano cannon and some tweaks to the canopy to improve all-round visibility. For the production Meteor F 1, the engine was switched to the Whittle W.2 design, by then taken over by Rolls-Royce. The contemporary W.2B/23C turbojet engines produced 7.56 kN of thrust each, giving the aircraft a maximum speed of 417 mph (670 km/h) at 3,000 m and a range of 1,610 km. The Meteor Mk I was 12.5 m long with a span of 13.1 m, with an empty weight of 3,690 kg and a maximum takeoff weight of 6,260 kg.


          Typical of early jet aircraft, the Meteor F 1 suffered from stability problems at high transonic speeds, experiencing large trim changes, high stick forces and self-sustained yaw instability (snaking) due to airflow separation over the thick tail surfaces .


          


          Operational service
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          The first 20 aircraft were delivered to the Royal Air Force on 1 June 1944 with one example also sent to the U.S. in exchange for a Bell YP-59A Airacomet for comparative evaluation.


          No. 616 Squadron RAF was the first to receive operational Meteors, 14 of them. The squadron was based at RAF Culmhead, Somerset and was previously equipped with the Spitfire VII. After a short conversion course at Farnborough for the six leading pilots, the first aircraft were delivered in July . The squadron was soon moved to RAF Manston on the east Kent coast and, within a week, 30 pilots were deemed successfully converted.


          The RAF initially reserved the aircraft to counter the V-1 flying bomb threat with No.616's Meteors seeing action for the first time on 27 July 1944 with three aircraft active over Kent. After some initial problems, especially with jamming guns, the first two V1 "kills" occurred on 4 August. In total, the Meteor accounted for 14 flying bombs. The anti-V1 missions of 27 July 1944 were the Meteor's (and the Royal Air Force's) first operational jet combat missions.


          After the end of the V-1 threat, and the introduction of the supersonic V-2, the Meteor F 1 was not deployed further in combat against the Luftwaffe. The RAF was at this time forbidden to fly Meteor missions over German-held territory for obvious intelligence security reasons, and in any case the greatly improved F 3 was in prospect. No. 616 Squadron briefly moved to RAF Debden to allow USAAF bomber crews to gain experience in facing jet-engine foes before moving to Colerne, Wiltshire.


          No. 616 Squadron exchanged its F 1s for the first Meteor F 3s on 18 December 1944. This was a substantial improvement over the earlier mark, although the basic design still had not reached its full potential. Wind tunnel and flight tests demonstrated that the original short nacelles, which extended fore and aft of the wing, contributed heavily to compressibility buffeting at high speed. New, longer nacelles not only cured some of the compressibility problems but added 120 km/h (75 mph) at altitude, even without upgraded powerplants. The last batch of Meteor F 3s featured the longer nacelles while other F 3s were retrofitted in the field with the new nacelles. The F 3 also had the new Rolls-Royce Derwent engines, increased fuel capacity, and a new larger, more strongly raked bubble canopy.


          On 20 January 1945, four Meteors were moved to Melsbrook in Belgium. In March, the entire squadron was moved to Gilze-Rijen and, then in April, to Nijmegen. The Meteors flew armed reconnaissance and ground attack operations without encountering any German jet fighters. By late April, the squadron was based at Faberg, Germany and suffered its first losses when two pilots collided in poor visibility. The war ended with the Meteors having destroyed 46 German aircraft through ground attack and having faced more problems through misidentification as the Me 262 by Allied aircraft and flak than from the Luftwaffe.


          The next major change was the Meteor F 4 that went into production in 1947, by which time there were 16 RAF squadrons equipped with Meteors. The first F 4 prototype flew on 17 May 1945. The F 4 had the Rolls-Royce Derwent 5 engines (a smaller version of the famous Nene), the wings were 86.4 cm shorter than the F 3 and had blunter tips (derived from the world speed record prototypes), a stronger airframe, fully pressurized cockpit, lighter ailerons (to improve maneuverability) and rudder trim adjustments to reduce snaking. The F 4 could also be fitted with a drop tank under each wing while experiments were performed with carriage of underwing stores and also in lengthened fuselage models. The F 4 was 170 mph faster than the F 1 at sea level (585 against 415), although the reduced wings impaired its rate of climb.


          Because of the increased demand, F 4 production was divided between Gloster and the Armstrong Whitworth factory at Bagington. The majority of early F 4s did not go directly to the RAF: 100 were exported to Argentina (and saw action in the 1955 revolution, one being shot down on 16 September 1955 near Rio Santiago) while in 1947, only RAF Nos. 74 and 222 Squadrons were fully equipped with the F 4. Nine further RAF squadrons were upgraded over 1948. From 1948, 38 F 4s were exported to the Dutch, equipping four squadrons (322, 323, 326 and 327) split between bases in Soesterberg and Leeuwarden until the mid-1950s. In 1949, only two RAF squadrons were converted to the F 4, Belgium was sold 48 aircraft in the same year (going to 349 and 350 Squadrons at Beauvechain) and Denmark received 20 over 1949-50. In 1950, three more RAF squadrons were upgraded, including No. 616 and, in 1951, six more. In 1950, a single order of 20 F 4s was delivered to Egypt.


          A modified two-seater F 4 for jet-conversion and advanced training was tested in 1949 as the T 7. It was accepted by the RAF and the Fleet Air Arm and became a common addition to the various export packages (for example 43 to Belgium 1948-57, a similar number to the Netherlands over the same period, two to Syria in 1952, six to Israel in 1953, etc.). Despite its limitations - unpressurized cockpit, no armament, limited instructor instrumentation - over 650 T 7s were manufactured.


          As improved jet fighters began to emerge, Gloster decided to perform a significant redesign of the F 4 to keep it up to date, while retaining as much of the manufacturing tooling of the F 4 as possible. The result was the Meteor F 8 (G-41K) which was to be the definitive production model, serving as a major Royal Air Force single-seat fighter until the introduction of the Hawker Hunter and the Supermarine Swift.


          The first prototype F 8 was a modified F 4, followed by a true prototype, VT150, that flew on 12 October 1948 at Moreton Valence. Flight testing of the F 8 prototype led to the discovery of an aerodynamic problem: when ammunition was expended, the aircraft became tail-heavy and unstable around the pitch axis due to the weight of fuel retained in fuselage tanks no longer being balanced by the ammunition. Gloster designers cleverly solved the problem by substituting the tail of the abortive "G 42" single-engine jet fighter. The F 8 and other production variants were to successfully use the new tail design; the new tail gave the later Meteors a distinctive appearance, with taller straighter edges compared to the rounded tail of the F 4s and earlier marks.


          The F 8 also featured a fuselage stretch of 76 centimetres (30 inches), intended to shift the aircraft's centre of gravity and also eliminate the use of ballast that had been necessary in earlier marks. The F 8 incorporated uprated engines, Derwent 8s, with 16 kN (1,633 kgp / 3,600 lbf) thrust each combined with structural strengthening, a Martin Baker ejection seat and a "blown" teardrop cockpit canopy that provided improved pilot visibility. Between 1950 and 1955, the Meteor F 8 was the mainstay of RAF Fighter Command, and served with distinction in combat in Korea with the RAAF as well as operating with many air forces worldwide, although it was clear that the original design was obsolescent compared to contemporary swept-wing fighters such as the North American F-86 Sabre and the Soviet MiG-15.


          Initial deliveries of the F 8 to the RAF were in August 1949, with the first squadron receiving its fighters in late 1950. Like the F 4, there were strong export sales of the F 8. Belgium ordered 240 aircraft, the majority assembled in Belgium. The Netherlands had 160 F 8s, equipping seven squadrons until 1955. Denmark had 20, ordered in 1951; they were to be the last F 8s in front-line service in Europe. The RAAF ordered 94 F 8s, which served in Korea - see below. Despite arms embargoes, both Syria and Egypt received F 8s from 1952, as did Israel (where they served until 1961). On 1 September 1954, two Israeli F 8s shot down two Egyptian Vampires and in the 1956 Suez Crisis, F 8s were employed by both Egypt and Israel in ground-attack roles. After the crisis, both Egypt and Syria disposed of their Meteors in favour of various MiG variants. In a later order, Brazil received around 60 ex-RAF F 8s in 1963.


          In the 1950s, Meteors also were developed into effective photo- reconnaissance, training and night fighter versions. The fighter-reconnaissance (FR) versions were the first to be built, replacing the ageing Spitfires and Mosquitos then in use. Two FR 5s were built on the F 4 body, one was used for nose section camera tests, the other broke-up in midair while in testing over Moreton Valence. On 23 March 1950, the first FR9 flew. Based on the F 8, it was 20 cm longer with a new nose incorporating a remote-control camera and window and was also fitted with additional external ventral and wing fuel tanks. Production of the FR9 began in July. No. 208 Squadron, then based at Fayid, Egypt was the first to be upgraded followed by the 2nd Tactical Air Force in West Germany, No. 2 Squadron RAF at Bckeburg and No. 79 Squadron RAF at RAF Gutersloh flew the FR 9 from 1951 until 1956. In Aden, No. 8 Squadron RAF was given the FR 9 in November 1951 and used them until 1961. Ecuador (12), Israel (7) and Syria (2) were the only foreign customers for the FR 9.


          In addition to the armed, low-altitude operation, tactical FR 9 variant, Gloster also developed the PR10 for high-altitude missions. The first prototype flew on 29 March 1950 and was actually converted into the first production aircraft. Based on the F 4, it had the F 4-style tail and the longer wings of the earlier variant. All the cannons were removed and a single camera placed in the nose with two more in the rear fuselage; the canopy was also changed. The PR 10 was delivered to the RAF in December 1950 and were given to No.2 and No. 541 Squadrons in Germany and No. 13 Squadron RAF in Cyprus. The PR 10 was rapidly phased out from 1956 with improving surface to air missile technology and newer, faster aircraft rendering it dangerously obsolete.


          As a night-fighter, the Meteor again replaced the Mosquito, however, it was never more than an interim measure as development of specialised aircraft lagged. Gloster used the T 7 as the base for the NF 11 with the first prototype flying on 31 May 1950. The production models were built by Armstrong Whitworth and had a real mix of parts - the fuselage and tail of the F 8, the longer wings of the F 3, the double canopy of the T 7 and a new extended nose to contain the air intercept radar. The 20 mm cannons were moved into the wings, outboard of the engines. Nos. 29, 141 and 85 Squadrons were given the NF 11 in 1951 and the aircraft was rolled out across the RAF until the final deliveries in 1955. A "tropicalized" version of the NF 11 for Middle East service was developed; first flying on 23 December 1952 as the NF 13. The aircraft equipped No. 219 Squadron RAF at Kabrit and No. 39 Squadron at Fayid, both in Egypt. The aircraft served during the Suez crisis and remained with No. 39 Squadron when they were withdrawn to Malta until 1958. The aircraft had a number of problems, notably the limited visibility through the T 7 canopy made landings tricky and the external fuel tanks under the wings tended to break-up when the wing cannon were fired. Belgium (24), Denmark (20), Australia (one) and France (41) were the foreign customers for the NF 11. Ex-RAF NF 13s were sold to Syria (six), Egypt (six) and Israel (six). Some of the French aircraft remained in operation as test beds into the 1980s.


          As radar technology developed, a new Meteor night-fighter was developed to use the APS-21 system. The NF 12 first flew on 21 April 1953. It was similar to the NF 11 but had a nose section 43.2 cm longer; this altered the centre of gravity and the tailplane was enlarged to compensate. The NF 12 also had the new Rolls-Royce Derwent 9 engines and the wings were reinforced to handle the new engine. The RAF operated the NF 12 from August 1953 with seven squadrons equipped up to 1956 (No.s 85, 25, 152, 46, 72, 153 and 65); the aircraft was replaced over 1958-59. Because of the "sensitive" nature of the radar system, no NF 12s were offered for export.


          The final Meteor night-fighter was the NF 14. First flown on 23 October 1953, the NF 14 was based on the NF 12 but had an even longer nose to accommodate new equipment pushing total length to 15.5 metres and a larger bubble canopy to replace the framed T 7 version. Just 100 NF 14s were built; they first entered service in February 1954 beginning with No. 25 Squadron and were being replaced as early as 1956 with the Gloster Javelin. Overseas, they remained in service a little longer, serving with No. 60 Squadron at Tengah, Singapore until 1961. As the NF 14 was replaced, some 14 were converted to training aircraft as the NF(T) 14 and given to No. 2 Air Navigation School on Thorney Island where they served until 1965.


          Production of the Meteor continued until 1954 with almost 3,900 made, mainly the F 8 variant. As the Meteor was progressively relegated to secondary duties in later years, target tug, drone and specialized test vehicles were added to the increasingly diverse roles that this first-generation jet fighter took on.


          


          Service during the Korean War
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          The Royal Australian Air Force acquired 113 Meteors between 1946 and 1952, 94 of which were the F 8 variant. F 8 Meteors saw extensive service during the Korean War with No. 77 Squadron RAAF, which was part of British Commonwealth Forces Korea, and had personnel from other Commonwealth air forces attached to it. The squadron arrived in Korea equipped with P-51D Mustangs. It did jet conversion training at Iwakuni, Japan, and returned to Korea in April 1951 with about 30 Meteor F 8s and T 7s. The squadron moved to Kimpo in June, and was declared combat-ready the following month. There was some apprehension, as the F 8 was clearly inferior in most respects to the communist forces' MiG-15, and was superior to the F-86 Sabre only in rate-of-climb and acceleration.


          No. 77 squadron first flew Meteors in a combat mission on 30 July 1951. The squadron had mainly been trained in the ground attack role, and had difficulties when assigned to bomber escort duty at sub-optimum altitudes. On 29 August 1951, eight Meteors were on escort duty in " MiG Alley" when they were engaged by six MiG-15s; one Meteor was lost and two damaged, and 77 Squadron did not officially destroy any enemy aircraft on this occasion On 27 October, the squadron achieved its first probable followed by two probables six days later. On 1 December, during a clash between 12 Meteors and some 40 MiG-15s, the squadron had its first two confirmed victories: FLGOFF Bruce Gogerly made the first kill. However, this occurred at the cost of four Meteors destroyed. As a result, bomber escort was taken over by the USAF and 77 Squadron returned to ground-attack duties. The Meteor performed well but proved vulnerable to ground fire, as the rocket sights required a long level run to operate effectively.


          By the end of the conflict, the squadron had flown 4,836 missions, destroying six MiG-15s, over 3,500 structures and some 1,500 vehicles. About 30 Meteors were lost to enemy action in Korea  the vast majority of these were shot down by anti-aircraft fire while serving in a ground-attack capacity.


          


          Record setting


          Late in 1945, two F Mk 3 Meteors were modified for an attempt on the world air speed record. On 7 November 1945 at Herne Bay in Kent, UK, Group Captain H.J. (Willy) Wilson set the first air speed record by a jet aircraft of 606 mph (975 km/h) TAS. A small plaque commemorating this achievement can be found in Macari's Cafe, Herne Bay.


          In 1946, Group Captain Edward "Teddy" Donaldson broke this record with a speed of 616 mph (991 km/h) TAS, in EE549, a Meteor F 4. Test pilot Roland Beamont had previously taken the same aircraft to its compressibility limit at 632 mph, but not under official record conditions, and outside its official safety limits.


          In 1947, S/L Janusz Żurakowski set an international speed record: London-Copenhagen-London, 4- 5 April 1950 in a production standard F 8 (VZ468). The Danes were suitably impressed and purchased the type soon after.


          Another "claim to fame" was the Meteor's ability to perform the "Żurabatic Cartwheel", a new aerobatics manoeuvre, named after the Gloster acting Chief Test Pilot, first accomplished in the Gloster Meteor G-7-1 prototype at the 1951 Farnbrough Air Show where the Meteor, due to its unique location of widely-set engines could have individual engines throttled back and forward to achieve a seemingly stationary vertical cartwheel. Many Meteor pilots would go on to "prove their mettle" by attempting the same feat.


          


          Variants


          


          In 1945 a single Meteor I, EE227, (right) was fitted with two Rolls-Royce Trent turboprop engines as a flying testbed, making it the world's first turboprop-powered aircraft.


          
            	Meteor F 1


            	First production aircraft built between 1943 and 1944.


            	Meteor F 2


            	Alternate engined version - only one built.


            	Meteor F 3


            	Derwent I powered with sliding canopy.


            	Meteor F 4


            	Derwent 5 powered with strengthened fuselage.


            	Meteor FR 5


            	One-off fighter reconnaissance version of the F 4.


            	Meteor T 7


            	Two-seat trainer.


            	Meteor F 8


            	Greatly improved from the F 4. Longer fuselage, greater fuel capacity, standard ejection seat and modified tail (derived from the E.1/44). This variant was a prolific frontline fighter in RAF squadron service, 1950-54. One experimental Gloster Meteor F8 "Prone Pilot" conversion was modified by Armstrong Whitworth.


            	Meteor FR 9


            	Fighter reconnaissance version of the F 8.


            	Meteor PR 10


            	Photo reconnaissance version of the F 8.


            	Meteor NF 11


            	Night Fighter variant with Airborne Intercept radar.


            	Meteor NF 12


            	Longer nosed version of the NF 11 with American radar.


            	Meteor NF 13


            	Tropicalised version of the NF 11 for overseas service.


            	Meteor NF 14


            	NF 11 with new two-piece canopy.


            	Meteor U 15


            	Drone conversion of the F 4.


            	Meteor U 16


            	Drone conversion of the F 8.


            	Meteor TT 20


            	High speed target towing conversion of the NF 11.


            	Meteor U 21


            	Drone conversion of the F 8.

          


          


          Operators
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            	Argentine Air Force
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            	Royal Australian Air Force
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            	Belgian Air Force
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            	Brazilian Air Force
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            	Royal Canadian Air Force
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            	Royal Danish Air Force
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            	Ecuadorian Air Force
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            	Royal Egyptian Air Force
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            	French Air Force
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            	Israeli Air Force
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            	Netherlands Air Force
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            	Royal New Zealand Air Force
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            	Royal Norwegian Air Force
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            	South African Air Force
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            	Swedish Air Force (Operated by Svensk Flygtjanst under Air Force contract)
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            	Syrian Air Force
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            	Royal Air Force
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            	United States Army Air Force tested one aircraft and returned it to UK after tests.

          


          


          Survivors


          Although many Gloster Meteors survive in museums and collections, only five remain airworthy, four in the United Kingdom and an F 8 fighter (VH-MBX, Military S/N: VZ467) which was exported to Australia in 2001. The Temora Aviation Museum flies VH-MBX, currently in the colours of RAAF 77 Squadron as flown by Sgt. George Hale in Korea. A sixth airframe WA591 is under restoration to airworthiness by the UK based Meteor Flight at Yatesbury.


          Two remain in service with Martin-Baker at Chalgrove Airfield as flying testbeds for the development of ejection seats. The company ran its first airborne ejection test using a F 3 on 14 June 1946 and received three T 7s in 1952 of which it retains WA638 and WL419.


          Other Meteors on display:


          
            	Meteor F 4 EE531, Midland Air Museum, Coventry. Second oldest Meteor in existence


            	Meteor F 8 VZ477, Midland Air Museum, Coventry. Cockpit section open for viewing


            	Meteor NF 14 WS838 Midland Air Museum, Coventry. Manufactured under licence by Armstrong Whitworth Aircraft. On loan from RAF museum.


            	Meteor F 8 F84452 FAB ( Brazilian Air Force), CINDACTA II, Curitiba, Brazil. Displayed at the entrance of the complex.

          


          


          Specifications (Meteor F 8)


          Data from The Great Book of Fighters and Quest for Performance


          General characteristics


          
            	Crew: 1


            	Length: 44 ft 7 in (13.59 m)


            	Wingspan: 37 ft 2 in (11.32 m)


            	Height: 13 ft 0 in (3.96 m)


            	Wing area: 350 ft (32.52 m)


            	Empty weight: 10,684 lb (4,846 kg)


            	Loaded weight: 15,700 lb (7,121 kg)


            	Powerplant: 2 Rolls-Royce Derwent 8 turbojets, 3,500 lbf (15.6 kN) each

          


          Performance


          
            	Maximum speed: Mach 0.82, 600 mph at 10,000 ft (965 km/h at 3,050 m)


            	Range: 600 mi (965 km)


            	Service ceiling 43,000 ft (13,100 m)


            	Rate of climb: 7,000 ft/min (35.6 m/s)


            	Wing loading: 44.9 lb/ft (149 kg/m)


            	Thrust/weight: 0.45


            	Time to altitude: 5.0 min to 30,000 ft (9,145 m)

          


          Armament


          
            	4 x 20 mm British Hispano cannons


            	Provision for up to sixteen "60lb" 3 in rockets under outer wings

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gloster_Meteor"
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          A glove ( Middle English from Old English glof) is a type of garment (and more specifically a fashion accessory) which covers the hand of a human. Gloves have separate sheaths or openings for each finger and the thumb; if there is an opening but no covering sheath for each finger they are called "fingerless gloves". Fingerless gloves with one large opening rather than individual openings for each finger are sometimes called gauntlets. Gloves which cover the entire hand but do not have separate finger openings or sheaths are called mittens. Mittens are almost always warmer than gloves made of the same material because fingers maintain their warmth better when they are in contact with each other. As well, the reduced surface area means that there is less heat loss.


          There is also a hybrid of glove and mitten which contains open-ended sheaths for the four fingers (as in a fingerless glove, but not the thumb) and also an additional compartment encapsulating the four fingers as a mitten would. This compartment can be lifted off the fingers and folded back to allow the individual fingers ease of movement and access while the hand remains covered. The usual design is for the mitten cavity to be stitched onto the back of the fingerless glove only, allowing it to be flipped over (normally held back by Velcro or a button) to transform the garment from a mitten to a glove.


          Gloves can serve to protect and comfort the hands of the wearer against cold or heat, physical damage by friction, abrasion or chemicals, and disease; or in turn to provide a guard for what a bare hand should not touch. Latex, nitrile rubber or vinyl disposable gloves are often worn by health care professionals as hygiene and contamination protection measures. Police officers often wear them to work in crime scenes to prevent destroying evidence in the scene. Many criminals also wear these gloves to avoid leaving fingerprints, which makes the crime investigation more difficult.


          Fingerless gloves are useful for bikers and where dexterity is required that gloves would restrict. These gloves are not particularly used in cold weather, as the exposed finger numbs. Cigarette smokers and church organists often use fingerless gloves. Some gloves include a gauntlet that extends partway up the arm. Cycling gloves for road racing or touring are usually fingerless.


          Gloves have been made of many materials including cloth, knitted or felted wool, leather, rubber, latex, neoprene, and metal (as in mail). Modern gloves made of kevlar protect the wearer from cuts. Gloves and gauntlets are also integral components of pressure suits and spacesuits such as the Apollo/Skylab A7L which went to the moon. Spacesuit gloves must combine extreme toughness and environmental protection with a degree of sensitivity and flexibility if the astronaut is to do any manual work.


          Today gloves are made around the world. Most expensive women's fashion gloves are still made in France, with some made in Canada. For cheaper male gloves New York State, especially Gloversville, New York is still a world centre of glove manufacturing. More and more glove manufacturing is being done in East Asia, however.


          


          History
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          Gloves appear to be of great antiquity. According to some translations of Homer's The Odyssey, Lartes is described as wearing gloves while walking in his garden so as to avoid the brambles. (Other translations, however, insist that Laertes pulled his long sleeves over his hands.) Herodotus, in The History of Herodotus ( 440 BC), tells how Leotychides was incriminated by a glove ( gauntlet) full of silver that he received as a bribe. Among the Romans also there are occasional references to the use of gloves. According to Pliny the Younger (ca. 100), his uncle's shorthand writer wore gloves during the winter so as not to impede the elder Pliny's work.


          During the 13th century, gloves began to be worn by ladies as a fashion ornament. They were made of linen and silk, and sometimes reached to the elbow. Such worldly accoutrements were not for holy women, according to the early thirteenth-century Ancrene Wisse, written for their guidance. Sumptuary laws were promulgated to restrain this vanity: against samite gloves in Bologna, 1294, against perfumed gloves in Rome, 1560.


          A Paris corporation or guild of glovers (gantiers) existed from the thirteenth century. They made them in skin or in fur.


          It was not until the 16th century that they reached their greatest elaboration, however, when Queen Elizabeth I set the fashion for wearing them richly embroidered and jeweled, and for putting them on and taking them off during audiences, to draw attention to her beautiful hands. In Paris, the gantiers became gantiers parfumeurs, for the scented oils, musk, ambergris and civet, that perfumed leather gloves, but their trade, which was an introduction at the court of Catherine de' Medici, was not specifically recognised until 1656, in a royal brevet. Makers of knitted gloves, which did not retain perfume and had less social cachet, were organised in a separate guild, of bonnetiers who might knit silk as well as wool. Such workers were already organised in the fourteenth century. Knitted gloves were a refined handiwork that required five years of apprenticeship; defective work was subject to confiscation and burning.


          Embroidered and jeweled gloves also formed part of the insignia of emperors and kings. Thus Matthew of Paris, in recording the burial of Henry II of England in 1189, mentions that he was buried in his coronation robes with a golden crown on his head and gloves on his hands. Gloves were also found on the hands of King John when his tomb was opened in 1797 and on those of King Edward I when his tomb was opened in 1774.


          Pontifical gloves are liturgical ornaments used primarily by the pope, the cardinals, and bishops. They may be worn only at the celebration of mass. The liturgical use of gloves has not been traced beyond the beginning of the 10th century, and their introduction may have been due to a simple desire to keep the hands clean for the holy mysteries, but others suggest that they were adopted as part of the increasing pomp with which the Carolingian bishops were surrounding themselves. From the Frankish kingdom the custom spread to Rome, where liturgical gloves are first heard of in the earlier half of the 11th century.


          Latex gloves, ubiquitous in surgery and forensics, were developed by the Australian Ansell company. It is also widely believed that vanilla essence can preserve gardening gloves during winter (and spring) months. The fabrics include: rubber, cotton, wool and plastic.


          


          Standards


          There are a number of different European standards that relate to gloves. These include:


          
            	BS EN388- Mechanical hazards including Abrasion, cut, tear and puncture.


            	BS EN374-2- Micro-organisms


            	BS EN374-3- Chemicals


            	BS EN420- General requirements for gloves includes sizing and a number of health and safety aspects including latex protein and chromium levels.


            	BS EN60903- Electric shock


            	BS EN407- Heat resistance


            	BS EN511- Cold resistance


            	BS EN1149- Antistatic

          


          These exist to fulfill the PPE requirements.


          PPE places gloves into three categories:


          
            	Minimal risk - End user can easily identify risk. Risk is low.


            	Complex design- Used situations that can cause serious injury or death.


            	Intermediate - Gloves that don't fit into minimal risk or complex design categories.

          


          
            [image: A Goalkeeper glove from different angles]

            
              A Goalkeeper glove from different angles
            

          


          


          Fingerless gloves


          Fingerless gloves (or glovelettes) are garments worn on the hands which resemble regular gloves in most ways, except that the finger columns are half-length and opened, allowing the tops of the wearer's fingers to emerge through.


          


          Design and use


          Fingerless gloves are often padded in the palm area, to provide protection to the hand, and the exposed fingers do not interfere with sensation or gripping. In contrast to traditional gloves, often worn for warmth, fingerless gloves will often have a ventilated back to allow the hands to cool; this is commonly seen in weightlifting gloves.


          Fingerless gloves are also worn by bikers as a means to better grip the handlebars, as well as by skateboarders and rollerbladers, to protect the palms of the hands and add grip in the event of a fall. Some anglers, particularly fly fishermen, favour fingerless gloves to allow manipulation of line and tackle in cooler conditions.


          


          Fashion


          Fingerless gloves are usually leather and have a distinct appearance. Much like rocker jackets, they are sometimes worn by people who wish to display a certain sense of rebellion, recklessness, "toughness" or general disregard for the standards of society (such as John Bender in The Breakfast Club). This is why they are quite common in heavy metal and punk fashion and are sometimes decorated with metal studs or spikes. Some non-conformist individuals would wear a single glove on one hand leaving the other hand glove-less.


          A woolen variety became popular in the early 1980s, largely due to the example of English pop star Nik Kershaw.


          Fingerless gloves are also known as "hobo gloves", due to their association with homeless people.


          


          Types of glove


          
            [image: Tear in space glove during STS-118]

            
              Tear in space glove during STS-118
            

          


          


          Commercial and industrial


          
            	Barbed wire handler's gloves


            	Chainsaw gloves


            	Fireman's gauntlets


            	Disposable gloves


            	Medical gloves


            	Welder's gloves


            	Aircrew gloves: fire resistant


            	Sandblasting gloves


            	Gardening gloves


            	Impact gloves

          


          


          Sport and recreational


          
            [image: Minoan youths boxing , Knossos fresco. Earliest documented use of gloves.]

            
              Minoan youths boxing , Knossos fresco. Earliest documented use of gloves.
            

          


          
            	American football various position gloves


            	Archer's glove


            	Baseball glove or catcher's mitt: in baseball, the players in the field wear gloves to help them to catch the ball and prevent injury to their hands.


            	Billiards glove


            	Boxing gloves: a specialized padded mitten


            	
              Cricket gloves

              
                	The wicket keeper wears large webbed gloves, similar to those used in baseball.


                	The batsmen wear gloves with heavy padding on the back, to protect the fingers from being struck with the ball.

              

            


            	Cycling gloves


            	Driving gloves - often leather to improve grip on the steering wheel.


            	Eating glove


            	Football - Goalkeeper glove


            	fencing glove


            	Falconry glove


            	Gardening glove


            	Golf glove


            	Ice hockey mitt


            	Riding gloves


            	Lacrosse gloves


            	Kendo Kote


            	Paintball Glove


            	Motorcycling gloves


            	Scuba diving gloves:

              
                	cotton gloves; good abrasion but no thermal protection


                	wet gloves; made of neoprene and allowing water entry


                	dry gloves; made of rubber with a latex wrist seal to prevent water entry

              

            

          


          
            	Wired glove


            	Oven gloves - or Oven mitts, are used when cooking


            	Washing glove: a tool for washing the body (one's own, or of a child, a patient, a lover).


            	Wheelchair gloves - for users of manual Wheelchairs


            	Power Glove - an alternate controller for use with the Nintendo Entertainment System

          


          


          Mittens


          Contrary to popular belief, mittens are not actually gloves They are actually a cloth covering that separates the thumb from the other four fingers. They are mostly woolly, and many of them have different colors and designs.


          
            Retrieved from " http://en.wikipedia.org/wiki/Glove"
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              	IUPAC name

              	6-(hydroxymethyl)oxane

              -2,3,4,5-tetrol OR (2R,3R,4S,5R,6R)-6-(hydroxymethyl)tetrahydro-2H-pyran-2,3,4,5-tetraol
            


            
              	Identifiers
            


            
              	CAS number

              	50-99-7 (D-glucose)

              921-60-8 (L-glucose)
            


            
              	SMILES

              	C(C1C(C(C(C(O1)O)O)O)O)O
            


            
              	Properties
            


            
              	Molecular formula

              	C6H12O6
            


            
              	Molar mass

              	180.16 g mol1
            


            
              	Density

              	1.54 g cm3
            


            
              	Melting point

              	
                -D-glucose: 146C

                -D-glucose: 150C

              
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Glucose (Glc), a monosaccharide (or simple sugar), is an important carbohydrate in biology. The living cell uses it as a source of energy and metabolic intermediate. Glucose is one of the main products of photosynthesis and starts cellular respiration in both prokaryotes and eukaryotes. The name comes from the Greek word glykys (ύ), which means "sweet", plus the suffix "-ose" which denotes a sugar.


          Two stereoisomers of the aldohexose sugars are known as glucose, only one of which (D-glucose) is biologically active. This form (D-glucose) is often referred to as dextrose monohydrate, or, especially in the food industry, simply dextrose (from dextrorotatory glucose). This article deals with the D-form of glucose. The mirror-image of the molecule, L-glucose, cannot be metabolized by cells in the biochemical process known as glycolysis.


          Glucose is commonly available in the form of a white substance or as a solid crystal. It can also be commonly found as an aqueous solution.


          


          Structure


          Glucose (C6H12O6) contains six carbon atoms, one of which is part of an aldehyde group, and is therefore referred to as an aldohexose. In solution, the glucose molecule can exist in an open-chain (acyclic) and ring (cyclic) form (in equilibrium), the latter being the result of a covalent bond between the aldehyde C atom and the C-5 hydroxyl group to form a six-membered cyclic hemiacetal. At pH 7 the cyclic form is predominant. In the solid phase, glucose assumes the cyclic form. As the ring contains five carbon atoms and one oxygen atom, which resembles the structure of pyran, the cyclic form of glucose is also referred to as glucopyranose. In this ring, each carbon is linked to a hydroxyl side group with the exception of the fifth atom, which links to a sixth carbon atom outside the ring, forming a CH2OH group.


          


          Isomers


          Aldohexose sugars have 4 chiral centers giving 24 = 16 stereoisomers. These are split into two groups, L and D, with 8 sugars in each. Glucose is one of these sugars, and L and D-glucose are two of the stereoisomers. Only 7 of these are found in living organisms, of which D-glucose (Glu), D- galactose (Gal) and D- mannose (Man) are the most important. These eight isomers (including glucose itself) are all diastereoisomers in relation to each other and all belong to the D-series.


          An additional asymmetric centre at C-1 (called the anomeric carbon atom) is created when glucose cyclizes and two ring structures, called anomers are formed  -glucose and -glucose. These anomers differ structurally with respect to the relative positioning of their hydroxyl group linked to C-1 and the group at C-6, which is termed the reference carbon. When D-glucose is drawn as a Haworth projection or in the standard chair conformation, the designation  means that the hydroxyl group attached to C-1 is positioned trans to the -CH2OH group at C-5, while  means it is cis. Another popular method of distinguishing  from  is by observing whether the C-1 hydroxyl is below or above the plane of the ring, respectively, but this method is an inaccurate definition and may fail if the glucose ring is drawn upside down or in an alternative chair conformation. The  and  forms interconvert over a timescale of hours in aqueous solution, to a final stable ratio of : 36:64, in a process called mutarotation.


          


          Rotamers


          Within the cyclic form of glucose, rotation may occur around the O6-C6-C5-O5 torsion angle, termed the -angle, to form three rotamer conformations as shown in the diagram below. Referring to the orientations of the -angle and the O6-C6-C5-C4 angle the three stable staggered rotamer conformations are termed gauche-gauche (gg), gauche-trans (gt) and trans-gauche (tg). For methyl -D-glucopyranose at equilibrium the ratio of molecules in each rotamer conformation is reported as 57:38:5 gg:gt:tg. This tendency for the -angle to prefer to adopt a gauche conformation is attributed to the gauche effect.


          
            [image: Rotamer conformations of α-D-glucopyranose]

            
              Rotamer conformations of -D-glucopyranose
            

          


          


          Production


          


          Natural


          
            	Glucose is one of the products of photosynthesis in plants and some prokaryotes.


            	In animals and fungi, glucose is the result of the breakdown of glycogen, a process known as glycogenolysis. In plants the breakdown substrate is starch.


            	In animals, glucose is synthesized in the liver and kidneys from non-carbohydrate intermediates, such as pyruvate and glycerol, by a process known as gluconeogenesis.

          


          


          Commercial


          Glucose is produced commercially via the enzymatic hydrolysis of starch. Many crops can be used as the source of starch. Maize, rice, wheat, potato, cassava, arrowroot, and sago are all used in various parts of the world. In the United States, cornstarch (from maize) is used almost exclusively.


          This enzymatic process has two stages. Over the course of 1-2 hours near 100 C, enzymes hydrolyze starch into smaller carbohydrates containing on average 5-10 glucose units each. Some variations on this process briefly heat the starch mixture to 130 C or hotter one or more times. This heat treatment improves the solubility of starch in water, but deactivates the enzyme, and fresh enzyme must be added to the mixture after each heating.


          In the second step, known as "saccharification", the partially hydrolyzed starch is completely hydrolyzed to glucose using the glucoamylase enzyme from the fungus Aspergillus niger. Typical reaction conditions are pH 4.04.5, 60 C, and a carbohydrate concentration of 3035% by weight. Under these conditions, starch can be converted to glucose at 96% yield after 14 days. Still higher yields can be obtained using more dilute solutions, but this approach requires larger reactors and processing a greater volume of water, and is not generally economical. The resulting glucose solution is then purified by filtration and concentrated in a multiple-effect evaporator. Solid D-glucose is then produced by repeated crystallizations.


          


          Function


          We can speculate on the reasons why glucose, and not another monosaccharide such as fructose (Fru), is so widely used in evolution, the ecosystem, and metabolism. Glucose can form from formaldehyde under abiotic conditions, so it may well have been available to primitive biochemical systems. Probably more important to advanced life is the low tendency of glucose, by comparison to other hexose sugars, to non-specifically react with the amino groups of proteins. This reaction ( glycation) reduces or destroys the function of many enzymes. The low rate of glycation is due to glucose's preference for the less reactive cyclic isomer. Nevertheless, many of the long-term complications of diabetes (e.g., blindness, kidney failure, and peripheral neuropathy) are probably due to the glycation of proteins or lipids. In contrast, enzyme-regulated addition of glucose to proteins by glycosylation is often essential to their function.


          


          Glucose in glycolysis
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              	Compound C00031 at KEGG Pathway Database. Enzyme 2.7.1.1 at KEGG Pathway Database. Compound C00668 at KEGG Pathway Database. Reaction R01786 at KEGG Pathway Database.
            

          


          Use of glucose as an energy source in cells is via aerobic or anaerobic respiration. Both of these start with the early steps of the glycolysis metabolic pathway. The first step of this is the phosphorylation of glucose by hexokinase to prepare it for later breakdown to provide energy.


          The major reason for the immediate phosphorylation of glucose by a hexokinase is to prevent diffusion out of the cell. The phosphorylation adds a charged phosphate group so the glucose 6-phosphate cannot easily cross the cell membrane. Irreversible first steps of a metabolic pathway are common for regulatory purposes.


          


          As a precursor


          Glucose is critical in the production of proteins and in lipid metabolism. Also, in plants and most animals, it is a precursor for vitamin C (ascorbic acid) production. It is modified for use in these processes by the glycolysis pathway.


          Glucose is used as a precursor for the synthesis of several important substances. starch solution Starch, cellulose, and glycogen ("animal starch") are common glucose polymers ( polysaccharides). Lactose, the predominant sugar in milk, is a glucose- galactose disaccharide. In sucrose, another important disaccharide, glucose is joined to fructose. These synthesis processes also rely on the phosphorylation of glucose through the first step of glycolysis.


          
            Retrieved from " http://en.wikipedia.org/wiki/Glucose"
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                The Gmail Inbox as seen in Safari on Mac OS X.
              
            


            
              	Developed by

              	Google
            


            
              	Initial release

              	March 21, 2004 (2004-03-21)
            


            
              	OS

              	Cross-platform (web-based application)
            


            
              	Type

              	POP3, IMAP, E-mail, webmail
            


            
              	Website

              	mail.google.com, or Gmail.com
            

          


          Gmail, officially Google Mail in Germany and the United Kingdom, is a free Web-based email (webmail), POP3 and IMAP e-mail service provided by Google. On April 1, 2004 the product began as an invitation-only beta release. On February 7, 2007 the beta version was opened to the general public. With an initial storage capacity of 1 GB, it drastically increased the standard for free storage.


          Gmail currently offers over 6900 MB of free storage (increasing approximately 3.348 MB daily), with additional storage ranging from 10 GB to 400 GB available for US$20 to $500 per year. It has a search-oriented interface and a "conversation view" similar to an internet forum. Gmail is well-known for its use of the Ajax programming technique in its design, and has tens of millions of users.


          


          Features


          


          Storage


          


          The service currently provides more than 6900 Megabytes of free storage and paid additional storage from 10 GB (US$20/year) up to 400 GB (US$500/year), shared over Picasa Web Albums and Gmail. The increase from 1 GB was announced on April 1, 2005 and was made for the first anniversary of Gmail. The announcement was accompanied by a statement that Google would "keep giving people more space forever." All Google says about this now is that it will keep increasing storage by the second as long as they have enough space on their servers. On October 12, 2007, Google ramped up the storage counter to 5.37 MB per hour. Approximately a week later, the counter went back down to 1.12 MB per hour. From January 4, 2008, the counter went down to about 3.35 MB per day, or 0.14 MB per hour.


          On August 9, 2007, some users of Gmail reported that their storage capacity had been increased to 9030 MB (8.8 GB). The 9030 MB of space is an over-all total of all the users' storage space(s) within a Google Account, including Picasa Web Albums. This development seemed to occur about the same time that Google began allowing purchasable Picasa storage. In other words, Google has shared storage space, supporting both pictures and email.


          


          Gmail Labs


          Gmail Labs, introduced on June 5, 2008, is a feature that allows users to test new or experimental features of Gmail, such as bookmarking of important email messages, custom keyboard shortcuts, and games. New Labs features can be enabled and disabled selectively, and users can provide feedback about each of them. They allow Gmail engineers to get user input about new features to improve them, and popular ones might become a regular Gmail feature. All are experimental, and might stop working at any time. Labs is available only in the English language version of Gmail.


          


          Interface


          


          Programming


          Gmail makes use of Ajax (specifically, the AJAXSLT framework), employing modern browser features such as JavaScript, keyboard access keys and Web feed integration.


          


          Organization


          Advanced search strings can be constructed, using either the Advanced Search interface, or search operators in the search box. Search options include search for phrases, message sender, message location and message date. There are also undocumented search operators like "language:russian" that can be helpful.


          Filters can also be run by using an interface similar to the Search Options dialog (see searching below). Gmail allows users to filter messages by their text; by their From, To, and Subject fields; and by whether or not the message has an attachment. Gmail can perform any combination of the following actions upon a message that meets a label's criteria: Archiving (i.e. removing the message from the Inbox), marking as "starred", marking as read, applying a label, moving to the trash, and forwarding to another e-mail address.


          Gmail recognizes related messages and groups them into "conversations" where associated messages are listed one after another, with the newest messages at the bottom. If a conversation has more than approximately 100 messages, it splits into separate sections. Reply or forwarded messages from local Yahoo! Mail accounts split up conversations because their subjects contain parameters in the local language, instead of "Re" or "Fwd:".


          To organize messages further, e-mails can be labeled. Labels give users a flexible method of categorizing e-mails since an e-mail may have any number of labels (in contrast to a system in which an e-mail may belong to only one folder). Users can display all e-mails having a particular label and can use labels as a search criterion. In addition, important e-mails can be flagged with a star (as mentioned earlier) so that a user may find an important e-mail more quickly than searching through the entire inbox.


          Unlike other email Web clients, Gmail does not permit users to see the size of an email message or to sort email (for example, alphabetically by subject).


          


          Contacts


          Gmail automatically saves contact details when e-mails are sent to an unknown recipient. If the user changes, adds, or removes information near an e-mail such as the name while sending any e-mail, it also updates that in the contact list, unless the user is using basic HTML view, designed for people with slower internet connections or browsers that do not support AJAX. When a user starts typing in the To, CC or BCC fields it brings up a list with the relevant contacts, with their name and primary e-mail address. More information, including alternate email addresses, can be added on the Contacts page. These contacts can also be added to a group, which makes sending multiple e-mails to related contacts easier. Images can be added to contacts, which will appear whenever the mouse is over the contact's name.


          Contacts can be imported in several different ways, from Microsoft Office Outlook, Mozilla Thunderbird, Eudora, Hotmail, Yahoo! Mail, orkut, and any other contact list capable of being exported as a CSV file. Gmail also allows a user to export their contacts to CSV.


          


          Composition


          A year after Gmail was announced, Rich Text Formatting was introduced, which allows the font size, colour and text-alignment to be customized, as well as the embedding of bullet points and numbered lists.


          Autosave is another feature in Gmaila system for avoiding loss of data in case of a browser crash or other error. While an e-mail is being composed, a draft copy of the message and any attachments are saved automatically. Although messages begin to be saved once a minute, saving times vary depending on the size of the message.


          Gmail places the cursor above quoted text when replying, which encourages top-posting. Regardless of how a received message is formatted, Gmail's conversation view defaults to showing only unique content, in chronological order.


          


          Security


          By default, Gmail uses an unencrypted connection to retrieve user data, encrypting only the connection used for the login page. However, by changing the URL from http://mail.google.com/mail/ to https://mail.google.com/mail/, Gmail can be told to use a secure connection, reducing the risk of third-party eavesdropping on users' information, such as emails and contacts, which are transmitted in plaintext as JavaScript data in the page source code. POP3 and IMAP access uses Transport Layer Security, or TLS.


          Although TLS is used when one sends email via an email client such as Mozilla Thunderbird, it is not used when the email is sent from the Gmail servers to the destination domain's mail exchangers, unless supported, so at some stage the user's email message may still be transmitted in unencrypted plain text.


          Gmail offers a spam filtering system. According to Gmail, messages marked as spam are automatically deleted after 30 days, but there have been reports on Gmail Help Discussion of spam mails staying in the spam folder for months. However, Gmail have claimed this problem has been fixed. The spam filtering system cannot be disabled. POP3 users need to check their Spam folder manually via the web interface as only emails sent to the Inbox can be retrieved via POP3. Currently about 75% of email sent to Gmail accounts is filtered as spam.


          IP addresses of Gmail users are disguised in order to protect security . This is only the case for webmail users.


          All incoming and outgoing e-mails are automatically scanned for viruses in e-mail attachments. If a virus is found on an attachment the reader is trying to open, Gmail will try to remove the virus and open the cleaned attachment. Gmail also scans all outgoing attachments and will prevent the message from being sent if a virus is found. Gmail also does not allow users to send or receive executable files or archives containing executable files.


          Gmail is also one of the first major e-mail providers to sign outgoing mails with Yahoo!'s DomainKeys signatures.


          In the past, Gmail has had severe trouble with security which allowed a full account compromise via Cross-Site Scripting (XSS) vulnerabilities affecting the Google.com homepage or information disclosure through a file which was stored on Google's server and included all the Email contacts of the currently logged in user. The vulnerability was quickly patched after the initial disclosures on the Internet.


          


          Server


          Gmail runs on the Google GFE/1.3 server, which is hosted on a Linux Operating System.


          


          Addresses


          Gmail supports plus-addressing of e-mails. Messages can be sent to addresses in the format username+extratext@gmail.com, where extratext can be any string, and will arrive in the inbox of username@gmail.com. This allows users to sign up for different services with different aliases and then easily filter all e-mails from those services. In addition, should users start to receive spam messages that are directed to their e-mail address with the extra text, they will know what services have leaked out their e-mail address to others. However, some websites do not accept email addresses containing plus signs, despite the '+' symbol being part of the mail address specification.


          Gmail allows the user to add other email accounts to be used as optional sender addresses on outgoing email. A verification process is performed to confirm the user's ownership of each email address before it is added. "Plus-addresses" can also be added as sender addresses in a similar way. Moreover, any of the additional addresses can be set as the default address.


          When using this feature, the address chosen will appear in the "From:" field of the email. However, the Gmail account used to actually send the message is easily seen, as it either appears on a "Sender:" field in the email header, or in the message's subject field. Some mail clients will write "From: Sender@gmail.com [mailto:Sender@gmail.com] On Behalf Of..." upon reply, making it very obvious.


          Optionally, a different "Reply-to:" address can be set for each "send as" address.


          Gmail doesn't recognize dots as characters within a username. Instead, it will ignore all dots in a username. For instance, the account google@gmail.com receives mail sent to goo.gle@gmail.com, g.o.o.g.l.e@gmail.com, etc. Likewise, the account goo.gle@gmail.com receives mail sent to google@gmail.com. This can be useful in setting filters for incoming mail. However, when signing in, it is necessary to include any dots used in the creation of the account. Also note that this does not work in Google Apps for Your Domain. In Apps, each username variation must be entered as a nickname by the domain administrator.


          


          Mail Fetcher


          In addition to adding extra email addresses, Gmail has a feature called "Mail Fetcher" that allows users to add up to five additional accounts to retrieve mail from via POP3. Once accounts are added, the user is asked if they want to create a custom sender address (see above) automatically if they have not yet done so manually. This feature does not support retrieving mail from IMAP servers, nor does it support sending messages through an external SMTP server.


          


          Product integration


          


          Google Talk, Google's service for instant messaging, can be accessed through a web based interface on Gmail's site. The web based interface is able to support voice calling and voice messages if the Google Talk client is running in the background. All messages are archived to the Chats mailbox in Gmail unless 'Off the Record' is enabled in Google Talk. If the fellow chatter suddenly has to go offline, any and all further messages sent will be delivered to that person via e-mail, including in it the entire conversation had previously. Another Google Talk integration feature is voicemail, where the message is sent to the recipient's Gmail inbox; as well as synchronizing contact pictures. On December 4, 2007, the company announced integration with AOL Instant Messenger (AIM), allowing Gmail users to login to their AIM accounts and send instant messages to and see the online status of AIM users.


          Google Calendar offered Gmail integration soon after it was announced on April 13, 2006. Events can be added while writing a message that get stored on the main Calendar interface. Recipients who use Gmail will then receive an invitation to the event, which they can accept or decline. Furthermore, Gmail attempts to recognize event dates and locations within e-mails, and gives users the option to add the event to a calendar, similar to Microsoft's Exchange Server.


          Further integration is offered with some other Google products. Documents, spreadsheets and presentations can be opened using Google Docs, without downloading the file to a hard disk first. Also, pictures can be sent directly from Picasa using a Gmail account.


          


          Browser support


          Gmail's old code will run on any computer with one of these supported browsers: Internet Explorer 5.5+, Mozilla Firefox 1.0+, Safari 1.2.1+, K-Meleon 0.9+, Netscape 7.1+, Opera 9+. It works well in the AOL 9.0 browser, but may have problems with earlier AOL browser versions. Although officially unsupported, it also works in Konqueror when the browser identifies itself as Firefox 1.5+.


          However, the new code has more stringent requirements; users must upgrade their browsers to Firefox 2.0+ or Internet Explorer 7. This can be a minor issue for some users, as several new features are available only in Gmail's newer version. Google has included a note at the top of several help pages, reiterating this differentiation between the two versions of the code:


          
            
              AIM, colored labels, group chat, and rich emoticons only work in the latest version of Gmail, currently available for Internet Explorer 7 and Firefox 2. Please upgrade your browser to take advantage of these new features.

            


            
              Various Gmail Help Centre articles
            

          


          Gmail also offers "Basic HTML view" to allow users to access the Gmail messages from almost any computer running browsers that do not fully support the more advanced features, such as Internet Explorer 4.0+, Netscape 4.07+ or Opera 6.03+, or users with JavaScript disabled. Gmail's Help Centre provides a list of fully supported browsers. Gmail has recently also become available as a downloadable application for mobile phones as well as WAP-enabled mobile phones. It also works on the PSP and PS3, Nintendo Wii's Internet Channel and Nintendo DS Browser web browsers but is not fully supported.


          


          Language support


          


          The Gmail interface currently supports 52 languages, which include most of the US English features, including: Arabic, Bulgarian, Catalan, Chinese (simplified), Chinese (traditional), Croatian, Czech, Danish, Dutch, English (UK), English (US), Estonian, Finnish, French, German, Greek, Gujarati, Hebrew, Hindi, Hungarian, Icelandic, Indonesian, Italian, Japanese, Kannada, Korean, Latvian, Lithuanian, Malay, Malayalam, Marathi, Norwegian (Bokml), Oriya, Polish, Punjabi, Portuguese (Brazil), Portuguese (Portugal), Romanian, Russian, Serbian, Sinhala, Slovak, Slovenian, Spanish, Swedish, Tagalog ( Filipino), Tamil, Telugu, Thai, Turkish, Ukrainian, Urdu, and Vietnamese.


          


          Applications


          Google has developed several smaller applications, with attempts to increase user productivity, expand into business sectors and making Gmail available on mobile devices.


          Gmail Notifier, an official tool offered by Google, displays a small icon in the notification area (see Taskbar) in Microsoft Windows and on the right-hand side of the menu bar in Mac OS X, indicating the presence of new mail in one's inbox. It also has a feature that makes Gmail the default mail client for mailto links. It does not, however, download new messages. For Linux, several unofficial notifiers are available. It should be noted that currently the Gmail Notifier (v1.0.25.0) does not work with Google Apps For Your Domain.


          On February 10, 2006, Google introduced Gmail For Your Domain. All companies who participated in the beta testing were allowed to use Gmail through their own domain. Since then, Google has developed Google Apps, which includes customizable versions of Google Calendar, Google Page Creator and more. With various editions available, it targets enterprises as well as small businesses.


          On November 2, 2006, Google began offering a mobile-application based version of its Gmail product for mobile phones capable of running Java applications. Those interested in using the application can download it from gmail.com/app directly from their mobile phone. In addition, Sprint Nextel announced separately that it would make the application available from its Vision and Power Vision homepages and which will be preloaded onto some new Sprint phones. The application gives Gmail its own custom menu system, which is much easier to navigate than a Web-based application would be on a cell phone. Gmail's message threading also shows up clearly, and the site displays attachments (like photos, Word documents) in the application.


          


          Google Apps provider branding


          Google Apps Partner Edition is a service targeted at ISPs and portals that provides brand-customizable Gmail accounts, along with other Google services (such as Calendar and Docs). For example, users of Sky Broadband access their @sky.com emails from a customized Gmail interface with 10 GB of storage space.


          


          Development history


          


          Announcement


          Gmail was a project begun by Google developer Paul Buchheit years before it was ever announced to the public. For several years, the software was available only internally, as an email client for Google employees.


          Gmail was finally announced to the public in 2004 amid a flurry of rumor. Owing to April Fool's Day, however, the company's press release was greeted with skepticism in the technology world, especially since Google already had been known to make April Fool's Jokes (such as PigeonRank). However, they explained that their real joke had been a press release saying that they would take offshoring to the extreme by putting employees in a "Google Copernicus Centre" on the Moon. Jonathan Rosenberg, Google's vice-president of products, was quoted by BBC News as saying, "We are very serious about Gmail."


          


          Registration


          When Gmail was first announced, access to the service was limited to those who had an invitation from an existing account holder, from Blogger, and later through their mobile phone. Additionally, a limited number of invitations were given out directly from Google to end users via a link on Google's home page. Creating a Gmail account without an invitation required a text messaging-enabled mobile phone. Initially however, account holders received their invitations after being on a waiting list previous to the launch. Google stated that the invitation system was intended to initially reduce the amount of abuse, as spammers were unable to make a large number of accounts. When the invitation system was in use, account holders were given up to 100 account invitations to send out to other e-mail addresses.


          On August 9, 2006, Gmail registration was made available to anyone in Australia and New Zealand, in Japan since August 23, 2006 and in Egypt since December 3, 2006. On February 7, 2007, Gmail registration was made public in Europe, the Middle East, Africa, Brazil, Mexico, Australia, Russia, Japan, and Hong Kong. On February 14, 2007, Gmail registration was made public globally, so anyone could register for a Gmail account.


          Sign up link: https://www.google.com/accounts/NewAccount


          


          Domain name


          Before being acquired by Google, the gmail.com domain name was used by a free e-mail service offered by Garfield.com, online home of the comic strip Garfield. After moving to a different domain, the service has since been discontinued. As of June 22, 2005, Gmail's canonical URI has been changed to http://mail.google.com/mail/ instead of http://gmail.google.com/gmail/.


          For Gmail e-mail addresses the domain gmail.com is used, unless the user is from a country where Google isn't allowed to used the Gmail brand (see below), the domain googlemail.com is used. The Gmail service doesn't discriminate between these two domains for incomming e-mails, therefore everyone possessing a gmail.com address gets all e-mails sent to respective googlemail.com address, and also the other way round.


          


          Gmail hoaxes


          


          Gmail Paper hoax


          On April Fools' Day 2007, Google made fun of Gmail by introducing "Gmail Paper," where a user could click a button and Gmail would purportedly mail a hard copy.


          


          Gmail Custom Time hoax


          On April Fools' Day 2008, Google introduced a fake service named Gmail Custom Time, which would allow a user to send up to ten emails per year with forged timestamps. The hoax stated that by bending spacetime on the Google servers, the emails are actually routed through the 4th dimension of time itself prior to reaching their intended recipient.


          


          Code changes


          Gmail's JavaScript front-end was rewritten in late summer and early fall of 2007, and started to be rolled out to users on October 29, 2007. The new version had a revamped contacts section, a redesigned quick contacts box, and made-over chat popups, which were added to names in the message list as well as the contact list on the left. The contacts application is integrated into other Google services, such as Google Docs. Users granted access to the new version were given a link at the top-right corner which read "Newer Version". This would give users the new interface. As of December 2007, most new registrations in English (US) are given the new interface by default (along with most pre-existing accounts) when supported, with the option to downgrade via a link in the top-right reading "Older Version".


          As of December 2007, the new code is available only to users of Internet Explorer 7 and Firefox 2 (and later). In the week of January 18, 2008, the Gmail Team rolled out an update that changed the way Gmail's JavaScript was loaded, which broke a few third-party extensionsincluding Remember The Milk's Firefox extension for Gmail.


          


          Criticisms


          


          Privacy


          Google automatically scans e-mails to add context-sensitive advertisements to them. Privacy advocates raised concerns that the plan involved scanning their personal, assumed private, e-mails, and that this was a security problem. Allowing e-mail content to be read, even by a computer, raises the risk that the expectation of privacy in e-mail will be reduced. Furthermore, e-mail that non-subscribers choose to send to Gmail accounts is scanned by Gmail as well. These senders of e-mail did not agree to Gmail's terms of service or privacy policy. Google can change its privacy policy unilaterally, and Google is technically able to cross-reference cookies across its information-rich product line to make dossiers on individuals. However, most email systems make use of server-side content scanning in order to check for spam.


          What privacy advocates also consider problematic is the lack of disclosed data retention and correlation policies. It is possible for Google to combine information contained in a person's emails with information about their Internet searches. It is not known how long such information would be kept, and how it could be used. One of the concerns is that it could be of interest to law enforcement agencies. More than 30 privacy and civil liberties organizations have urged Google to suspend Gmail service until these issues are resolved.


          There has also been criticism regarding Gmail's privacy policy, which contains the clause, "Residual copies of deleted messages and accounts may take up to 60 days to be deleted from our active servers and may remain in our offline backup systems." Google continues to reply to this criticism by pointing out that Gmail is using mostly industry-wide practices. Google later stated that they will "make reasonable efforts to remove deleted information from our systems as quickly as is practical."


          As part of Gmail's privacy policies, Google states that Gmail will refrain from displaying ads next to potentially sensitive messages. Content that will trigger the ad kill switch includes news about a tragedy, an email about catastrophic events, and death announcements. The fact remains that these emails are being scanned in order for Gmail's systems to identify the fact that the email is of this type.


          


          Service issues


          Users have occasionally found their accounts temporarily unavailable. Gmail does not allow users to send or receive executable files or archives containing executable files. Tech-savvy users who are not prone to casual errors report loss of random messages in random amounts.


          A feature of Gmail is that by design it does not deliver all of a user's emails. When downloading mail through POP access, Gmail fails to deliver messages that users have sent to themselves. It also does not deliver to a user's inbox (via POP or webmail) those messages that users have sent to mailing lists that should be distributed back to themselves via the mailing list.


          


          Web interface


          The conversation view groups related messages in a linear stack that can be expanded and collapsed. There is no option to differentiate messages that branch off from the original thread. This can occur when mail is sent to multiple recipients who respond individually. Labelling ( tagging) is limited to message threads, while it would be also useful for contacts and individual messages too.


          Support for entering bi-directional text is currently available only in the Arabic and Hebrew interfaces.


          It can be difficult to submit e-mail addresses from the Gmail address book to the addressee line on the compose e-mail window. The "Autocomplete" feature is problematic and does not work under all browsers or operating systems. If an e-mail address begins with a different character than the first letter of the addressee's name, then a sender must try each alphanumeric character until the correct address is prompted. However, it is possible to open the composed message in a new window so the address book can be opened, or another instance of Gmail can be opened in another window to access the address book. Gmail's current documented help on this issue states: "While Gmail doesn't currently support the functionality to open your Contacts list while composing a message, we're testing many new features to improve our service."


          Although Gmail's advertisements are often praised for being unobtrusive, they can actually take up more space than flash-based banners when up to six "sponsored links" are displayed next to an email. Additionally, opening emails makes the Web Clips RSS-feed bar (if activated) display another sponsored link. Often the amount of advertisements displayed in the Web Clips bar outnumbers the number of RSS feeds the user has requested. However, when a Gmail message is sent to another email address of a different provider, there will be no advertisements in the message unlike most other webmail providers.


          Unlike most other webmail services, Gmail's default mode does not allow for emails to be opened in a new tab or window. But this can be done if one switches to the "Basic HTML" mode or by opening the email and clicking the "new window" icon.


          When a Gmail mailbox is full, it's not possible to search for emails by size in order to delete the largest ones first. The best the web interface can do is to search for emails with attachments, but it does not indicate what the sizes of those attachments are.


          


          Awards


          Gmail was ranked second in PC World's "100 Best Products of 2005," behind Mozilla Firefox. Gmail also won 'Honorable Mention' in the Bottom Line Design Awards 2005. Gmail has drawn many favorable reviews from users for generous space quotas and unique organization.


          


          Trademark disputes


          


          Germany


          


          On July 4, 2005, Google announced that Gmail Deutschland would be rebranded to Google Mail. From that point forward, visitors originating from an IP address determined to be in Germany would be forwarded to googlemail.com where they could obtain an email address containing the new domain. Any German user who wants a gmail.com address must sign up for an account through a proxy. German users who were already registered were allowed to keep their old addresses.


          The German naming issue is due to a trademark dispute between Google and Daniel Giersch. Daniel Giersch owns a company called "G-mail" which provides the service of printing out emails from senders and sending the print-out via postal mail to the intended recipients. On 30 January 2007, Office for Harmonization in the Internal Market ruled in favour of Giersch. It seems Google isn't without a sense of humor as this is the same service Google "offered" in the Gmail Paper April Fool's Day joke in 2007.


          


          Since June 19, 2008, the domain gmail.com no longer redirects to the Google Mail service when being accessed from a German IP address. Instead, a short text message is shown which explains the situation from Google's point of view.


          


          Poland


          In February 2007, Google filed legal action against the owners of gmail.pl, a poet group known in full as Grupa Młodych Artystw i Literatw abbreviated GMAiL (literally, "Group of Young Artists and Writers").


          


          United Kingdom


          On October 19, 2005, the United Kingdom version of Gmail was voluntarily converted to Google Mail, because of a dispute with another company, Independent International Investment Research, in the UK. Users who registered before the switch to Google Mail were able to keep their Gmail address, although the Gmail logo was replaced with a Google Mail logo. Users who signed up after the name change receive a googlemail.com address.


          


          Mainland China


          An IT company in mainland China named ISM Technologies (Chinese: 爱思美) has owned and operated a web portal from the domain gmail.cn since 2003.


          


          Russian Federation


          A Russian free webmail service called gmail.ru owns the "GMail" trademark in the Russian Federation. The gmail.ru domain name was created January 27, 2003.


          


          Competition


          After Gmail's initial announcement and development, many existing web mail services quickly increased their storage capacity. For example, Hotmail went from giving some users 2 MB to 25 MB (250 MB after 30 days, and 2 GB for Hotmail Plus accounts), while Yahoo! Mail went from 4 MB to 100 MB (and 2 GB for Yahoo! Mail Plus accounts). Yahoo! Mail storage then proceeded to 250 MB and, in late April 2005, to 1 GB. Yahoo! Mail announced that it would be providing "unlimited" storage to all its users in March 2007 and began providing it in May 2007. These were all seen as moves to stop existing users from switching to Gmail and to capitalize on the newly rekindled public interest in web mail services. The desire to catch up was especially visible for MSN's Hotmail, which upgraded its e-mail storage erratically from 250 MB to the new Windows Live Hotmail which includes 5 GB of storage. As of November 2006, MSN Hotmail upgraded all free accounts to have 1 GB of storage. In August of 2005, AOL started providing all AIM screen names with their own e-mail accounts with 2 GB of storage. Another source of competition came from 30Gigs who were offering 30 gigabytes of storage, initially through invite only and was made publicly available late 2006. However in November 2007, 30Gigs was discontinued.


          Every Gmail account which is inactive for six months is labeled dormant and three months later (a total of nine months), may get deactivated by Gmail. All stored messages would be deleted if that were to happen. Other webmail services, like Yahoo! Mail and Windows Live Hotmail, have different, often shorter, times for marking an account as inactive; Yahoo! Mail deactivates dormant accounts after four months, and Windows Live Hotmail deactivates free accounts after two months (previously one).


          Other than the general increase of storage limit, there has also been an improvement of the e-mail interfaces of Yahoo! Mail and Hotmail after the launch of Gmail. Gmail's ability to have an attachment size of 10 MB was also matched by Yahoo! Mail and Hotmail during 2005. Following the footsteps of Gmail, Yahoo! launched the Yahoo! Mail Beta service and Microsoft launched Windows Live Hotmail, both now incorporating Ajax interfaces. Google increased the maximum attachment size to 20 MB in May 2007.


          With Google Apps, a hosted package that includes Gmail, Google is competing with Microsoft Outlook, Outlook Express and Exchange Server.
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              A GNOME 2.20 desktop
            


            
              	Developed by

              	GNOME developers
            


            
              	Latest release

              	2.22.3 / July 6, 2008(2008-07-06)
            


            
              	OS

              	Cross-platform
            


            
              	Available in

              	Multilingual (more than 35)
            


            
              	Type

              	Desktop environment
            


            
              	License

              	GNU Lesser General Public License

              GNU General Public License
            


            
              	Website

              	www.gnome.org
            

          


          GNOME (pronounced /gəˈnoʊm/) is a desktop environmentthe graphical user interface which sits on top of a computer operating systemcomposed entirely from free software. It is an international project that includes creating software development frameworks, selecting application software for the desktop, and working on the programs which manage application launching, file handling, and window and task management.


          GNOME is part of the GNU Project and can be used with various Unix-like operating systems, most notably GNU/Linux, and as part of Java Desktop System in Solaris.


          The name originally stood for GNU Network Object Model Environment, though this acronym is deprecated.


          


          Aims


          
            
              	

              	The GNOME project provides two things: The GNOME desktop environment, an intuitive and attractive desktop for users, and the GNOME development platform, an extensive framework for building applications that integrate into the rest of the desktop.

              	
            


            
              	

              	
                
                   GNOME website
                

              
            

          


          The GNOME project puts heavy emphasis on simplicity, usability, and making things just work. The other aims of the project are:


          
            	Freedomto create a desktop environment that will always have the source code available for re-use under a free software license.


            	Accessibilityensuring the desktop can be used by anyone, regardless of technical skill or physical disability.


            	Internationalization and localizationmaking the desktop available in many languages. At the moment GNOME is being translated to over 100 languages.


            	Developer-friendlinessensuring it is easy to write software that integrates smoothly with the desktop, and allow developers a free choice of programming language.


            	Organizationa regular release cycle and a disciplined community structure.


            	Supportensuring backing from other institutions beyond the GNOME community.

          


          


          History


          In 1996, the KDE project was started. Although KDE was free software, it relied on the then non-free Qt widget toolkit. Members of the GNU project became concerned with the use of such a toolkit for building a free software desktop environment. In August 1997, two projects were started in response to KDE: the Harmony toolkit (a free replacement for the Qt libraries) and GNOME (a different desktop without Qt and built entirely on top of free software). The initial project leaders for GNOME were Miguel de Icaza and Federico Mena.


          In place of the Qt toolkit, GTK+ was chosen as the base of the GNOME desktop. GTK+ uses the GNU Lesser General Public License (LGPL), a free software license that allows GPL-incompatible software (including proprietary software) to link to it. The GNOME desktop itself is licensed under the LGPL for its libraries, and the GPL for applications that are part of the GNOME project itself. Having the toolkit and libraries under the LGPL allows applications written for GNOME to use a much wider set of licenses (including proprietary software licenses). While Qt is dual-licensed under both the QPL and the GPL, the freedom to link proprietary software with GTK+ at no charge makes it differ from Qt.


          The name GNOME was proposed as an acronym of GNU Network Object Model Environment by Elliot Lee, one of the authors of ORBit and the Object Activation Framework. It refers to GNOMEs original intention of creating a distributed object framework similar to Microsofts OLE. This no longer reflects the core vision of the GNOME project, and the full expansion of the name is now considered obsolete. As such, some members of the project advocate dropping the acronym and re-naming GNOME to Gnome.


          


          Project structure


          As with most free software projects, the GNOME project is loosely managed. Discussion chiefly occurs on a number of public mailing lists.


          In August 2000 the GNOME Foundation was set up to deal with administrative tasks and press interest and to act as a contact point for companies interested in developing GNOME software. While not directly involved in technical decisions, the Foundation does coordinate releases and decide which projects will be part of GNOME. Membership is open to anyone who has made a non-trivial contribution to the project. Members of the Foundation elect a board of directors every November, and candidates for the positions must be members themselves.


          Developers and users of GNOME gather at an annual meeting known as GUADEC in order to discuss the current state of the project and its future direction.


          GNOME often incorporates standards from freedesktop.org into itself to allow GNOME applications to appear more integrated into other desktops (and vice versa), and encourages cooperation as well as competition.


          


          Major subprojects


          GNOME is built from a large number of different projects. A few of the major ones are listed below:


          
            	Bonobo  a compound document technology.


            	GConf  for storing application settings.


            	GVFS  a virtual file system.


            	GNOME Keyring  for storing encryption keys and security information.


            	GNOME Translation Project  translate documentation and applications into different languages.


            	GTK+  a widget toolkit used for constructing graphical applications. The use of GTK+ as the base widget toolkit allows GNOME to benefit from certain features such as theming (the ability to change the look of an application) and smooth anti-aliased graphics. Sub-projects of GTK+ provide object oriented programming support (GObjects), extensive support of international character sets and text layout ( Pango) and accessibility ( ATK). GTK+ reduces the amount of work required to port GNOME applications to other platforms such as Windows and Mac OS X.


            	Human interface guidelines (HIG)  research and documentation on building easy-to-use GNOME applications.


            	LibXML  an XML library.


            	ORBit  a CORBA ORB for software componentry.

          


          A number of language bindings are available allowing applications to be written in a variety of programming languages, such as C++ ( gtkmm), Java ( java-gnome), Ruby ( ruby-gnome2), C#, ( Gtk#), Python ( PyGTK), Perl ( gtk2-perl) and many others. The only languages currently used in applications that are part of an official GNOME desktop release are C, C# and Python.


          


          Look and feel


          


          GNOME is designed around the traditional computing desktop metaphor. Its handling of windows, applications and files is similar to that of contemporary desktop operating systems. In its default configuration, the desktop has a launcher menu for quick access to installed programs and file locations; open windows may be accessed by a taskbar along the bottom of the screen and the top-right corner features a notification area for programs to display notices while running in the background. However these features can be moved to almost anywhere the user desires, replaced with other functions or removed altogether.


          GNOME uses Metacity as its default window manager. Users can change the appearance of their desktop through the use of themes, which are sets consisting of an icon set, window manager border and GTK+ theme engine and parameters. Popular GTK+ themes include Bluecurve and Clearlooks (the current default theme).


          GNOME puts emphasis on being easy for everyone to use. The HIG helps guide developers in producing applications which look and behave similarly, in order to provide a cohesive GNOME interface.


          


          


          Usability


          Since GNOME v2.0, a key focus of the project has been usability. As a part of this, the GNOME Human Interface Guidelines (HIG) were created, which is an extensive guide for creating quality, consistent and usable GUI programs, covering everything from GUI design to recommended pixel-based layout of widgets.


          During the v2.0 rewrite, many settings were deemed to be of little or no value to the majority of users and were removed. For instance, the preferences section of the Panel were reduced from a dialog of six tabs to one with two tabs. Havoc Pennington summarized the usability work in his 2002 essay "Free Software UI", emphasizing the idea that all preferences have a cost, and it's better to "unbreak the software" than to add a UI preference to do that:


          
            
              	

              	
                A traditional free software application is configurable so that it has the union of all features anyone's ever seen in any equivalent application on any other historical platform. Or even configurable to be the union of all applications that anyone's ever seen on any historical platform (Emacs *cough*).

                Does this hurt anything? Yes it does. It turns out that preferences have a cost. Of course, some preferences also have important benefits - and can be crucial interface features. But each one has a price, and you have to carefully consider its value. Many users and developers don't understand this, and end up with a lot of cost and little value for their preferences dollar.

              

              	
            

          


          Some people believe that GNOME should be more functional. One of these is Linus Torvalds, creator of the Linux kernel, who commented in a usability-related discussion on the GNOME usability mailing list:


          
            
              	

              	This "users are idiots, and are confused by functionality" mentality of Gnome is a disease. If you think your users are idiots, only idiots will use it. I don't use Gnome, because in striving to be simple, it has long since reached the point where it simply doesn't do what I need it to do. Please, just tell people to use KDE.

              	
            

          


          


          Releases


          Each of the parts making up the GNOME project has its own version number and release schedule. However, individual module maintainers coordinate their efforts to create a full GNOME stable release on a roughly six-month schedule.


          The releases listed in the table below are classed as stable.


          
            
              	Version

              	Date

              	Information
            


            
              	

              	August 1997

              	GNOME development announced
            


            
              	1.0

              	March 1999

              	First major GNOME release
            


            
              	1.0.53

              	October 1999

              	"October"
            


            
              	1.2

              	May 2000

              	"Bongo"
            


            
              	1.4

              	April 2001

              	"Tranquility"
            


            
              	2.0

              	June 2002

              	Major upgrade based on GTK2. Introduction of the Human Interface Guidelines.
            


            
              	2.2

              	February 2003

              	Multimedia and file manager improvements.
            


            
              	2.4

              	September 2003

              	"Temujin": Epiphany, accessibility support.
            


            
              	2.6

              	March 2004

              	Nautilus changes to a spatial file manager, and a new GTK+ file dialog is introduced. A short-lived fork of GNOME, GoneME, is created as a response to the changes in this version.
            


            
              	2.8

              	September 2004

              	Improved removable device support, adds Evolution.
            


            
              	2.10

              	March 2005

              	Lower memory requirements and performance improvements. Adds: new panel applets (modem control, drive mounter and trashcan); and the Totem and Sound Juicer applications
            


            
              	2.12

              	September 2005

              	Nautilus improvements; improvements in cut/paste between applications and freedesktop.org integration. Adds: Evince PDF viewer; New default theme: Clearlooks; menu editor; keyring manager and admin tools. Based on GTK+ 2.8 with cairo support.
            


            
              	2.14

              	March 2006

              	Performance improvements (over 100% in some cases); usability improvements in user preferences; GStreamer 0.10 multimedia framework. Adds: Ekiga video conferencing application; Deskbar search tool; Pessulus lockdown editor; Fast user switching; Sabayon system administration tool.
            


            
              	2.16

              	September 2006

              	Performance improvements. Adds: Tomboy notetaking application; Baobab disk usage analyser; Orca screen reader; GNOME Power Manager (improving laptop battery life); improvements to Totem, Nautilus; compositing support for Metacity; new icon theme. Based on GTK+ 2.10 with new print dialog.
            


            
              	2.18

              	March 2007

              	Performance improvements. Adds: Seahorse GPG security application, allowing encryption of emails and local files; Baobab disk usage analyser improved to support ring chart view; Orca screen reader; improvements to Evince, Epiphany and GNOME Power Manager, Volume control; two new games, GNOME Sudoku and glchess. MP3 and AAC audio encoding.
            


            
              	2.20

              	September 2007

              	Tenth anniversary release. Evolution backup functionality; improvements in Epiphany, EOG, GNOME Power Manager; password keyring management in Seahorse. Adds: PDF forms editing in Evince; integrated search in the file manager dialogs; automatic multimedia codec installer.
            


            
              	2.22

              	March 2008

              	Addition of Cheese, a tool for taking photos from webcams and Remote Desktop Viewer; basic window compositing support in Metacity; introduction of GVFS; improved playback support for DVDs and Youtube, MythTV support in Totem; internationalised clock applet; Google Calendar support and message tagging in Evolution; improvements in Evince, Tomboy, Sound Juicer and Calculator.
            

          


          Future developments


          There are many sub-projects under the umbrella of the GNOME project, and not all of them are currently included in GNOME releases. Some are considered purely experimental concepts, or for testing ideas that will one day migrate into stable GNOME applications; others are code that is being polished for direct inclusion. Some examples include:


          
            	Project Soylent  making people and their interactions first-class objects within the GNOME framework.


            	Project Ridley  to consolidate several small undermaintained libraries into GTK+, such as libgnome and libgnomeprint.

          


          


          Usage


          GNOME is the default desktop environment for several Linux distributions, most notably Debian, Fedora and Ubuntu. Foresight Linux showcases the latest releases of GNOME.
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              Screenshot of GNOME, GNU Emacs and the GIMP, all parts of GNU
            


            
              	Company/ developer

              	GNU Project
            


            
              	OS family

              	Unix-like
            


            
              	Working state

              	current
            


            
              	Source model

              	Free software
            


            
              	Latest stable release

              	0.2/ 1997
            


            
              	Kernel type

              	Microkernel
            


            
              	License

              	GNU General Public License and other free software licenses
            


            
              	Website

              	http://www.gnu.org/
            

          


          GNU ( pronounced /gnuː/ ) is a computer operating system composed entirely of free software. Its name is a recursive acronym for GNU's Not Unix; it was chosen because its design is Unix-like, but differs from Unix by being free software and by not containing any Unix code. Development of GNU was initiated by Richard Stallman and was the original focus of the Free Software Foundation (FSF).


          The project to develop GNU is known as the GNU Project, and programs released under the auspices of the GNU Project are called GNU packages or GNU programs. The system's basic components include the GNU Compiler Collection (GCC), the GNU Binary Utilities (binutils), the bash shell, the GNU C library (glibc), and GNU Core Utilities (coreutils).


          GNU is in active development. Although most components have been completed long ago and have been in production use for a decade or more, its official kernel, GNU Hurd, is incomplete and not all GNU components work with it. For this reason, most GNU users, and users of GNU programs use the third-party Linux kernel. While Linux has not been officially adopted as the kernel of GNU, GNU does officially include other third party software such as the X.Org release of the X Window System and the TeX typesetting system. Many GNU programs have also been ported to numerous other operating systems such as Microsoft Windows, BSD variants, Solaris and Mac OS.


          The GNU General Public License (GPL), the GNU Lesser General Public License (LGPL), and the GNU Free Documentation License (GFDL) were written for GNU, but are also used by many unrelated projects.


          


          History


          The plan for the GNU operating system was publicly announced on September 27, 1983, on the net.unix-wizards and net.usoft newsgroups by Richard Stallman. Software development began on January 5, 1984, when Stallman quit his job at Massachusetts Institute of Technology so that they could not claim ownership or interfere with distributing GNU as free software. According to Stallman, the name was inspired by various plays on words, including the song The Gnu.


          The goal was to bring a wholly free software operating system into existence. Stallman wanted computer users to be free, as most were in the 1960s and 1970s: free to study the source code of the software they use, free to share the software with other people, free to modify the behaviour of the software, and free to publish their modified versions of the software. This philosophy was later published as the GNU Manifesto in March 1985.


          Richard Stallman's experience with the Incompatible Timesharing System (ITS), an early operating system written in assembly language that became obsolete due to discontinuation of PDP-10, the computer architecture that ITS was written for, led to a decision that a portable system was necessary. It was thus decided that GNU would be mostly compatible with Unix. At the time, Unix was (and is) a popular proprietary operating system. The design of Unix had proven to be solid, and it was modular, so it could be reimplemented piece by piece.


          Much of the needed software had to be written from scratch, but existing compatible free software components were used. Two examples were the TeX typesetting system, and the X Window System. Most of GNU has been written by volunteers; some in their spare time, some paid by companies, educational institutions, and other non-profit organizations. In October 1985, Stallman set up the Free Software Foundation (FSF). In the late 1980s and 1990s, the FSF hired software developers to write the software needed for GNU.


          As GNU gained prominence, interested businesses began contributing to development or selling GNU software and technical support. The most prominent and successful of these was Cygnus Solutions, now part of Red Hat.


          


          Design and implementation


          The initial plan for GNU was to be mostly Unix-compatible, while adding enhancements where they were useful. By 1990, the GNU system had an extensible text editor (Emacs), a very successful optimizing compiler ( GCC), and most of the core libraries and utilities of a standard Unix distribution. As the goal was to make a whole free operating system exist - rather than necessarily to write a whole free operating system - Stallman tried to use existing free software when possible. In the 1980s there was not much free software, but there was the X Window System for graphical display, the TeX typesetting system, and the Mach microkernel. These components were integrated into GNU.


          In the GNU Manifesto, Stallman had mentioned that "an initial kernel exists but many more features are needed to emulate Unix." He was referring to TRIX, a remote procedure call kernel developed at Massachusetts Institute of Technology, whose authors had decided to distribute it as free software, and was compatible with Version 7 Unix. In December 1986, work had started on modifying this kernel. However, the developers eventually decided it was unusable as a starting point, primarily because it only ran on "an obscure, expensive 68000 box" and would therefore have to be ported to other architectures before it could be used.


          The GNU Project's early plan was to adapt the BSD 4.4-Lite kernel for GNU. However, due to a lack of cooperation from the Berkeley programmers, by 1988 Stallman decided instead to use the Mach kernel being developed at Carnegie Mellon University, although its release as free software was delayed until 1990 while its developers worked to remove code copyrighted to AT&T. Thomas Bushnell, the initial Hurd architect, said in hindsight that the decision to start a new kernel rather than adapt the BSD work set the project back considerably, and that the project should have used the BSD kernel for this reason.


          The design of the kernel was to be GNU's largest departure from "traditional" Unix. GNU's kernel was to be a multi-server microkernel, and was to consist of a set of programs called servers that offers the same functionality as the traditional Unix kernel. Since the Mach microkernel, by design, provided just the low-level kernel functionality, the GNU Project had to develop the higher-level parts of the kernel, as a collection of user programs. Initially, this collection was to be called Alix, but developer Thomas Bushnell later preferred the name Hurd, so the Alix name was moved to a subsystem and eventually dropped completely. Eventually, development progress of the Hurd became very slow due to ongoing technical issues.


          Despite an optimistic announcement by Stallman in 2002 predicting a release of GNU/Hurd, further development and design are still required. The latest release of the Hurd is version 0.2. It is fairly stable, suitable for use in non-critical applications. As of 2005, Hurd is in slow development, and is now the official kernel of the GNU system. There is also a project working on porting the GNU system to the kernels of FreeBSD, NetBSD, and OpenSolaris.


          After the Linux kernel became usable, Linux became the most common host for GNU software. The GNU project coined the term GNU/Linux for such systems.


          


          Copyright, licenses, and stewardship


          The GNU Project suggests contributors assign the copyright for GNU packages to the Free Software Foundation although this is not required.


          Ordinarily, copyright law prohibits people from copying and distributing a work, but FSF wrote a license for the GNU software which grant recipients permission to copy and redistribute the software. For most of the 80s, each GNU package had its own license - the Emacs General Public License, the GCC General Public License, etc. In 1989, FSF published a single license they could use for all their software, and which could be used by non-GNU projects: the GNU General Public License (GPL).


          This license is now used by most GNU programs, as well as a large number of free software programs that are not part of the GNU project; it is the most commonly used free software license. It gives all recipients of a program the right to run, copy, modify and distribute it, while forbidding them from imposing further restrictions on any copies they distribute. This idea is often referred to as copyleft.


          In 1991, the GNU Lesser General Public License (LGPL) was written for certain libraries. 1991 also saw the release of version 2 of the GNU GPL. The GNU Free Documentation License (FDL), for documentation, followed in 2000. The GPL and LGPL were revised to version 3 in 2007, improving their international applicability, and adding protection for users whose hardware restricts software changes.


          Most GNU software is distributed under the GPL. A minority is distributed under the LGPL, and a handful of packages are distributed under permissive free software licences.


          


          GNU software


          Prominent components of the GNU system include the GNU Compiler Collection (GCC), the GNU C Library (glibc), the GNU Emacs text editor, and the GNOME desktop environment.


          Many GNU programs have been ported to a multitude of other operating systems, including various proprietary platforms such as Microsoft Windows and Mac OS X. They are often installed on proprietary UNIX systems as a replacement for proprietary utilities, however, this is often a hot topic among enthusiasts, as the motive for developing these programs was to replace those systems with free software, not to enhance them. These GNU programs have in contested cases been tested to show as being more reliable than their proprietary Unix counterparts.


          As of 2007, there are a total of 319 GNU packages hosted on the official GNU development site.


          


          Distributions of GNU


          Usage with the Linux kernel is by far the most popular distribution vector for GNU software, though the Linux kernel is not itself part of GNU.


          Other GNU variants which do not use the Hurd as a kernel include Debian GNU/kFreeBSD and Debian GNU/NetBSD from Debian, Nexenta OS (GNU plus the kernel of OpenSolaris) and GNU-Darwin. GNU itself is distributed as Debian GNU/Hurd by the Debian project, and a Live CD is also available from Superunprivileged.org.


          


          GNU Logo


          The logo for GNU is a gnu head. The well-known drawing was originally done by Etienne Suvasa. It appears in GNU software and in printed and electronic documentation for the GNU project, and is also used in Free Software Foundation materials.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/GNU"
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          Version 1.2, November 2002


          
            	Copyright (C) 2000,2001,2002 Free Software Foundation, Inc.


            	51 Franklin St, Fifth Floor, Boston, MA 02110-1301 USA


            	Everyone is permitted to copy and distribute verbatim copies


            	of this license document, but changing it is not allowed.

          


          [bookmark: 0._PREAMBLE]


          0. PREAMBLE


          The purpose of this License is to make a manual, textbook, or other functional and useful document "free" in the sense of freedom: to assure everyone the effective freedom to copy and redistribute it, with or without modifying it, either commercially or noncommercially. Secondarily, this License preserves for the author and publisher a way to get credit for their work, while not being considered responsible for modifications made by others.


          This License is a kind of "copyleft", which means that derivative works of the document must themselves be free in the same sense. It complements the GNU General Public License, which is a copyleft license designed for free software.


          We have designed this License in order to use it for manuals for free software, because free software needs free documentation: a free program should come with manuals providing the same freedoms that the software does. But this License is not limited to software manuals; it can be used for any textual work, regardless of subject matter or whether it is published as a printed book. We recommend this License principally for works whose purpose is instruction or reference.


          [bookmark: 1._APPLICABILITY_AND_DEFINITIONS]


          1. APPLICABILITY AND DEFINITIONS


          This License applies to any manual or other work, in any medium, that contains a notice placed by the copyright holder saying it can be distributed under the terms of this License. Such a notice grants a world-wide, royalty-free license, unlimited in duration, to use that work under the conditions stated herein. The "Document", below, refers to any such manual or work. Any member of the public is a licensee, and is addressed as "you". You accept the license if you copy, modify or distribute the work in a way requiring permission under copyright law.


          A "Modified Version" of the Document means any work containing the Document or a portion of it, either copied verbatim, or with modifications and/or translated into another language.


          A "Secondary Section" is a named appendix or a front-matter section of the Document that deals exclusively with the relationship of the publishers or authors of the Document to the Document's overall subject (or to related matters) and contains nothing that could fall directly within that overall subject. (Thus, if the Document is in part a textbook of mathematics, a Secondary Section may not explain any mathematics.) The relationship could be a matter of historical connection with the subject or with related matters, or of legal, commercial, philosophical, ethical or political position regarding them.


          The "Invariant Sections" are certain Secondary Sections whose titles are designated, as being those of Invariant Sections, in the notice that says that the Document is released under this License. If a section does not fit the above definition of Secondary then it is not allowed to be designated as Invariant. The Document may contain zero Invariant Sections. If the Document does not identify any Invariant Sections then there are none.


          The "Cover Texts" are certain short passages of text that are listed, as Front-Cover Texts or Back-Cover Texts, in the notice that says that the Document is released under this License. A Front-Cover Text may be at most 5 words, and a Back-Cover Text may be at most 25 words.


          A "Transparent" copy of the Document means a machine-readable copy, represented in a format whose specification is available to the general public, that is suitable for revising the document straightforwardly with generic text editors or (for images composed of pixels) generic paint programs or (for drawings) some widely available drawing editor, and that is suitable for input to text formatters or for automatic translation to a variety of formats suitable for input to text formatters. A copy made in an otherwise Transparent file format whose markup, or absence of markup, has been arranged to thwart or discourage subsequent modification by readers is not Transparent. An image format is not Transparent if used for any substantial amount of text. A copy that is not "Transparent" is called "Opaque".


          Examples of suitable formats for Transparent copies include plain ASCII without markup, Texinfo input format, LaTeX input format, SGML or XML using a publicly available DTD, and standard-conforming simple HTML, PostScript or PDF designed for human modification. Examples of transparent image formats include PNG, XCF and JPG. Opaque formats include proprietary formats that can be read and edited only by proprietary word processors, SGML or XML for which the DTD and/or processing tools are not generally available, and the machine-generated HTML, PostScript or PDF produced by some word processors for output purposes only.


          The "Title Page" means, for a printed book, the title page itself, plus such following pages as are needed to hold, legibly, the material this License requires to appear in the title page. For works in formats which do not have any title page as such, "Title Page" means the text near the most prominent appearance of the work's title, preceding the beginning of the body of the text.


          A section "Entitled XYZ" means a named subunit of the Document whose title either is precisely XYZ or contains XYZ in parentheses following text that translates XYZ in another language. (Here XYZ stands for a specific section name mentioned below, such as "Acknowledgements", "Dedications", "Endorsements", or "History".) To "Preserve the Title" of such a section when you modify the Document means that it remains a section "Entitled XYZ" according to this definition.


          The Document may include Warranty Disclaimers next to the notice which states that this License applies to the Document. These Warranty Disclaimers are considered to be included by reference in this License, but only as regards disclaiming warranties: any other implication that these Warranty Disclaimers may have is void and has no effect on the meaning of this License.


          [bookmark: 2._VERBATIM_COPYING]


          2. VERBATIM COPYING


          You may copy and distribute the Document in any medium, either commercially or noncommercially, provided that this License, the copyright notices, and the license notice saying this License applies to the Document are reproduced in all copies, and that you add no other conditions whatsoever to those of this License. You may not use technical measures to obstruct or control the reading or further copying of the copies you make or distribute. However, you may accept compensation in exchange for copies. If you distribute a large enough number of copies you must also follow the conditions in section 3.


          You may also lend copies, under the same conditions stated above, and you may publicly display copies.


          [bookmark: 3._COPYING_IN_QUANTITY]


          3. COPYING IN QUANTITY


          If you publish printed copies (or copies in media that commonly have printed covers) of the Document, numbering more than 100, and the Document's license notice requires Cover Texts, you must enclose the copies in covers that carry, clearly and legibly, all these Cover Texts: Front-Cover Texts on the front cover, and Back-Cover Texts on the back cover. Both covers must also clearly and legibly identify you as the publisher of these copies. The front cover must present the full title with all words of the title equally prominent and visible. You may add other material on the covers in addition. Copying with changes limited to the covers, as long as they preserve the title of the Document and satisfy these conditions, can be treated as verbatim copying in other respects.


          If the required texts for either cover are too voluminous to fit legibly, you should put the first ones listed (as many as fit reasonably) on the actual cover, and continue the rest onto adjacent pages.


          If you publish or distribute Opaque copies of the Document numbering more than 100, you must either include a machine-readable Transparent copy along with each Opaque copy, or state in or with each Opaque copy a computer-network location from which the general network-using public has access to download using public-standard network protocols a complete Transparent copy of the Document, free of added material. If you use the latter option, you must take reasonably prudent steps, when you begin distribution of Opaque copies in quantity, to ensure that this Transparent copy will remain thus accessible at the stated location until at least one year after the last time you distribute an Opaque copy (directly or through your agents or retailers) of that edition to the public.


          It is requested, but not required, that you contact the authors of the Document well before redistributing any large number of copies, to give them a chance to provide you with an updated version of the Document.


          [bookmark: 4._MODIFICATIONS]


          4. MODIFICATIONS


          You may copy and distribute a Modified Version of the Document under the conditions of sections 2 and 3 above, provided that you release the Modified Version under precisely this License, with the Modified Version filling the role of the Document, thus licensing distribution and modification of the Modified Version to whoever possesses a copy of it. In addition, you must do these things in the Modified Version:


          
            	A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document, and from those of previous versions (which should, if there were any, be listed in the History section of the Document). You may use the same title as a previous version if the original publisher of that version gives permission.


            	B. List on the Title Page, as authors, one or more persons or entities responsible for authorship of the modifications in the Modified Version, together with at least five of the principal authors of the Document (all of its principal authors, if it has fewer than five), unless they release you from this requirement.


            	C. State on the Title page the name of the publisher of the Modified Version, as the publisher.


            	D. Preserve all the copyright notices of the Document.


            	E. Add an appropriate copyright notice for your modifications adjacent to the other copyright notices.


            	F. Include, immediately after the copyright notices, a license notice giving the public permission to use the Modified Version under the terms of this License, in the form shown in the Addendum below.


            	G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts given in the Document's license notice.


            	H. Include an unaltered copy of this License.


            	I. Preserve the section Entitled "History", Preserve its Title, and add to it an item stating at least the title, year, new authors, and publisher of the Modified Version as given on the Title Page. If there is no section Entitled "History" in the Document, create one stating the title, year, authors, and publisher of the Document as given on its Title Page, then add an item describing the Modified Version as stated in the previous sentence.


            	J. Preserve the network location, if any, given in the Document for public access to a Transparent copy of the Document, and likewise the network locations given in the Document for previous versions it was based on. These may be placed in the "History" section. You may omit a network location for a work that was published at least four years before the Document itself, or if the original publisher of the version it refers to gives permission.


            	K. For any section Entitled "Acknowledgements" or "Dedications", Preserve the Title of the section, and preserve in the section all the substance and tone of each of the contributor acknowledgements and/or dedications given therein.


            	L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their titles. Section numbers or the equivalent are not considered part of the section titles.


            	M. Delete any section Entitled "Endorsements". Such a section may not be included in the Modified Version.


            	N. Do not retitle any existing section to be Entitled "Endorsements" or to conflict in title with any Invariant Section.


            	O. Preserve any Warranty Disclaimers.

          


          If the Modified Version includes new front-matter sections or appendices that qualify as Secondary Sections and contain no material copied from the Document, you may at your option designate some or all of these sections as invariant. To do this, add their titles to the list of Invariant Sections in the Modified Version's license notice. These titles must be distinct from any other section titles.


          You may add a section Entitled "Endorsements", provided it contains nothing but endorsements of your Modified Version by various parties--for example, statements of peer review or that the text has been approved by an organization as the authoritative definition of a standard.


          You may add a passage of up to five words as a Front-Cover Text, and a passage of up to 25 words as a Back-Cover Text, to the end of the list of Cover Texts in the Modified Version. Only one passage of Front-Cover Text and one of Back-Cover Text may be added by (or through arrangements made by) any one entity. If the Document already includes a cover text for the same cover, previously added by you or by arrangement made by the same entity you are acting on behalf of, you may not add another; but you may replace the old one, on explicit permission from the previous publisher that added the old one.


          The author(s) and publisher(s) of the Document do not by this License give permission to use their names for publicity for or to assert or imply endorsement of any Modified Version.


          [bookmark: 5._COMBINING_DOCUMENTS]


          5. COMBINING DOCUMENTS


          You may combine the Document with other documents released under this License, under the terms defined in section 4 above for modified versions, provided that you include in the combination all of the Invariant Sections of all of the original documents, unmodified, and list them all as Invariant Sections of your combined work in its license notice, and that you preserve all their Warranty Disclaimers.


          The combined work need only contain one copy of this License, and multiple identical Invariant Sections may be replaced with a single copy. If there are multiple Invariant Sections with the same name but different contents, make the title of each such section unique by adding at the end of it, in parentheses, the name of the original author or publisher of that section if known, or else a unique number. Make the same adjustment to the section titles in the list of Invariant Sections in the license notice of the combined work.


          In the combination, you must combine any sections Entitled "History" in the various original documents, forming one section Entitled "History"; likewise combine any sections Entitled "Acknowledgements", and any sections Entitled "Dedications". You must delete all sections Entitled "Endorsements."


          [bookmark: 6._COLLECTIONS_OF_DOCUMENTS]


          6. COLLECTIONS OF DOCUMENTS


          You may make a collection consisting of the Document and other documents released under this License, and replace the individual copies of this License in the various documents with a single copy that is included in the collection, provided that you follow the rules of this License for verbatim copying of each of the documents in all other respects.


          You may extract a single document from such a collection, and distribute it individually under this License, provided you insert a copy of this License into the extracted document, and follow this License in all other respects regarding verbatim copying of that document.


          [bookmark: 7._AGGREGATION_WITH_INDEPENDENT_WORKS]


          7. AGGREGATION WITH INDEPENDENT WORKS


          A compilation of the Document or its derivatives with other separate and independent documents or works, in or on a volume of a storage or distribution medium, is called an "aggregate" if the copyright resulting from the compilation is not used to limit the legal rights of the compilation's users beyond what the individual works permit. When the Document is included in an aggregate, this License does not apply to the other works in the aggregate which are not themselves derivative works of the Document.


          If the Cover Text requirement of section 3 is applicable to these copies of the Document, then if the Document is less than one half of the entire aggregate, the Document's Cover Texts may be placed on covers that bracket the Document within the aggregate, or the electronic equivalent of covers if the Document is in electronic form. Otherwise they must appear on printed covers that bracket the whole aggregate.


          [bookmark: 8._TRANSLATION]


          8. TRANSLATION


          Translation is considered a kind of modification, so you may distribute translations of the Document under the terms of section 4. Replacing Invariant Sections with translations requires special permission from their copyright holders, but you may include translations of some or all Invariant Sections in addition to the original versions of these Invariant Sections. You may include a translation of this License, and all the license notices in the Document, and any Warranty Disclaimers, provided that you also include the original English version of this License and the original versions of those notices and disclaimers. In case of a disagreement between the translation and the original version of this License or a notice or disclaimer, the original version will prevail.


          If a section in the Document is Entitled "Acknowledgements", "Dedications", or "History", the requirement (section 4) to Preserve its Title (section 1) will typically require changing the actual title.


          [bookmark: 9._TERMINATION]


          9. TERMINATION


          You may not copy, modify, sublicense, or distribute the Document except as expressly provided for under this License. Any other attempt to copy, modify, sublicense or distribute the Document is void, and will automatically terminate your rights under this License. However, parties who have received copies, or rights, from you under this License will not have their licenses terminated so long as such parties remain in full compliance.


          [bookmark: 10._FUTURE_REVISIONS_OF_THIS_LICENSE]


          10. FUTURE REVISIONS OF THIS LICENSE


          The Free Software Foundation may publish new, revised versions of the GNU Free Documentation License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns. See http://www.gnu.org/copyleft/.


          Each version of the License is given a distinguishing version number. If the Document specifies that a particular numbered version of this License "or any later version" applies to it, you have the option of following the terms and conditions either of that specified version or of any later version that has been published (not as a draft) by the Free Software Foundation. If the Document does not specify a version number of this License, you may choose any version ever published (not as a draft) by the Free Software Foundation.


          


          How to use this License for your documents


          To use this License in a document you have written, include a copy of the License in the document and put the following copyright and license notices just after the title page:


          
            	Copyright (c) YEAR YOUR NAME.


            	Permission is granted to copy, distribute and/or modify this document


            	under the terms of the GNU Free Documentation License, Version 1.2


            	or any later version published by the Free Software Foundation;


            	with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts.


            	A copy of the license is included in the section entitled "GNU


            	Free Documentation License".

          


          If you have Invariant Sections, Front-Cover Texts and Back-Cover Texts, replace the "with...Texts." line with this:


          
            	with the Invariant Sections being LIST THEIR TITLES, with the


            	Front-Cover Texts being LIST, and with the Back-Cover Texts being LIST.

          


          If you have Invariant Sections without Cover Texts, or some other combination of the three, merge those two alternatives to suit the situation.


          If your document contains nontrivial examples of program code, we recommend releasing these examples in parallel under your choice of free software license, such as the GNU General Public License, to permit their use in free software.


          
            Retrieved from " http://en.wikipedia.org/wiki/Wikipedia:Text_of_the_GNU_Free_Documentation_License"
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        GNU Project


        
          

          The GNU Project is a free software, mass collaboration project, announced in 1983 by Richard Stallman. It initiated the GNU operating system, software development for which began in January 1984. The founding goal of the project was, in the words of its initial announcement, to develop "a sufficient body of free software [...] to get along without any software that is not free."


          To make this happen, the GNU Project began working on an operating system called GNU. GNU is a recursive acronym that stands for "GNU's Not Unix". With the Linux kernel being released under the GNU General Public License in 1992, the GNU project no longer relied on any proprietary software to run.


          Current work of the GNU Project includes software development, awareness building, and political campaigning.


          


          Philosophy and activism


          Although most of the GNU Project's output is technical in nature, it was launched as a social, ethical, and political initiative. As well as producing software and licenses, the GNU Project has published a large number of philosophical writings, the majority of which were authored by Richard Stallman.


          


          Operating system development


          The first goal of the GNU project was to make a whole free software operating system exist. Aiming at this target, project collaborators started writing an operating system. The goal was achieved in 1992 without the GNU Project having had to completely finish their planned operating system. A third-party kernel, called Linux, filled the last gap, so a whole free software operating system was finished without the FSF having to finish the kernel it was working on, GNU Hurd. Linux was developed from gcc and other gnu programming tools. Without the gnu programming tools, free software developers would have to pay the cost of using expensive commercially-developed tools and the resulting operating system may have been constrained by patent and/or copyright issues; at the very least, the operating system and its maintainer would be subject to the whims of a commercial software vendor.


          


          Strategic projects


          From the mid-1990s onward, with many companies investing in free software development, the Free Software Foundation redirected its funds toward the legal and political support of free software development. Software development from that point on focused on maintaining existing projects, and starting new projects only when there was an acute threat to the free software community; see High Priority Free Software Projects.


          


          GNOME


          One example is the GNOME desktop. This development effort was launched by the GNU Project because another desktop system, KDE, was becoming popular but required users to install certain proprietary software. To prevent people from being tempted to install that proprietary software, the GNU Project simultaneously launched two projects. One was the Harmony toolkit. This was an attempt to make a free software replacement for the proprietary software that KDE depended on. If this project was successful, the problem with KDE would be gone. The second project was GNOME, which tackled the same issue from a different angle. It aimed to make a replacement for KDE, one which didn't have any dependencies on proprietary software. The Harmony project didn't make much progress, but GNOME developed very well. Eventually, the proprietary component that KDE depended on ( Qt) was released as free software.


          


          Gnash


          Another example is Gnash. Gnash is software to play animations which are distributed in the Adobe Flash format. This has been marked as a priority project by GNU because it was seen that many people were installing a free software operating system and using a free software web-browser, but were then also installing the proprietary software plug-in from Adobe.


          


          Recognition


          
            	2001: USENIX Lifetime Achievement Award
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              	Coordinates:
            


            
              	Time zone

              	IST ( UTC+5:30)
            


            
              	Area

              	3,702km(1,429sqmi)
            


            
              	Capital

              	Panaji
            


            
              	Largest city

              	Vasco da Gama
            


            
              	District(s)

              	2
            


            
              	Population

               Density

              	1,400,000( 25th)

               363/km (940/sqmi)
            


            
              	Language(s)

              	Konkani
            


            
              	Governor

              	SC Jamir
            


            
              	Chief Minister

              	Digambar Kamat
            


            
              	Established

              	1987- 05-30
            


            
              	Legislature (seats)

              	Unicameral (40)
            


            
              	ISO abbreviation

              	IN-GA
            


            
              	Website: goagovt.nic.in
            


            
              	"" Konkani is the sole official language but Marathi is also allowed to be used for any or all official purposes.
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          Coordinates: Goa pronunciation ( Konkani: गोंय /ɡɔ̃j/) is India's smallest state in terms of area and the fourth smallest in terms of population. Located on the west coast of India in the region known as the Konkan, it is bounded by the state of Maharashtra to the north, and by Karnataka to the east and south, while the Arabian Sea forms its western coast.


          Panaji (also referred to as Panjim) is the state's capital. Vasco da Gama (sometimes shortened to Vasco) is the largest city. The historic city of Margao still exhibits the influence of Portuguese culture. Portuguese first landed in Goa as merchants, in the early 16th century, and conquered it soon after. The Portuguese colony existed for about 450 years (one of the longest held colonial possessions in the world), until it was taken over by India in 1961.


          Renowned for its beaches, temples and world heritage architecture, Goa is visited by hundreds of thousands of international and domestic tourists each year. It also has rich flora and fauna, owing to its location on the Western Ghats range, which is classified as a biodiversity hotspot. One of the most developed states in India, Goa enjoys a high standard of living.


          


          Origin of name


          The name Goa came to European languages from the Portuguese colonisers, but its precise origin is unclear. The name Goa is said to have been derived from the Konkani word 'Goy', which means a patch of tall grass. The Indian epic Mahabharata refers to the area now known as Goa, as 'Goparashtra' or 'Govarashtra"' which means a nation of cowherds. 'Gopakapuri' or 'Gopakapattanam' were used in some ancient Sanskrit texts, and these names were also mentioned in other sacred Hindu texts such as the Harivansa and the Skanda Purana. In the latter, Goa is also known as "Gomanchala". Gove, Govapuri, Gopakpattan, Gomantak and Gomant are some other names that the region is referred to in certain inscriptions and texts such as the Puranas..Goan Hindus refer to Goa as Gomantak.


          


          History
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          Goa's known history stretches back to the 3rd century BC, when it formed part of the Mauryan Empire. It was later ruled by the Satavahanas of Kolhapur, around 2000 years ago it was passed on to the Chalukya Dynasty, who controlled it between 580 to 750. Over the next few centuries Goa was successively ruled by the Silharas, the Kadambas and the Chalukyas of Kalyani, rulers of Deccan India. The Kadambas, a local Hindu dynasty based at Chandrapura, (present day Chandor - Salcete), laid an indelible mark on the course of Goa's pre-colonial history and culture.


          In 1312, Goa came under the governance of the Delhi Sultanate. However, the kingdom's grip on the region was weak, and by 1370 they were forced to surrender it to Harihara I of the Vijayanagara empire. The Vijayanagara monarchs held on to the territory until 1469, when it was appropriated by the Bahmani sultans of Gulbarga. After that dynasty crumbled, the area fell to the hands of the Adil Shahis of Bijapur who made Velha Goa their auxiliary capital.


          


          Portuguese influence


          In 1498, Vasco da Gama became the first European to set foot in India through a sea route, landing in Calicut (Kozhikode) in Kerala, followed by an arrival in what is now known as Old Goa. Goa, then a term referring to the City of Goa on the southern bank of the River Mandovi, was the largest trading centre on India's western coast. The Portuguese arrived with the intention of setting up a colony and seizing control of the spice trade from other European powers after traditional land routes to India had been closed by the Ottoman Turks. Later, in 1510, Portuguese admiral Afonso de Albuquerque defeated the ruling Bijapur kings with the help of a local ally, Timayya, leading to the establishment of a permanent settlement in Velha Goa (or Old Goa). The Portuguese intended it to be a colony and a naval base, distinct from the fortified enclaves established elsewhere along India's coasts.
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          Opposition


          In 1668, Chatrapti Shivaji captured five towns in North Goa and ordered renovation of "Saptkotishwar" temple at the present site during one of his campaigns to oust the Portuguese. Even after repetitive attempts, he was not able to win Goa from the Portuguese.[20]In 1685, Chatrapti Sambhaji captured capital Panaji and penetrated his Maratha army peacefully in entire Central and North Goa but could not retain Goa and again moved to Deccan plateau to handle the situation arisen due to sudden attack of Mogul.
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          With the imposition of the Inquisition (15601812), many of the local residents were forcibly converted to Christianity by missionaries, threatened by punishment or confiscation of land, titles or property. Many converts however retained parts of their Hindu heritage. To escape the Inquisition and harassment, thousands fled the state, settling down in the neighbouring towns of Mangalore and Karwar in Karnataka, and Savantwadi in Maharashtra.


          


          Other European powers


          With the arrival of the other European powers in India in the 16th century, most Portuguese possessions were surrounded by the British and the Dutch. Goa soon became Portugal's most important possession in India, and was granted the same civic privileges as Lisbon. In 1843 the capital was moved to Panjim from Velha Goa. By mid-18th century the area under occupation had expanded to most of Goa's present day state limits.


          


          Indian Invasion


          After India gained independence from the British in 1947, Portugal refused to accede to India's demand to relinquish their control of its enclave. Resolution 1541 by the United Nations General Assembly in 1960 noted that Goa was non-self-governing and favoured self determination. Finally, on December 12, 1961, the Indian army with 40,000 troops moved in as part of Operation Vijay. Fighting lasted for twenty-six hours before the Portuguese garrison surrendered. Goa, along with Daman and Diu (enclaves lying to the north of Maharashtra), was made into a centrally administered Union Territory of India. India's Invasion of Goa is commemorated on December 19 (Liberation Day). The UN Security Council considered a resolution condemning the invasion which was vetoed by the Soviet Union. Most nations later recognised India's action, and Portugal recognised it after the Carnation Revolution in 1974. On May 30, 1987, the Union Territory was split, and Goa was elevated as India's twenty-fifth state, with Daman and Diu remaining Union Territories.
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          Geography and climate
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          Goa encompasses an area of 3,702 km (1,430 sq mile). It lies between the latitudes 1453'54" N and 1540'00" N and longitudes 7340'33" E and 7420'13" E. Most of Goa is a part of the coastal country known as the Konkan, which is an escarpment rising up to the Western Ghats range of mountains, which separate it from the Deccan Plateau. The highest point is the Sonsogor, with an altitude of 1,167 meters (3,827 feet). Goa has a coastline of 101 km (63 miles).


          Goa's main rivers are the Mandovi, the Zuari, the Terekhol, Chapora River and the Betul. The Mormugao harbour on the mouth of the river Zuari is one of the best natural harbors in South Asia. The Zuari and the Mandovi are the lifelines of Goa, with their tributaries draining 69% of its geographic area. Goa has more than forty estuarine, eight marine and about ninety riverine islands. The total navigable length of Goa's rivers is 253km (157miles). Goa has more than three hundred ancient tanks built during the rule of the Kadamba dynasty and over a hundred medicinal springs.


          Most of Goa's soil cover is made up of laterites which are rich in ferric aluminium oxides and reddish in colour. Further inland and along the river banks, the soil is mostly alluvial and loamy. The soil is rich in minerals and humus, thus conducive to plantation. Some of the oldest rocks in the Indian subcontinent are found in Goa between Molem and Anmod on Goa's border with Karnataka. The rocks are classified as Trondjemeitic Gneiss estimated to be 3,600 million years old, dated by the Rubidium isotope dating method. A specimen of the rock is exhibited in the Goa University.


          Goa, being in the tropical zone and near the Arabian Sea, has a warm and humid climate for most of the year. The month of May is the hottest, seeing day temperatures of over 35  C (95  F) coupled with high humidity. The monsoon rains arrive by early June and provide a much needed respite from the heat. Most of Goa's annual rainfall is received through the monsoons which last till late September.


          Goa has a short cool season between mid-December and February. These months are marked by cool nights of around 20C (68F) and warm days of around 29C (84F) with moderate amounts of humidity. Further inland, due to altitudinal gradation, the nights are a few degrees cooler. During March 2008 Goa was lashed with heavy rain and strong winds. This was the first time in 29 years that Goa had seen rain during March.


          


          Subdivisions
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          The state is divided into two districts: North Goa and South Goa. Panaji is the headquarters of the north Goa district and Margao of the south district. Each district is governed by a district collector, an administrator appointed by the Indian government.


          The districts are further divided into eleven talukas  Talukas of North Goa are Bardez, Bicholim, Pernem, Ponda, Satari and Tiswadi, the talukas of South Goa are Canacona, Mormugao, Quepem, Salcete and Sanguem. Headquarters of the respective talukas are Mapusa, Bicholim, Pernem, Ponda, Valpoi, Panjim, Chaudi, Vasco, Quepem, Margao and Sanguem.


          In the Parliament of India, Goa has two seats in the Lok Sabha, one representing each district, and one seat in the Rajya Sabha.


          


          Flora and fauna
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          Forest cover in Goa stands at 1,424 km, most of which is owned by the government. Government owned forest is estimated at 1224.38km whilst private is given as 200km. Most of the forests in the state are located in the interior eastern regions of the state. The Western Ghats, which form most of eastern Goa, have been internationally recognised as one of the biodiversity hotspots of the world. In the February 1999 issue of National Geographic Magazine, Goa was compared with the Amazon and Congo basins for its rich tropical biodiversity.


          Goa's state animal is the Gaur, the state bird is the Ruby Throated Yellow Bulbul, which is a variation of Black-crested Bulbul, and the state tree is the Asan.


          The important forests products are bamboo canes, Maratha barks, chillar barks and the bhirand. Coconut trees are ubiquitous and are present in almost all areas of Goa barring the elevated regions. A large number of deciduous vegetation consisting of teak, sal, cashew and mango trees are present. Fruits include jackfruits, mangos, pineapples and blackberries.


          Foxes, wild boars and migratory birds are found in the jungles of Goa. The avifauna includes kingfishers, mynas and parrots. Numerous types of fish are also caught off the coast of Goa and in its rivers. Crabs, lobsters, shrimps, jellyfish, oysters and catfish form some of the piscine catch. Goa also has a high snake population, which keeps the rodent population in control. Goa has many famous National Parks, including the renowned Salim Ali bird sanctuary. Other wildlife sanctuaries include the Bondla Wildlife Sanctuary, Molem Wildlife Sanctuary, Cotigao Wildlife Sanctuary, Madei Wildlife Sanctuary, Netravali Wildlife Sanctuary Mahaveer Wildlife Sanctuaryand the Salim Ali Bird Sanctuary located on the island of Chorao.


          Goa has more than 33% of its geographic area under government forests (1224.38km) of which about 62% has been brought under Protected Areas (PA) of Wildlife Sanctuaries and National Park. Since there is a substantial area under private forests and a large tract under cashew, mango, coconut, etc. plantations, the total forest and tree cover constitutes 56.6% of the geographic area.


          


          Economy
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              	Gross State Domestic Product
            


            
              	1980

              	3,980
            


            
              	1985

              	6,550
            


            
              	1990

              	12,570
            


            
              	1995

              	33,190
            


            
              	2000

              	76,980
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          Goa's gross state domestic product for 2004 is estimated at $3 billion in current prices. Goa is India's richest state with a GDP per capita two and a half times that of the country as a whole, and one of its fastest growth rates: 8.23% (yearly average 19902000).


          Tourism is Goa's primary industry: it handles 12% of all foreign tourist arrivals in India. Goa has two main tourist seasons: winter and summer. In the winter time, tourists from abroad (mainly Europe) come to Goa to enjoy the splendid climate. In the summertime (which, in Goa, is the rainy season), tourists from across India come to spend the holidays. Tourism is generally focused on the coastal areas of Goa, with decreased tourist activity inland. In 2004 there were more than 2 million tourists reported to have visited Goa, 400,000 of which were from abroad.


          The land away from the coast is rich in minerals and ores and mining forms the second largest industry. Mining in Goa focuses on ores of iron, Bauxite, manganese, clays, limestone and silica. The Marmagao Port handled 31.69 million tonnes of cargo last year, and accounts for over 39% of India's Iron Ore exports. The leaders in the Goan Iron Ore industry include Sesa Goa (now owned by Vedanta) and Dempo


          Agriculture, while of shrinking importance to the economy over the past four decades, offers part-time employment to a sizable portion of the populace. Rice is the main agricultural crop, followed by areca, cashew and coconut. The fishing industry provides employment for about forty thousand people, though recent official figures indicate a decline of the importance of this sector and also a fall in catch, perhaps coupled with the fact that traditional fishing has given way to large-scale mechanised trawling. Medium scale industries include the manufacturing of pesticides, fertilisers, tyres, tubes, footwear, chemicals, pharmaceuticals, wheat products, steel rolling, fruits and fish canning, cashew nuts, textiles, brewery products. Goa is also notable for its low liquor prices due to its very low excise duty on alcohol. Another source of cash inflow into the state comes from many of its citizens who work abroad and remit money to their families. Zuari Industries (2005 gross income Rs.36,302 million) and Sesa Goa (2005 gross income Rs.17,265 million) are two S&P CNX 500 conglomerates which have corporate offices in Goa. The Goa government has recently decided to not allow any more special economic zones(SEZs) in Goa. This is in stark contrast to policy followed by other states of India. SEZs are known to bring tax revenues for the government and employment option for local citizens since industries flock there for lower tax rates as compared to other areas. Currently there are 16 planned SEZs in Goa. This decision was taken by state government after strong opposition to SEZs by political parties and Goa catholic church.


          


          Transport
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          Goa's sole airport, the Dabolim Airport, is both a military and civilian airport catering to domestic and international airlines that stop en route to other Indian destinations. In addition to regular flights, the airport handles a large number of chartered flights. Goa receives International flights from Dubai, Sharjah and Kuwait in the Middle East and from the United Kingdom, Germany and Russia during the charter flight tourist season. Dabolim airport is serviced by the following carriers - Air India, Indian Airlines, Air Deccan, Kingfisher airlines, Go air, Spice jet, Jet Airways besides Charter flights from Thomas Cook (condor) etc.


          Goa's public transport largely consists of privately operated buses linking the major towns to rural areas. Government-run buses, maintained the Kadamba Transport Corporation, links both major routes (like the PanjimMargao route) and some remote parts of the state. In large towns such as Panjim and Margao, intra-city buses ply. However, public transport in Goa is less developed, and residents depend heavily on their own transport, usually motorised two-wheelers. Goa has two National Highways passing through it. NH-17 runs along India's west coast and links Goa to Bombay in the north and Mangalore to the south. NH-4A running across the state connects the capital Panjim to Belgaum in east, linking Goa to cities in the Deccan. The NH-17A connects NH-17 to Mormugao Harbour from Cortalim, and the new NH-17B, once complete will be a four lane highway connecting Mormugao Harbour to NH-17 at another location, Verna, via Dabolim airport. Goa has a total of 224km (139mi) of National highway, 232km (144mi) of state highway and 815km of district highway.


          Hired forms of transport include unmetered taxis, and, in urban areas, auto rickshaws. A unique form of transport in Goa is the Motorcycle taxi, operated by drivers who are locally called "pilots". These vehicles transport a single pillion rider, at fares that are usually negotiated prior or after the journey (it is always better to ask locals on the correct fare before you try any negotiations yourself). In some places in Goa, there are river crossings which are serviced by the ferry boats, operated by the river navigation departments. Goa has two rail lines  one run by the South Western Railway and the other by the Konkan Railway. The line run by the South Western Railway was built during the colonial era linking the port town of Vasco da Gama with Hubli in Karnataka via Margao. The Konkan Railway line, which was built during the 1990s, runs parallel to the coast connecting Mumbai to the Malabar Coast.


          The Mormugao harbour near the city of Vasco handles mineral ore, petroleum, coal and international containers. Much of the shipments consist of minerals and ores from Goa's hinterland. Panjim, which is situated on the banks of the Mandovi, also has a minor port, which used to handle passenger steamers between Goa and Mumbai till the late 1980s.


          


          Demographics


          A native of Goa is called a Goan in English, 'Goenkar' in Konkani, 'Gos' (male) or 'Goesa' (female) in Portuguese, and a 'Govekar' in Marathi. Goa has a population of 1.344 million residents, making it India's fourth smallest (after Sikkim, Mizoram and Arunachal Pradesh). The population has a growth rate of 14.9% per decade . There are 363 people for each square kilometre of the land. 49.77% of the population lives in urban areas. The sex ratio is 960 females to 1000 males. Hinduism (65.8%), Christianity (26.7%) and Islam (6.8%) are the three main religions in Goa. Roman Catholicism reached Goa during the period of European colonisation, which began in 1498 when the Portuguese explorer Vasco da Gama arrived on the Malabar coast. With the establishment of Goa Inquisition in 1560, a large sections of the population became Roman Catholic. Goa's major cities include Vasco, Margao, Marmagao (also known as Murgaon or Mormugo), Panjim and Mapusa. The region connecting the last four cities is considered a de facto conurbation, or a more or less continuous urban area.


          The official language of Goa is Konkani. Following the end of Portuguese rule, the most widely used languages are Konkani and Marathi. Konkani is the primary spoken language; Marathi and English for official, literary or educational purposes; and other languages including Hindi and Portuguese. Language is a controversial issue between two contending camps: pro-Konkani and pro-Marathi. Most of the Goans united and fought for Konkani as their mother tongue. After 1987, a complex formula grants 'official language' status to Konkani, while Marathi is also allowed to be used "for any or all official purposes." Portuguese, the earlier language of the colonial elite, has been hit by shrinking numbers, though a small number still prefer it as the medium for discourse at home, and a few Portuguese books have even been published in recent years. English, viewed as a language of opportunity and social mobility, is widely understood by many of the state residents.


          
            	Birth Rate: 15.70 per 1000 people in 2007.

          


          
            	Death Rate: 8.29 per 1000 people in 2007.

          


          


          Culture
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          The most popular celebrations in Goa are Ganesh Chaturthi (Chavoth-Konkani), Diwali, Christmas, Easter Sunday, Samvatsar Padvo, Shigmo and the Carnival, New Year's Day. However, since the 1960s, the celebrations of the Shigmo and carnival have shifted to the urban centres, and in recent times these festivals are seen more as a means of attracting tourists.


          Goan Hindus are very fond of Natak, Bhajan and Kirtan. Many famous Indian Classical singers hail from Goa, such as Lata Mangeshkar, Asha Bhosle, Kishori Amonkar, Kesarbai Kerkar, Jitendra Abhisheki, Prabhakar Karekar.


          Some traditional Goan dance forms are dekhnni, fugdi, and corridinho.


          Rice with fish curry (Xit kodi in Konkani) is the staple diet in Goa. Goa is renowned for its rich variety of fish dishes cooked with elaborate recipes. Coconut and coconut oil is widely used in Goan cooking along with chili peppers, spices and vinegar giving the food a unique flavour. Pork dishes such as Vindaloo, Xacuti and Sorpotel are cooked for major occasions among the Catholics. An exotic Goan vegetable stew, known as Khatkhate, is a very popular dish during the celebrations of festivals, Hindu and Christian alike. Khatkhate contains at least five vegetables, fresh coconut, and special Goan spices that add to the aroma. A rich egg-based multi-layered sweet dish known as bebinca is a favourite at Christmas. The most popular alcoholic beverage in Goa is feni; Cashew feni is made from the fermentation of the fruit of the cashew tree, while coconut feni is made from the sap of toddy palms.


          Goa has two World Heritage Sites: the Bom Jesus Basilica and a few designated convents. The Basilica holds the mortal remains of St. Francis Xavier, regarded by many Catholics as the patron saint of Goa (the patron of the Archdiocese of Goa is actually the Blessed Joseph Vaz. Once every twelve years, the body is taken down for veneration and for public viewing. The last such event was conducted in 2004. The Velhas Conquistas regions are also known for its Goa-Portuguese style architecture.


          In many parts of Goa, mansions constructed in the Indo-Portuguese style architecture still stand, though in some villages, most of them are in a dilapidated condition. Fontainhas in Panjim, has been declared a cultural quarter, and are used as a living museum showcasing the life, architecture and culture of Goa. Some influences from the Portuguese era are visible in some of Goa's temples, notably the Mangueshi Temple, although after 1961, many of these were demolished and reconstructed in the indigenous Indian style.


          


          Architecture


          The height of Goa's glory was closely and mutually linked with the heyday of Portugal, but Goan grandeur pre-dated the Portuguese. Chieftains, kings and a host of Indian dynasties had made this little jewel glitter with royal pomp. The Batpuras, the Bhujas and, after the fall of Ashoka and the Mauryans, the Satyavahanas, ruled over Goa. The inscription of around A.D.1000 (when Shashtadeva of the Goa Kadamba dynasty sat on the throne), describes the early splendor of the capital: 'Gardens on every side.White plastered houses, alleys, horse stables, flower gardens, agreeably connected bazaars, harlots' quarters, and tanks.' In his son's reign, Goa is reputed to have commanded a powerful fleet and traded with four- teen foreign lands.In essence, it was a coveted land with the most sought-after port in India. And as the word spread, this advantage was to become a liability. The friendly harbours that had sent out sparkling blue ripples to the world were to backflow and become the road of conquest and colonization.


          On July 4, 1497 when Vasco da Gama set sail from the River Tagus in Lisbon commanding the flagship St. Gabriel, no one could have imagined the implications of his voyage. At that time the potentates of the East were wealthier than the financially em- barrassed Western kings.Vasco da Gama never actually visited Goa, though now there is a coastal town by his name to commemorate his link with Portugal. It was Afonso de Albuquerque who is credited with sowing the seeds of the Portuguese empire in India, first by destroying, then creating. the Arabian Sea into the fresh mouth of the Mandovi. Little did anyone know that Goa would change face. Now a stranger on the throne was to remould the past, reshape the present and go so far as to influence the future psyche of an entire people.


          The Portuguese brought to Goa the magnificence of the West and the might of a nation at the height of its imperial power. Their vision was lofty and ambition sky high, but it blazed a short trail like a meteor. An art historian remarked, 'Portugal was a very small nation of a people then heroic. However, at its peak, Goa was one of the wonders of the world, larger than Lisbon and even the London of its time! Some 300,000 people had made it their home. Goa re- sembled the 'meeting upon the burse in Antwerpe' wrote Linschoten, the Dutchman, and it was then that epithets like 'Rome of Asia' and 'Pearl of the Orient' were coined. 'Goa Dourada' or 'Golden Goa' sands was not an advertising slogan to beckon tourists, but more precisely the gilt-coated reredos and altars in the churches that dis- played layers of the real gold Portugal had discovered in Africa.


          Contemporary descriptions do not undertake this glitter. 'Quem viu Goa excusa de ver Lisboa', the word went round, 'Who has seen Goa needn't see Lisbon.' In 1606 Goa got Santa Monica, the first nunnery in the East. The imposing Basilica of Bom Jesus impressed Christians and non-Christians alike. Fantastic Italian architecture-typically renaissance modelled on architectural details from the churches circled the city's skyline. There were compulsory orders to paint the mansions annually, af- ter the monsoon had passed. The regulations insisted that al- though white may be used for picking out architectural details like quoins and cornices, and window edges and balustrades to contrast with the wall surfaces of yellow-ochre, Indian red or pale green, no buildings but churches might be white all over. In 1839, Caption Marryat in his novel The Phantom Ship de described Goa: 'The squares behind the palace and the wide streets were filled with living beings: elephants with gorgeous trappings; led or mounted horses with superb housings; palanquins carried by natives in splendid liveries; running footmen; syces; every variety of nation, from the proud Portuguese to the half-covered native; Musselmen, Arabs, Hindoos, Armenians; Officers and soldiers in their uniforms, all crowded and thronged together: all was bustle and motion. Such was the wealth, the splendor and luxury of the proud city of Goa- the Empress of the East.'


          


          Sports


          Football is perhaps the most popular sport in Goa and is embedded in Goan culture. Its origins in the state are traced back to 1883 when the visiting British priest Fr. William Robert Lyons established the sport as part of a "Christian education". On December 22, 1959 the Associao de Futebol de Goa was formed, which continues to administer the game in the state under the new name, Goa Football Association. Goa, along with West Bengal,and Kerala. is the locus of football in the country and is home to many football club in India's National Football League, including three of the ten Premier Division teams. The state's football powerhouses include Salgaocar, Dempo, Churchill Brothers, Vasco Sports Club and Sporting Clube de Goa. The state's main football stadium, Fatroda (or Nehru stadium), is located at Margao and also hosts cricket matches.


          In recent decades, a growing influence of cricket is visible, in large part fuelled by the massive coverage this sport gets on national television, thus making an impact even in a part of South Asia which hardly had any contact with the British Empire. Goa now has its own cricket team. Field Hockey is the third most popular sport.


          


          Government and Politics


          Panaji, known as Panjim in English and earlier called Pangim in Portuguese times, and known in the local language as Ponnje is the administrative capital of Goa lying on the left bank of the Mandovi near Panaji. Goa's legislative capital is Porvorim  the seat of the Goa assembly, which lies across the Mandovi River. The state's judicial capital, however, is Mumbai (formerly known as Bombay, which is the capital of Goa's neighbouring Maharashtra state), as the state comes under the Bombay High Court. A bench of the High Court is present in Panaji. Goa contributes two seats to the Lok Sabha and one to the Rajya Sabha, in India's bicameral parliament. Unlike other states, which follow the British Indian model of civil laws framed for individual religions, the Portuguese Uniform Civil Code, based on the Napoleonic code, has been retained by the Goa government.


          Goa has a unicameral legislature consisting of a forty member Legislative Assembly, headed by a Chief Minister who wields the executive power. The present Chief Minister of Goa is Mr. Digamber Kamat and the Leader of Opposition is Mr. Manohar Parrikar. The ruling government consists of the party or coalition garnering the most seats in the state elections and enjoying the support of a simple majority of the House. The governor is appointed by the President of India. The governor's role is largely ceremonial, but plays a crucial role when it comes to deciding who should form the next government or in suspending the legislature as has happened in the recent past. After having stable governance for nearly thirty years up to 1990, Goa is now notorious for its political instability having seen fourteen governments in the span of the fifteen years between 1990 and 2005. In March 2005 the assembly was dissolved by the governor and President's Rule was declared, which suspended the legislature. A by-election in June 2005 saw the Congress coming back to power after winning three of the five seats that went to polls. The Congress party and the BJP are the two largest parties in the state. In the assembly pole of 2007, Congress-led coalition won and started ruling the state. Other parties include the United Goans Democratic Party, the Nationalist Congress Party and the Maharashtrawadi Gomantak Party.


          Education


          According to the 2001 census, Goa has a literacy rate of 82% with 89% of males and 76% of females being literate. Each taluka is made up of villages, each having a school run by the government. Due to the low levels of corruption and the quality of the government schools, private schools are less in demand, compared to the rest of the country. All schools come under the state SSC whose syllabus is prescribed by the state Education department. There are also a few schools run by the all-India ICSE board. Most students in Goa complete their high school using English as the medium of instruction. Primary schools, on the other hand are largely run in Konkani (in private, but government-aided schools). As is the case in most of India, enrollment for vernacular media has seen a fall in numbers in favour of English medium education.


          After ten years of schooling, students join a Junior College which offers courses in popular streams such as Science, Arts, Law and Commerce. Additionally, many join three year diploma courses. Two years of college is followed by a professional degree. The Goa University is the sole university in the state located in Taleigao and all Goan colleges are affiliated to it. There are four engineering colleges and one medical college in the state. The Goa Engineering College and Goa Medical College are run by the state whereas the other three engineering colleges are run by private organisations.


          In 2004, BITS Pilani university started its first Indian satellite, BITS Pilani Goa Campus near Dabolim. Unlike other Goan institutes, BITS Goa admits students through a nation wide aptitude test that it shares with its parent institute. Due to this BITS Pilani Goa Campus is the only college in the state to have a regionally mixed student body.


          The other private engineering colleges are, Shree Rayeshwar Institute of Engineering and Information Technology, Shiroda, and Padre Conceicao College of Engineering, Verna. There are also colleges offering pharmacy, architecture and dentistry along with numerous private colleges offering law, arts, commerce and science. There is also two National Oceanographic Science related centres, NCAOR aand NIO in Vasco and Punjim.


          Many residents, however, choose to take up courses in other states as the demand for a course in Goa is more than that available. Goa is also well-known in India for courses in marine engineering, fisheries, hotel management and cuisine. The State also hosts a business school - the Goa Institute of Management which is autonomous and was founded in 1993 by Romuald D'Souza. Portuguese is taught as a part of the school curriculum, often as a third language in some schools. The Goa University also offers Bachelors and Masters degrees in Portuguese.
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                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Artiodactyla

                  


                  
                    	Family:

                    	Bovidae

                  


                  
                    	Subfamily:

                    	Caprinae

                  


                  
                    	Genus:

                    	Capra

                  


                  
                    	Species:

                    	C. aegagrus

                  


                  
                    	Subspecies:

                    	C. a. hircus

                  

                

              
            


            
              	Trinomial name
            


            
              	Capra aegagrus hircus

              (Linnaeus, 1758)
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          The domestic goat (Capra aegagrus hircus) is a domesticated subspecies of the wild goat of Southwest Asia and Eastern Europe. The goat is a member of the bovidae family and is closely related to the sheep, both being in the goat antelope subfamily caprinae.


          Domestic goats are one of the oldest domesticated species. For thousands of years, goats have been used for their milk, meat, hair, and skins all over the world. In the last century they have also gained some popularity as pets.


          Female goats are referred to as does or nannies, intact males as bucks or billies; their offspring are kids. Castrated males are wethers. Goat meat is sometimes called chevon.


          


          Etymology


          The Modern English word goat comes from the Old English gat which meant she-goat which itself derived from Proto-Germanic *gaitaz (compare Old Norse and Dutch geit, German Gei and Gothic gaits all meaning goat) ultimately from Proto-Indo-European *ghaidos meaning young goat but also play (compare Latin hdus meaning kid). The word for male goat in Old English was bucca (which now exists as the word buck, meaning certain male herbivores) until a shift to he-goat/she-goat occurred in the late 12th century. Nanny goat originated in the 18th century and billy goat in the 19th.


          The domestic goat's most often seen colour is of an ivory hue, and the rarest colors are of an "cyanish" hue


          


          History


          Goats seem to have been first domesticated roughly 10,000 years ago in the Zagros Mountains of Iran. Ancient cultures and tribes began to keep them for easy access to milk, hair, meat, and skins. Domestic goats were generally kept in herds that wandered on hills or other grazing areas, often tended by goatherds who were frequently children or adolescents, similar to the more widely known shepherd. These methods of herding are still used today.


          Historically, goathide has been used for water and wine bottles in both traveling and transporting wine for sale. It has also been used to produce parchment, which was the most common material used for writing in Europe until the invention of the printing press.


          


          Reproduction


          In some climates goats, like humans, are able to breed at any time of the year. In northern climates and among the Swiss breeds, the breeding season commences as the day length shortens, and ends in early spring. Does of any breed come into heat every 21 days for 248 hours. A doe in heat typically flags her tail often, stays near the buck if one is present, becomes more vocal, and may also show a decrease in appetite and milk production for the duration of the heat.


          Bucks (intact males) of Swiss and northern breeds come into rut in the fall as with the doe's heat cycles. Rut is characterized by a decrease in appetite, obsessive interest in the does, a strong heat.
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          In addition to live breeding, artificial insemination has gained popularity among goat breeders, as it allows for rapid improvement because of breeder access to a wide variety of bloodlines.


          Gestation length is approximately 150 days. Twins are the usual result, with single and triplet births also common. Less frequent are litters of quadruplet, quintuplet, and even sextuplet kids. Birthing, known as kidding, generally occurs uneventfully with few complications. The mother often eats the placenta, which, with its oxytocin, gives her much needed nutrients, helps staunch her bleeding, and is believed by some to reduce the lure of the birth scent to predators.


          Freshening (coming into milk production) occurs at kidding. Milk production varies with the breed, age, quality, and diet of the doe; dairy goats generally produce between 660 to 1,800 L (1,500 and 4,000 lb) of milk per 305 day lactation. On average, a good quality dairy doe will give at least 6 lb (2.7L) of milk per day while she is in milk, although a first time milker may produce less, or as much as 16 lb (7.3L) or more of milk in exceptional cases. Meat, fibre, and pet breeds are not usually milked and simply produce enough for the kids until weaning.


          


          Feeding goats


          Goats are reputed to be willing to eat almost anything. Many farmers use inexpensive (i.e. not purebred) goats for brush control, leading to the use of the term "brush goats." (Brush goats are not a variety of goat, but rather a function they perform.) Because they prefer weeds (e.g. multiflora rose, thorns, small trees) to clover and grass, they are often used to keep fields clear for other animals. The digestive systems of a goat allow nearly any organic substance to be broken down and used as nutrients.
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          Contrary to this reputation, they are quite fastidious in their habits, preferring to browse on the tips of woody shrubs and trees, as well as the occasional broad leaved plant. It can fairly be said that goats will eat almost anything in the botanical world. Their plant diet is extremely varied and includes some species which are toxic or detrimental to cattle and sheep. This makes them valuable for controlling noxious weeds and clearing brush and undergrowth. They will seldom eat soiled food or water unless facing starvation. This is one of the reasons why goat rearing is most often free ranging since stall-fed goat rearing involves extensive upkeep and is seldom commercially viable.


          Goats do not actually consume garbage, tin cans, or clothing, although they will occasionally eat items made primarily of plant material, which can include wood. Their reputation for doing so is most likely due to their intensely inquisitive and intelligent nature: they will explore anything new or unfamiliar in their surroundings. They do so primarily with their prehensile upper lip and tongue. This is why they investigate clothes and sometimes washing powder boxes by nibbling at them.


          The digestive physiology of a very young kid is essentially the same as that of a monogastric animal. Milk digestion begins in the abomasum, the milk having bypassed the rumen via closure of the reticular/esophageal groove during suckling. At birth the rumen is undeveloped, and as the kid begins to consume solid feed, the rumen increases in size and in its capacity to absorb nutrients.


          Goats will consume, on average, 4.5 pounds of dry matter per 100 lbs of body weight per day.


          


          Goat Uses


          A goat is said to be truly useful both when alive and dead, providing meat and milk while the skin provides hide. A charity is involved in providing goats to impoverished people in Africa. The main reason cited was that goats are easier to manage than cattle and have multiple uses.


          


          Meat


          The taste of goat meat, called chevon (which, like many meat names, is from the French word for the animal, in this case chvre), is similar to that of lamb meat. However, some feel that it has a similar taste to veal or venison, depending on the age and condition of the goat. It can be prepared in a variety of ways including stewed, baked, grilled, barbecued, minced, canned, or made into sausage. Goat jerky is also another popular variety. In India, the rice-preparation of mutton Biryani uses goat meat as its primary ingredients to produce a rich taste.


          Nutritionally, it is healthier than mutton as it is lower in fat and cholesterol, and comparable to chicken. It also has more minerals than chicken, and is lower in total and saturated fats than other meats. Chevon is therefore classified as a white meat. One reason for the leanness is that goats do not accumulate fat deposits or "marbling" in their muscles; chevon must ideally be cooked longer and at lower temperatures than other red meats. It is popular in the Middle East, South Asia, Africa, northeastern Brazil, the West Indies, and Belize. Chevon, as yet, is not popular in most western nations, though it is among the fastest growing sectors of the livestock industry in the US, mainly due to immigrants.


          Other parts of the goat including organs are also equally edible. Special delicacies include the brain and liver. The head and legs of the goat are smoked and used to prepare unique spicy dishes and soup.


          One of the most popular goats grown for meat is the South African Boer, introduced into the United States in the early 1990s. The New Zealand Kiko is also considered a meat breed, as is the Myotonic or "fainting" goat, a breed originally identified in Tennessee.


          


          Milk and cheese


          Some goats are bred for dairy purposes. The milk can be drunk fresh; it is commonly processed into cheese, and small commerical operations offer goat butter and ice cream. Contrary to popular belief, goats' milk is not naturally bad tasting. When handled properly, from clean and healthy goats, in a sanitary manner, and cooled quickly, the flavor is unremarkable and inoffensive. Also, it is necessary to separate the strong-smelling buck from the dairy does, as his scent will rub off on them and will taint the milk.


          Goats' milk is more easily digested by humans than cows' milk. It contains less lactose, so is less likely to trigger lactose intolerance. The milk is naturally homogenized since it lacks the protein agglutinin. The curd is much smaller and more digestible. For these reasons, goats' milk is recommended for infants and people who have difficulty with cows' milk.


          Goat cheese is commonly known as chvre, after the French word for "goat". Some varieties include Rocamadour and feta.


          


          Fibre


          Some goats are bred for the fibre from their coats. Most goats have softer insulating hairs nearer the skin, and longer guard hairs on the surface. The desirable fibre for the textile industry is the former, and it goes by several names (mohair, fleece, goat wool, cashmere, etc., explained below). The coarse guard hairs are worthless as they cannot be spun or dyed. The proportion and texture varies between breeds, and has been a target of selective breeding for millennia.


          The Cashmere goat produces a fibre, cashmere wool, which is one of the best in the world. It is very fine and soft. Most goats produce cashmere fibre to some degree, however the Cashmere goat has been specially bred to produce a much higher amount of it with fewer guard hairs.


          The Angora breed produces long, curling, lustrous locks of mohair. The entire body of the goat is covered with mohair and there are no guard hairs. The locks constantly grow and can be four inches or more in length.


          Goats do not have to be slaughtered to harvest the wool, which is instead sheared (cut from the body) in the case of Angora goats, or combed, in the case of Cashmere goats. However, the Angora goat usually gets shorn twice a year with an average yield of about 10 pounds while the Cashmere goat grows its fibre once a year and it takes about a week to comb out by hand, yielding only about 4 ounces.


          The fibre is made into products such as sweaters and doll's hair. Both cashmere and mohair are warmer per ounce than wool and are not scratchy or itchy or as allergenic as wool sometimes is. Both fibers command a higher price than wool, compensating for the fact that there is less fibre per goat than there would be wool per sheep.


          In South Asia, cashmere is called pashmina ( Persian pashmina = fine wool) and these goats are called pashmina goats (often mistaken for sheep). Since these goats actually belong to the upper Kashmir and Laddakh region, their wool came to be known as cashmere in the West. The pashmina shawls of Kashmir with their intricate embroidery are very famous.


          


          Skin


          Goat skin is still used today to make gloves, boots, and other products that require a soft hide. Kid gloves, popular in Victorian times, are still made today. The Black Bengal breed, native to Bangladesh, provides high-quality skin. The skin also used in Indonesia as rugs and native instrumental drum skin named bedug.


          Other parts of the goat are also equally useful. For instance, the intestine is used to make catgut, which is still the preferred material for internal human sutures. The horn of the goat, which signifies wellbeing ( Cornucopia) is also used to make spoons etc.


          


          Beast of burden


          Rarely, goats will be used as light pack animals (in a similar manner to Llamas) or even to draw carts. Usually goats used for such purposes will be wethers.


          See the article on Ches McCartney, "America's Goatman"


          


          Goat breeds


          Goat breeds fall into four categories, though there is some overlap among them; meaning that some are dual purpose.


          


          Feral


          
            	Auckland Island Goat (extinct)


            	San Clemente Island goats

          


          


          Dairy


          
            	Alpine: French Alpine, British Alpine, American Alpine *


            	Anglo-Nubian This is the Nubian of the UK and Australia.


            	Golden Guernsey


            	La Mancha *


            	Nigerian Dwarf *


            	Nubian *


            	Oberhasli *


            	Rove


            	Saanen *


            	Sable Saanen *


            	Stiefelgeiss


            	Toggenburg *


            	Kinder


            	Canarian goats: Majorera (Island of Fuerteventura), Palmera (Island of La Palma), etc.

          


          * implies official recognition by the American Dairy Goat Association


          


          Fibre


          
            	Angora


            	Australian Cashmere Goat


            	Cashmere


            	Pygora


            	Nigora

          


          


          Meat


          
            	Boer


            	Kiko


            	Rove


            	Spanish


            	Stiefelgeiss


            	Fainting


            	Pygmy


            	GeneMaster


            	Kalahari Red


            	Savanna

          


          


          Pet


          
            	Pygmy


            	Nigerian Dwarf


            	Australian Miniature Goat

          


          


          Skin


          
            	Black Bengal

          


          


          Wild


          
            	Cretan kri-kri (Capra aegagrus creticus)


            	Ibex, including the Alpine Ibex, Nubian Ibex and Spanish Ibex


            	Chamois


            	Markhor


            	West Caucasian Tur


            	East Caucasian Tur

          


          


          Showing


          
            [image: A goat with unusual horns]

            
              A goat with unusual horns
            

          


          Goat breeders' clubs frequently hold shows, where goats are judged on traits relating to conformation, udder quality, evidence of high production/ longevity, build/muscling (meat goats and pet goats) and fiber production/fiber (fibre goats). People who show their goats usually keep registered stock and the offspring of award winning animals command a higher price. Registered goats, in general, are usually higher priced if for no other reason than that records have been kept proving their ancestry and the production and other data of their sires, dams, and other ancestors. A registered doe is usually less of a gamble than buying a doe at random (as at an auction or sale barn) because of these records and the reputation of the breeder.


          Children's clubs such as 4-H also allow goats to be shown. Children's shows often include a showmanship class, where the cleanliness and presentation of both the animal and the exhibitor as well as the handler's ability and skill in handling the goat are scored. In a showmanship class, conformation is irrelevant since this is not what is being judged.


          Various Dairy Goat Scorecards (milking does)  are systems used for judging shows in the U.S. The American Dairy Goat Association (ADGA) scorecard for an adult doe is as follows:


          General Appearance: 35 points (the doe should be strong in the feet, legs, and back, while showing good breed character and appropriate stature for her age and breed.)


          Dairy Character: 20 points (the doe should be lean and angular, have ribs which are flexible but strong, and have smooth, pliable skin. These characteristics have been proven to result in high milk production.)


          Body Capacity: 10 points (the doe should be large and strong with a wide, deep barrel).


          Mammary System: 35 points (udder should be productive and very well attached so as to be held up high away from possible injury, teats should be of a good size and shape for easy milking).


          In all the perfect dairy goat would score all 100 points, and this is the standard by which the goats are judged. Young stock and bucks are judged by different scorecards which place more emphasis on the other three categories; general appearance, body capacity, and dairy character.


          
            	The American Goat Society (AGS) has a similar, but not identical scorecard that is used in their shows. The miniature dairy goats may be judged by either of the two scorecards.

          


          The Angora Goat scorecard used by the Colored Angora Goat Breeder's Association or CAGBA (which covers the white and the colored goats) is as follows:


          Fleece- 70 points


          Completeness of cover and Uniformity: 8 points (Fineness, length, type of lock and covering, adequate covering of mohair over the entire body, neither too much nor too little on the face).


          Luster and Handle of Fleece: 8 points (Good, bright type of mohair, silky feeling)


          Density and Yield: 8 points (Number of fibers per unit area, determined by the amount of skin exposed when the fleece is parted).


          Fineness: 14 points (Finer mohair generally is more desirable, uniformity over entire fleece).


          Character and Style: 6 points (Equivalent to one inch per month or more, uniform over entire body).


          Freedom from Kemp: 10 points (Kemp fibers are large, opaque, "hairy" fibers most commonly found at the withers, along the spine and around the tail and britch.


          Body- 50 points


          Size and weight for age: 8 points (Minimum weight for yearling bucks-80 lbs, yearling does-60 lbs).


          Constitution and Vigor: 8 points (Width and depth of chest, fullness of heartgirth and spring of ribs).


          Conformation: 11 points (Width and depth of body, straightness of back, width of loin, straightness of legs).


          Amount of bone: 8 points (Indicated by the size of the bone below the knees and hocks. Should be clean and in proportion to the size of the animal. Strength of feet and legs).


          Angora Breed Type: 15 points (Indicated by head, horns, ears and topknot. Horns should be wide set and should spiral out and back. Wattles highly discouraged).


          Physical Disqualifications- Disqualify the animal Deformed mouth, broken down pasturns, deformed feet, crooked legs, abnormalities of testicles, missing testicles, more than 3 inch split in scrotum, close set distorted horns, or roached back.


          The perfect Angora goat would score a 120 on the total points. For more information visit the CAGBA site: * The Colored Angora Goat Breeder's Association.


          


          Anatomy


          Goats are ruminants. They have four stomachs consisting of the rumen, the reticulum, the omasum, and the abomasum.


          Goats have horizontal slit-shaped pupils. The narrower the pupil, the more accurate the depth perception of peripheral vision is, so narrowing it in one direction would increase depth perception in that plane . Animals with pupils like goats and sheep may have evolved horizontal pupils because better vision in the vertical plane may be beneficial in mountainous environments. .


          Some breeds of sheep and goats appear superficially similar, but goat tails point up, whereas sheep tails hang down (and hence may be docked).


          Bible
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          Goats are mentioned many times in the Bible. A goat was a considered a clean animal by Jewish dietary laws and was slaughtered for an honored guest. It was also acceptable for some kinds of sacrifices. Goat hair curtains were used in the tent that contained the tabernacle (Exodus 25.4). On Yom Kippur, the festival of the Day of Atonement, two goats were chosen and lots were drawn for them. One was sacrificed and the other allowed to escape into the wilderness, symbolically carrying with it the sins of the community. From this comes the word " scapegoat". A leader or king was sometimes compared to a male goat leading the flock. In the New Testament Jesus likened true followers of himself to sheep and false followers to goats.


          


          Popular culture
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            	Three Billy Goats Gruff is a popular fairy tale originating from Scandinavia.


            	Frank the Goat is the mascot of LiveJournal.


            	Giles Goat-Boy is a 1966 novel by John Barth, dealing with a half-man half-goat George Giles, who believes himself to be the Savior.


            	"Grim and Frostbitten Moongoats of the North" is a song by the mock black metal band Impaled Northern Moonforest


            	'Goat' is an album by the metal band Nunslaughter


            	"The Goat" is a spoken-word audio skit on the Adam Sandler album What the Hell Happened to Me?; he followed it up with "The Goat Song" on the album What's Your Name?


            	The phrase "get(s) [someone's] goat" means to be annoyed. For example, "Rush hour traffic really gets my goat." See , .


            	The Norwegian municipality of Vinje has a billy-goat in its coat-of-arms.


            	In American vernacular, a sports "goat" is an individual team member who contributes to losses by consistent poor play. Example: Charlie Brown of the Peanuts comic strip.


            	In the Phillip K. Dick novel Do Androids Dream of Electric Sheep, bounty hunter Rick Deckard buys a female Nubian goat after retiring the first three andys on his list. Later on in the novel, Rachel Rosen takes revenge upon Deckard by pushing his goat off the ceiling and thus killing it.


            	The Italian resort island of Capri is named after the goats that used to be numerous there.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Goat"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Go (board game)


        
          

          
            
              Go
            

            
              	[image: ]

              Go is played on a grid of black painted lines (usually 19  19 of them). The playing pieces, called "stones", are played on the intersections of the lines.
            


            
              	Players

              	2
            


            
              	Age range

              	4+
            


            
              	Setup time

              	None
            


            
              	Playing time

              	casual: 2090 minutes

              tournament: 26 hours*
            


            
              	Random chance

              	None
            


            
              	Skills required

              	Tactics, Strategy, Observation
            


            
              	
                
                  
                    Footnotes
                  


                  
                    * Some professional games, especially in Japan, take over 16hours, and are played in sessions spread over two days.
                  

                

              
            

          


          Go is a strategic board game for two players. It is known as wiq in Chinese ( Traditional: 圍棋; Simplified: 围棋), igo (囲碁, igo ?) or go (碁, go ?) in Japanese, and baduk in Korean ( hangul: 바둑). To differentiate it from the common English verb go, it is sometimes capitalized. An alternate spelling is also used occasionally. Go originated in China, where it has been played for at least two thousand years. It is mostly popular in East Asia but has nowadays gained some popularity in the rest of the world as well. Go is noted for being rich in strategic complexity despite its simple rules.


          Go is played by two players alternately placing black and white stones on the vacant intersections of a 1919 grid board. The object of the game is to control a larger part of the board than the opponent. To achieve this, players strive to place their stones in such a way that they cannot be captured, while mapping out territories the opponent cannot invade without being captured. A stone or a group of stones is captured and removed if it has no empty adjacent intersections, the result of being completely surrounded by stones of the opposing colour.


          On one hand, placing stones close together helps them support each other and avoid capture. On the other hand, placing stones far apart creates influence across more of the board. Part of the strategic difficulty of the game stems from finding a balance between such conflicting interests. Players strive to serve both defensive and offensive purposes and choose between tactical urgency and strategic plans. The game ends, and the score is counted when both players consecutively pass on a turn, indicating that neither side can increase its territory or reduce its opponent's.


          Despite the fact that Go originated in ancient China, it is commonly known in the West by its Japanese name, go. This stems from the fact that early Western players learned of the game from Japanese sources. As a result, many Go concepts for which there is no ready English equivalent have become known elsewhere by their Japanese names. The Japanese name igo is linked to the Japanese reading of its Chinese name weiqi, which roughly translates as "board game of surrounding".
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          Origin in China
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          Some legends trace the origin of the game to legendary Chinese emperor Yao (23372258 BC), who had his counselor Shun design it for his son, Danzhusupposedly an unruly sortto teach him discipline, concentration, and balance. Other theories suggest that the game was derived from Chinese tribal warlords and generals who used pieces of stone to map out attacking positions or that Go equipment was originally a fortune telling device.


          The earliest written reference of the game is usually taken to be the historical annal Zuo Zhuan (c. 4th century BC), referring to a historical event of 548 BC. It is also mentioned in Book XVII of the Analects of Confucius (c. 3rd century BC) and in two of the books of Mencius (c. 3rd century BC). In all of these works, the game is referred to as y (弈), a name that means "to play (Go)" today.


          Go was originally played on a 17  17 grid, but a 19  19 grid became standard by the Tang Dynasty (618-907).


          In China, Go was perceived as the popular game of the aristocracy, while Xiangqi (Chinese chess) was the game of the masses. Go was considered one of the four cultivated arts of the Chinese scholar gentleman, along with calligraphy, painting and playing the musical instrument guqin.


          


          Spread to Japan and Korea


          Although Go may have reached Korea as early as the 5th century AD, more solid evidence stems from the 7th century AD. By this time, Go had also reached Japan, where it gained popularity at the imperial court in the 8th century. By the beginning of the 13th century, Go was played among the general public in Japan.
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          In 1603, Tokugawa Ieyasu re-established Japan's unified national government. In the same year, he assigned the then-best player in Japan, a Buddhist monk named Nikkai (born Kano Yosaburo, 1559), to the post of Godokoro (Minister of Go). Nikkai took on the name of Honinbo Sansa and founded the Honinbo Go school. Several competing schools were founded soon after. These officially recognized and subsidized Go schools greatly developed the level of play and introduced the dan/kyu style system of ranking players. Players from the four schools (Honinbo, Yasui, Inoue, Hayashi) competed in the annual castle games, played in the presence of the shogun.


          


          Go In The West


          Despite its widespread popularity in Eastern Asia, Go has been slow to spread to the rest of the world, unlike other games of ancient Asian origin such as chess. Schadler speculates that chess has more widespread appeal because on the one hand culturally congruent game pieces can be created in chess (e.g. Queen and Bishop in Western Chess, but Advisor and Elephant in Chinese Chess), and on the other hand there is no climactic ending in Go (such as checkmate in chess); indeed, new players often have trouble figuring out when a game of Go is over.


          The first detailed description of Go in a European language, De Circumveniendi Ludo Chinensium ('About the Chinese encircling game'), was written in Latin by Thomas Hyde, and included in his 1694 treatise on Oriental board games, De Ludis Orientalibus ('About Oriental games'). However, Go did not start to become popular in the West until the end of the 19th century, when German scientist Oskar Korschelt wrote a treatise on the game. By the early 20th century, Go had spread throughout the German and Austro-Hungarian empires. In 1905, Edward Lasker learned the game while in Berlin. When he moved to New York, Lasker founded the New York Go Club together with (amongst others) Arthur Smith, who had learned of the game while touring the East and had published the book The Game of Go in 1908. Lasker's book Go and Go-moku (1934) helped spread the game throughout the US, and in 1935, the American Go Association was formed. Two years later, in 1937, the German Go Association was founded. World War II put a stop to most Go activity, but after the war, Go continued to spread. For most of the 20th century, the Japan Go Association played a leading role in spreading Go outside East Asia, publishing the English-language magazine Go Review in the 1960s, establishing Go centers in the US, Europe and South America, and often sending professional teachers on tour to Western nations. In 1996, NASA astronaut Daniel Barry and Japanese astronaut Koichi Wakata became the first people to play Go in space. Both astronauts were awarded honorary dan ranks by the Nihon Kiin. As of 2008, the International Go Federation has a total of 71 member countries. It has been claimed that across the world 1 person in every 222 plays Go.


          


          Rules


          Although there are some minor differences between rulesets used in different countries, most notably in Chinese and Japanese scoring rules, these differences do not seriously affect the tactics and strategy of the game. The basic rules presented here are valid independent of the scoring rules used. The scoring rules are explained separately.


          


          Basic rules


          
            [image: One black chain and two white chains, their liberties shown with dots. Note that liberties are shared among all stones of a chain.]

            
              One black chain and two white chains, their liberties shown with dots. Note that liberties are shared among all stones of a chain.
            

          


          Two players, Black and White, take turns placing a stone (game piece) of their own colour on a vacant point (intersection) of the grid on a Go board. Black moves first (If there is a large difference in playing level between the players, black is sometimes allowed to place two or more stones on the board for his first move, see Go handicaps for details). The official grid comprises 1919 lines, though the rules can be applied to any grid size, 1313 and 99 are popular choices to teach beginners. Once played, a stone may not be moved to a different point.


          Orthogonally adjacent stones of the same colour form a chain (also called a group) that shares its liberties (see below) in common, cannot subsequently be subdivided, and in effect becomes a single larger stone. Only stones connected to one another by the lines on the board create a chain; stones that are diagonally adjacent are not connected. Chains may be expanded by playing additional stones on adjacent intersections or connected together by playing a stone on an intersection that is adjacent to two or more chains of the same colour.


          
            [image: If white plays at A, the black chain loses its last liberty. It is captured and removed from the board.]

            
              If white plays at A, the black chain loses its last liberty. It is captured and removed from the board.
            

          


          A vacant point adjacent to a stone is called a liberty for that stone. Chains of stones share their liberties. A chain of stones must have at least one liberty to remain on the board. When a chain is surrounded by opposing stones so that it has no liberties, it is captured and removed from the board.


          Generally, it is not allowed to play a stone in such a way that one of your own chains is left without liberties. Such a move is dubbed suicide. An exception to this rule occurs if doing so captures one or more of the opponent's stones. In this case, the opponent's stones are captured first, leaving the newly played stone at least one liberty.


          
            
              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              

            


            
              An example of a situation in which the ko rule applies

            

          


          Players are not allowed to make a move that returns the game to the position before the opponent's last move. This rule, called the ko rule (from the Japanese 劫 kō "eon"), prevents unending repetition. See the example to the right: Black has just played the stone marked 1, capturing a white stone at the intersection marked with a circle. If White were now allowed to play on the marked intersection, that move would capture the black stone marked 1 and recreate the situation before Black made the move marked 1. Allowing this would result in an unending cycle of captures by both players. The ko rule therefore prohibits White from playing at the marked intersection. Instead White must play elsewhere; Black can then end the ko by filling at the marked intersection, creating a five-stone Black chain. If White wants to continue the ko, White will try to find a play that Black must answer; if Black answers, then White can retake the ko. A repetition of such exchanges is called a ko fight.


          Instead of placing a stone, a player may pass, indicating that he sees no way to increase his territory or reduce his opponent's territory. When both players pass consecutively, the game ends and is then scored.


          


          Scoring rules


          There are two basic ways to count the score at the end of a game. The oldest scoring method is territory scoring which is used in Japan, Korea and most Western countries. The other scoring rules invented in 15th-century China are called area scoring and are used in China and some other countries. The USA, France and the UK use a scoring system that is a hybrid of these two systems.


          With territory scoring, the score is the number of empty points enclosed by each player's stones (after dead stones have been removed), plus the number of prisoners. Prisoners are opponent's stones captured during the game, as well as those still on the board but unable to avoid capture (so-called dead stones).


          With area scoring, the score is the number of stones each player has on the board, plus the number of surrounded empty intersections. Dead stones are removed at the end, as under "territory" scoring, but prisoners do not count toward the score under these rules.


          Given the fact that the number of stones a player has on the board is directly related to the number of prisoners the opponent has taken, the resulting net score under both rules is often identical and is rarely more than one point different.


          Each of these scoring methods has advantages and disadvantages. There have been some efforts to agree on a standardized set of international rules.


          


          Important consequences


          Although not actually part of the rules, there are some consequences of the basic go rules that are so important that they might be considered as derived rules.
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              Examples of eyes.

            

          


          The most important of these consequences of the rules are the concepts of life and death. When a group of stones is mostly surrounded and has no options to connect with friendly stones elsewhere, we can describe the status of the group as either alive or dead. A group of stones is said to be alive if it cannot be captured even if the opponent is allowed to move first. Conversely, a group of stones is said to be dead if it cannot avoid capture, even if the owner of the group is allowed the first move. If the status of a group depends on whether the owner or his opponent moves first, the group is said to be unsettled. In such a situation, the player that moves first may either make it alive if he is the owner, or kill it if it is the opponent's group.
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              Example of seki (mutual life).

            

          


          For a group to be alive, it needs to create at least two eyes. An eye is an empty point that is surrounded by friendly stones and where the opponent can never play due to the suicide rule. If two such eyes exist, the opponent can never capture a group of stones, because it will always have at least two liberties. One eye is not enough for life, because a point that would normally be suicide may be played upon if doing so fills the last liberty of opposing stones, thereby capturing those stones. Refer to the diagram labeled "Examples of eyes". All the circled points are eyes. The two black groups in the upper corners are alive, as they both have at least two eyes. The groups in the lower corners are dead, as they both have only one eye. The group in the lower left may seem to have two eyes, but the surrounded empty point without a circle is not actually an eye. White can play there and take a black stone. Such a point is often called a false eye.


          There is a rare exception to the requirement that a group must have two eyes to be alive, a situation called seki (or mutual life). If two (or more) groups of the opposing players are adjacent and share liberties, the situation may reach a position where neither player wants to move first, because doing so would allow the opponent to capture. Such situations therefore remain on the board. Sekis can occur in many ways. The simplest are: (1) each player has a group without eyes and they share two liberties; and (2) each player has a group with one eye and they share one more liberty. An example seki may be found in the diagram on the right, where the circled points are liberties shared by both a black and a white group. Neither player wants to play on a circled point, because doing so would allow the opponent to capture. All the other groups in this example, both black and white, are alive with at least two eyes. Sekis are unusual (perhaps one game in twenty finished games has one), and usually result from an attempt by one player to invade and kill a nearly settled group of the other player.


          


          Equipment


          
            [image: A traditional Japanese set, with floor board (碁盤 goban), bowls (碁笥 goke) and stones (碁石 goishi)]

            
              A traditional Japanese set, with floor board (碁盤 goban), bowls (碁笥 goke) and stones (碁石 goishi)
            

          


          It is possible to play Go with a simple paper board and coins or plastic tokens for the stones. More popular midrange equipment includes cardstock, a laminated particle board, or wood boards with stones of plastic or glass. More expensive traditional materials are also still used by many players.


          


          Traditional equipment


          The traditional Go board is solid wood, from 10 to 18cm (4 to 7in) thick. In Japan, it is preferably made from the rare golden-tinged Kaya tree (Torreya nucifera), with the very best made from Kaya trees up to 700years old. More recently, the California Torreya (Torreya californica) has been prized for its light colour and pale rings, as well as its less expensive and more readily available stock. Other woods often used to make quality table boards include Hiba (Thujopsis dolabrata), Katsura (Cercidiphyllum japonicum), Kauri (Agathis), and Shin-Kaya ( Spruce). So-called Shin Kaya is a potentially confusing merchant's term: shin means "new", and thus shin kaya is best translated "faux kaya"the woods so described are biologically unrelated to Kaya.


          In the Japanese style, the stones are kept in matching solid wood bowls and are made of clamshell (white) and slate (black). A full set usually contains 181 black stones and 180 white ones. The classic slate is nachiguro stone mined in Wakayama prefecture and the clamshell from the Hamaguri clam. However, due to a scarcity in supplies, clamshells are being harvested from Mexico. The natural resources of Japan have been unable to keep up with the enormous demand for the native clams and slow-growing Kaya trees; both must be of sufficient age to grow to the necessary size, and they are now extremely rare at the age and quality required, raising the price of such equipment tremendously.


          In China, the game is traditionally played with yunzi stones, which are single convex (i.e. flat on one side). The stone comes from Yunnan province. Historically, the most prized stones were made of jade, often given to the reigning emperor as a gift.


          
            [image: Yunzi stones are flat on one side; they can be turned upside-down (flat surface up) during post-game analysis to keep track of which moves were changed during analysis.]
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          In clubs and at tournaments, where large numbers of sets must be maintained (and usually purchased) by one organization, expensive traditional sets are not usually used. For these situations, table boards (of the same design as floor boards, but only about 15cm thick and without legs) are used, and the stones are made of glass or plastic rather than slate and shell. Bowls are often plastic if wooden bowls are not available.


          Traditionally, in Japan, the board's grid is 1.5 shaku long by 1.4 shaku wide (455mm by 424mm) with space beyond to allow stones to be played on the edges and corners of the grid. Newcomers may be surprised at first to discover that the board is not a perfect square. It is longer than it is wide, in the proportion 15:14. The reason for this is that when the players sit at the board, the angle at which they view the board gives a foreshortening of the grid; the board is slightly longer between the players to compensate for this.


          Traditional stones are made so that black stones are slightly larger in diameter than white; this is to compensate for the optical illusion created by contrasting colors that would make equal-sized white stones appear larger on the board than black stones.


          The bowls for the stones are of a simple shape, like a flattened sphere with a level underside. The lid is loose-fitting and is upturned before play to receive stones captured during the game. The bowls are usually made of turned wood, although small lidded baskets of woven straw are a cheaper alternative from China.


          


          Playing technique


          
            [image: A pair of Shanghaiese men demonstrate the traditional technique of holding a stone.]

            
              A pair of Shanghaiese men demonstrate the traditional technique of holding a stone.
            

          


          The traditional way to place a Go stone is to first take a stone from the bowl, gripping it between the index and middle fingers - with the middle finger on top, and then placing it directly on the desired intersection. Although it can be soothing and pleasant to run one's hand through the bowl or hold a handful of stones, this can be noisy and unnerving to one's opponent; it is considered good form to take only one stone at a time as one decides where best to play. It is permissible to strike the board firmly to produce a sharp click. Many consider the acoustic properties of the board to be quite important. The traditional goban will usually have its underside carved with a pyramid called a heso recessed into the board. Tradition holds that this is to give a better resonance to the stone's click, but the more conventional explanation is to allow the board to expand and contract without splitting the wood. In theory, the wood never fully dries, so fully sealing it threatens warping in varying conditions. The heso allows the board to breathe.


          


          Time control


          A game of Go may be timed, using a game clock. Formal time controls were introduced into the professional game during the 1920s and were controversial. Adjournments and sealed moves began to be regulated in the 1930s. Go tournaments use a number of different time control systems. All common systems envisage a single main period of time for each player for the game, but they vary on the protocols for continuation (in overtime) after a player has finished that time allowance. The most widely used time control system in Go is the so called byoyomi system. The top professional Go matches have timekeepers so that the players do not have to press their own clocks.


          Two widely-used variants of the byoyomi system are:


          
            	Standard byoyomi: After the main time is depleted, a player has a certain number of time periods (typically around thirty seconds). After each move, the number of full time periods that the player took (possibly zero) is subtracted. For example, if a player has three thirty-second time periods and takes thirty or more (but less than sixty) seconds to make a move, he loses one time period. With 6089seconds, he loses two time periods, and so on. If, however, he takes less than thirty seconds, the timer simply resets without subtracting any periods. Using up the last period means that the player has lost on time.


            	Canadian byoyomi: After using all of his/her main time, a player must make a certain number of moves within a certain period of time, for example twenty moves within five minutes. If the time period expires without the required number of stones having been played, then the player has lost on time.

          


          


          Competitive play


          


          Ranks and ratings
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          In Go, rank indicates a player's skill in the game. Traditionally, ranks are measured using kyu and dan grades, a system which has also been adopted by many martial arts. More recently, mathematical rating systems similar to the Elo rating system have been introduced. Such rating systems often provide a mechanism for converting a rating to a kyu or dan grade. Kyu grades (abbreviated k) are considered student grades and decrease as playing level increases, meaning 1st kyu is the strongest available kyu grade. Dan grades (abbreviated d) are considered master grades, and increase from 1st dan to 7th dan. First dan equals a black belt in eastern martial arts using this system. Top players can attain a professional dan grade (abbreviated p), with the very best reaching 9th dan professional. The difference between each amateur rank is one handicap stone. For the professional ranks, the difference is roughly one handicap stone for every three ranks. For example, if a 5k plays a game with a 1k, the 5k would need a handicap of four stones to even the odds. Top level amateur players sometimes defeat professionals in tournament play.


          The rank system comprises, from the lowest to highest ranks:


          
            
              	Rank Type

              	Range

              	Stage
            


            
              	Double-digit kyu

              	3020k

              	Beginner
            


            
              	Double-digit kyu (abbreviated: DDK)

              	2010k

              	Casual Player
            


            
              	Single-digit kyu (abbreviated: SDK)

              	91k

              	Intermediate Player
            


            
              	Amateur dan

              	17d (where 8d is special title)

              	Expert Player
            


            
              	Professional dan

              	19p (where 10p is special title)

              	Professionals
            

          


          


          Tournament and match rules


          Tournament and match rules deal with factors that may influence the game but are not part of the actual rules of play. Such rules may differ between events. Rules that influence the game include: the setting of compensation points (komi), handicap strategies, and time control parameters. Rules that do not generally influence the game are: the tournament system, pairing strategies, and placement criteria.


          Common tournament systems used in Go include the McMahon system, Swiss system, league systems and the knockout system. Tournaments may combine multiple systems; many professional Go tournaments use a combination of the league and knockout systems.


          Tournament rules may also set the following:


          
            	compensation points, called komi, which compensate the second player for the first move advantage of his opponent; Tournaments commonly use a compensation in the range of 58 points, generally including a half-point to prevent draws.


            	compensation stones placed on the board before alternate play, allowing players of different strengths to play competitively (see Go handicap for more information);


            	superko: Although the basic ko rule described above covers over 95% of all cycles occurring in games, there are some complex situations triple ko, eternal life, etc. that are not covered by it but would allow the game to cycle indefinitely. To prevent this, the ko rule is sometimes extended to disallow any previous position. This is called superko.

          


          


          Top players


          Although the game was developed in China, the establishment of the Four Go houses by Tokugawa Ieyasu at the start of the 17th century shifted the focus of the Go world to Japan. State sponsorship, allowing players to dedicate themselves full-time to study of the game, and fierce competition between individual houses resulted in a significant increase in the level of play. During this period, the best player of his generation was given the prestigious title Meijin (master) and the post of Godokoro (minister of Go). Of special note are the players that were dubbed Kisei (Go Sage). The only three players to receive this honour were Dosaku, Jowa and Shusaku, all of the house Honinbo.


          
            [image: Honinbo Shusai (left), last head of house Honinbo, plays against then-up-and-coming Go Seigen in the game of the century.]
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          After the end of the Tokugawa Shogunate and the Meiji Restoration period, the Go houses slowly disappeared, and in 1924, the Nihon Kiin (Japanese Go Association) was formed. Top players from this period often played newspaper-sponsored matches of 210 games. Of special note are Go Seigen (Chinese: Wu Qingyuan), who scored an impressive 80% in these matches, and Kitani Minoru, who dominated matches in the early 1930s. These two players are also recognized for their groundbreaking work on new opening theory ( Shinfuseki).


          For much of the twentieth century, Go continued to be dominated by players trained in Japan. Notable names included Sakata Eio, Rin Kaiho (Chinese: Lin Haifeng), Kato Masao, Kobayashi Koichi and Cho Chikun (born Cho Ch'i-hun, South Korea). As these names show, top Chinese and Korean talents would sometimes move to Japan, because the level of play there was high and funding was more lavish. One of the first Korean players to do so was Cho Namchul, who studied in the Kitani Dojo 19371944. After his return to Korea, the Hanguk Kiwon (Korean Go Association) was formed and caused the level of play in South Korea to rise significantly in the second half of the twentieth century. In China, the game suffered from the Cultural Revolution (1966-1976) but quickly recovered in the last quarter of the twentieth century, bringing Chinese players like Nie Weiping and Ma Xiaochun on par with their Japanese and Korean counterparts.


          
            [image: Korean player Lee Chang-ho, considered by many to be the best player of the late 20th and early 21st centuries, plays against Russian player Alexandre Dinerchtein, six-time European Champion and one of the few Western players to reach professional status.]

            
              Korean player Lee Chang-ho, considered by many to be the best player of the late 20th and early 21st centuries, plays against Russian player Alexandre Dinerchtein, six-time European Champion and one of the few Western players to reach professional status.
            

          


          With the advent of major international titles from 1989 onward, it became possible to compare the level of players from different countries more accurately. Korean players like Lee Chang-ho, Cho Hunhyun, Lee Sedol and Park Young-Hoon dominated international Go and won an impressive number of titles. Several Chinese players also rose to the top in international Go, most notably Ma Xiaochun, Chang Hao and Gu Li. Japan currently lags behind in the international Go scene.


          Historically, as with most sports and games, more men than women have played Go. Special tournaments for women exist, but until recently, men and women did not compete together at the highest levels. However, the creation of new, open tournaments and the rise of strong female players, most notably Rui Naiwei, have in recent years highlighted the strength and competitiveness of emerging female players.


          The level in other countries has traditionally been much lower, except for some players who had preparatory professional training in Asia. Knowledge of the game has been scant elsewhere for most of the game's history. A German scientist, Oskar Korschelt, is credited with the first systematic description of the game in a Western language in 1880. A famous player of the 1920s was Emanuel Lasker, a former world chess champion during that time. It was not until the 1950s that more than a few Western players took up the game as other than a passing interest. In 1978, Manfred Wimmer became the first Westerner to receive a professional player's certificate from an Asian professional Go association. In 2000, a Westerner, Michael Redmond, finally achieved the top rank awarded by an Asian Go association, 9 dan. In total, as of 2008, only nine non-Asian Go players have ever turned professional.


          


          Tactics


          In Go, tactics deal with immediate fighting between stones, capturing and saving stones, life, death and other issues localized to a specific part of the board. Larger issues, not limited to only part of the board, are referred to as strategy, and are covered in their own section.


          


          Capturing tactics


          There are several tactical constructs aimed at capturing stones. These are among the first things a player learns after understanding the rules. Recognizing the possibility that stones can be captured using these techniques is an important step forward.
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              A ladder. Black cannot escape unless the ladder connects to friendly stones further down the board.

            

          


          The most basic technique is the ladder. To capture stones in a ladder, a player uses a constant series of capture threats called atari to force the opponent into a zigzag pattern as shown in the diagram to the right. Unless the pattern runs into stones along the way, the stones in the ladder cannot avoid capture. Experienced players will recognize the futility of continuing the pattern and will play elsewhere. The presence of a ladder on the board does give a player the option to play a stone in the path of the ladder, thereby threatening to rescue his stones, forcing a response. Such a move is called a ladder breaker and may be a powerful strategic move.
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              A net. The chain of three black stones cannot escape in any direction.

            

          


          Another technique to capture stones is the so-called net, also known by its Japanese name, geta. This refers to a move that loosely surrounds some stones, preventing their escape in all directions. An example is given in the diagram to the left. It is generally better to capture stones in a net than in a ladder, because a net does not depend on the condition that there are no opposing stones in the way, nor does it allow the opponent to play a strategic ladder breaker.


          
            
              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              


              
                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]

                	[image: ]
              

            


            
              A snapback. Although Black can capture the white stone by playing at the circled point, White can then snap back by playing at 1 again.

            

          


          A third technique to capture stones is the snapback. In a snapback, a player sacrifices a stone in order to immediately capture several opposing stones, in effect snapping back those stones. An example can be seen on the right. As with the ladder, an experienced player will not play out such a sequence, recognizing the futility of capturing only to be captured back immediately.


          


          Reading ahead


          One of the most important skills required for strong tactical play is the ability to read ahead. Reading ahead consists of considering available moves to play, considering the possible responses to each move, the subsequent possibilities after each of those responses, etcetera. Some of the strongest players of the game can read up to 40 moves ahead even in complicated positions.


          As explained in the section on important consequences of the basic rules, some formations of stones can never be captured and are said to be alive, while other stones may be in the position where they cannot avoid being captured and are said to be dead. Much of the practice material available to students of the game comes in the form of life and death problems, also known as tsumego. In such problems, players are challenged to find the vital move sequence that will kill a group of the opponent or save a group of their own. Tsumego are considered an excellent way to train a player's ability at reading ahead, and are available for all skill levels, some posing a challenge even to top players.


          


          Ko fighting


          In situations where the ko rule applies, prohibiting a player to capture to avoid repetition, a ko fight may occur. If the player who is prohibited from capture is of the opinion that the capture is important, for example because it prevents a large group of stones from being captured, the player may play a ko threat. This is a move elsewhere on the board that threatens to make a large profit if the opponent does not respond. If the opponent does respond to the ko threat, the situation on the board has changed, and the prohibition on capturing the ko no longer applies. Thus the player who made the ko threat may now recapture the ko. His opponent is then in the same situation, and can either play a ko threat as well, or concede the ko by simply playing elsewhere. If a player concedes the ko, either because he does not think it important, or because there are no moves left that could function as a ko threat, he has lost the ko, and his opponent may connect the ko.


          Instead of responding to a ko threat, a player may also choose to ignore the threat and connect the ko. He thereby wins the ko, but at a cost. The choice of when to respond to a threat and when to ignore it is a subtle one, which requires a player to consider many factors, including how much is gained by connecting, how much is lost by not responding, how many possible ko threats both players have remaining, what the optimal order of playing them is, and what the size points lost or gained of each of the remaining threats is.


          Frequently, the winner of the ko fight does not connect the ko but instead captures one of the chains which constituted his opponent's side of the ko. In some cases, this leads to another ko fight at a neighboring location.


          


          Strategy
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          Strategy deals with global influence, interaction between distant stones, with keeping the whole board in mind during local fights and other issues that involve the overall game. It is therefore possible to allow a tactical loss when it confers a strategic advantage.


          Go is not easy to play well. With each new level (rank) comes a deeper appreciation for the subtlety and nuances involved and for the insight of stronger players. The acquisition of major concepts of the game comes slowly. Novices often start by randomly placing stones on the board, as if it were a game of chance; they inevitably lose to experienced players who know how to create effective formations. An understanding of how stones connect for greater power develops, and then a few basic common opening sequences may be understood. Learning the ways of life and death helps in a fundamental way to develop one's strategic understanding of weak groups. It is necessary to play some thousands of games before one can get close to one's ultimate potential Go skill. A player who both plays aggressively and can handle adversity is said to display kiai or fighting spirit in the game.


          Familiarity with the board shows first the tactical importance of the edges, and then the efficiency of developing in the corners first, then sides, then centre. The more advanced beginner understands that territory and influence are somewhat interchangeablebut there needs to be a balance. This intricate struggle of power and control makes the game highly dynamic.


          


          Basic concepts


          Basic strategic aspects include the following:


          
            	Connection: Keeping one's own stones connected means that fewer groups need defense.


            	Cut: Keeping opposing stones disconnected means that the opponent needs to defend more groups.


            	Life: This is the ability of stones to permanently avoid capture. The simplest way is for the group to surround two eyes (separate empty areas), so that filling one eye will not kill the group and therefore be suicidal.


            	Death: The absence of life coupled with the inability to create it, resulting in the eventual removal of a group.


            	Invasion: Setting up a new living position inside an area where the opponent has greater influence, as a means of balancing territory.


            	Reduction: Placing a stone far enough into the opponent's area of influence to reduce the amount of territory he/she will eventually get, but not so far in that it can be cut off from friendly stones outside.


            	Sente: Play which makes your opponent respond ( gote), giving you control of the game.

          


          The strategy involved can become very abstract and complex. High-level players spend years improving their understanding of strategy.


          


          Opening strategy


          In the opening of the game, players will usually play in the corners of the board first, as the presence of two edges make it easier for a player to surround territory and establish his stones. After the corners, focus moves to the sides, where there is still one edge to support a player's stones. Opening moves are generally on the third and fourth line from the edge, with occasional moves on the second and fifth lines. In general, stones on the third line offer stability and are good defensive moves, whereas stones on the fourth line influence more of the board and are good attacking moves.


          In the opening, players often play established sequences called joseki, which are locally balanced exchanges. However the joseki chosen should also produce a satisfactory result on a global scale. It is generally advisable to keep a balance between stability and influence. Which of these gets precedence is often a matter of individual taste.


          


          Computers and Go


          


          Nature of the game
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          In combinatorial game theory terms, Go is a zero-sum, perfect information, partisan, deterministic strategy game, putting it in the same class as chess, checkers (draughts), and reversi (othello), but it is not similar in its play to these. Although the game rules are simple, the practical strategy is extremely complex.


          The game emphasizes the importance of balance on multiple levels and has internal tensions. To secure an area of the board, it is good to play moves close together; but to cover the largest area, one needs to spread out, perhaps leaving weaknesses that can be exploited. Playing too low (close to the edge) secures insufficient territory and influence; yet playing too high (far from the edge) allows the opponent to invade.


          It has been claimed that Go is the most complex game in the world because of its vast number of variations in individual games. Its large board and lack of restrictions allow great scope in strategy and expression of players' individuality. Decisions in one part of the board may be influenced by an apparently unrelated situation in a distant part of the board. Plays made early in the game can shape the nature of conflict a hundred moves later.


          The game complexity of Go is such that describing even elementary strategy fills many introductory books. In fact, numerical estimates show that the number of possible games of Go far exceeds the number of atoms in the known universe.


          


          Software players


          Go poses a daunting challenge to computer programmers. While the strongest computer chess software has defeated top players (for example, the IBM computer Deep Blue beat Garry Kasparov, the then-world champion in 1997), the best Go programs only manage to reach an intermediate amateur level. On the small 99 board, the computer fares better, and some programs have reached a strong amateur level. Human players generally achieve an intermediate amateur level by studying and playing regularly for a few years. Many in the field of artificial intelligence consider Go to require more elements that mimic human thought than chess.


          
            [image: A finished beginner's game on a 13x13 board. Go software can reach stronger levels on a smaller board size.]
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          The reasons why computer programs do not play Go well are attributed to many qualities of the game, including:


          
            	The area of the board is very large (more than five times the size of a chess board). Throughout most of the game, the number of legal moves stays at around 150250 per turn, and rarely goes below 50 (compare chess, where the average number of moves is 37). Because an exhaustive computer program for Go must calculate and compare every possible legal move in each ply (player turn), its ability to work out favorable lines of play is sharply reduced when there are a large number of possible moves.


            	In capture-based games (like chess), a position can often be evaluated relatively easily, such as by calculating who has a material advantage or more active pieces. In Go, there is often no easy way to evaluate a position. The number of stones on the board (material advantage) is only a weak indicator of the strength of a position; and a territorial advantage (more empty points surrounded) for one player might be compensated by the opponent's strong positions and influence all over the board. And the global value is not a simple function of local values.


            	There is a very high degree of pattern recognition involved in human play. Intuition is thought to be one of the most important skills that a Go player should develop.

          


          


          Software assistance


          Beyond programs that play Go, there is an abundance of software available to support players of the game. This includes programs that can be used to view and/or edit game records and diagrams, programs that allow the user to search for patterns in the games of strong players and programs that allow users to play against each other over the Internet.


          There are several file formats used to store game records, the most popular of which is SGF, short for Smart Game Format. Programs used for editing game records allow the user to record not just the moves, but also variations, commentary and further information on the game.


          Electronic databases can be used to study life and death situations, joseki, fuseki and games by a particular player. Programs are available that give players pattern searching options, which allow players to research positions by searching for high level games in which similar situations occur. Such software generally lists common follow-up moves that have been played by professionals and gives statistics on win/loss ratio in opening situations.


          Many Internet-based Go servers allow access to competition with players all over the world. Such servers also allow easy access to professional teaching, with both teaching games and interactive game review being possible.


          


          In culture and science


          


          Literature and film


          Apart from technical literature and study material, Go and its strategies have also been the subject of several non-technical books, such as the novel The Master of Go by Nobel prize-winning author Yasunari Kawabata. Other books have used Go as a theme or minor plot device. For example, the 1979 novel Shibumi by Trevanian centers around the game and uses Go metaphors.


          Similarly, Go has been used as a subject or plot device in film, such as  ( Pi), the Academy Award-winning film A Beautiful Mind, or The Go Master, a biopic of Go professional Go Seigen.


          Of particular note is the manga (Japanese comic) and anime series Hikaru no Go, released in Japan in 1998, which had a large impact in popularizing Go among young players, both in Japan and as translations were released abroad.


          


          Philosophy


          Often, a comparison of Go and chess is used as a parallel to explain Western versus Eastern strategic thinking (despite the fact that both Go and chess originate in Asia; Western chess is significantly different). Go begins with an empty board. It is focused on building from the ground up (nothing to something) with multiple, simultaneous battles leading to a point-based win. Chess, one can say, is in the end centralised, as the predetermined object is to kill one individual piece (the king). Go is quite the opposite; individual stones are only significant as part of larger groups, and the effect of those groups is determined only as the game proceeds. This comparison has also been applied to military and political history, with Scott Boorman's 1969 book The Protracted Game exploring the strategy of the Communist Party of China in the Chinese Civil War through the lens of Go.


          A similar comparison has been drawn among Go, chess and backgammon, perhaps the three oldest games that still enjoy worldwide popularity. Backgammon is a "man vs. fate" contest, with chance playing a strong role in determining the outcome. Chess, with rows of soldiers marching forward to capture each other, embodies the conflict of "man vs. man". Because the handicap system tells each Go player where he/she stands relative to other players, an honestly ranked player can expect to lose about half of his/her games; therefore, Go can be seen as embodying the quest for self-improvement"man vs. self".


          


          Psychology


          A recent review of literature by Gobet, de Voogt & Retschitzki (2004) shows that relatively little scientific research has been carried out on the psychology of Go, compared to other traditional board games such as chess and mancala. Given the large search tree, knowledge and pattern recognition seem to be more important than look-ahead search. A study of the effects of age on Go playing has shown that decline is milder with strong players than with weaker players. According to the review of Gobet and colleagues, the pattern of brain activity observed with techniques such as PET and fMRI does not show large differences between Go and chess, probably due to the fact that both games engage pattern recognition mechanisms. On the other hand, a study by Xiangchuan Chen et al. showed greater activation in the right hemisphere among Go players than among chess players, which suggests that Go calls upon intuitive functions more. There is some evidence to suggest a correlation between playing board games (including Go) and reduced risk of Alzheimer's disease and dementia.
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          God is the principal or sole deity in religions and other belief systems that worship one deity.


          God is most often conceived of as the creator and overseer of the universe. Theologians have ascribed a variety of attributes to the many different conceptions of God. The most common among these include omniscience, omnipotence, omnipresence, omnibenevolence (perfect goodness), divine simplicity, jealousy, and eternal and necessary existence. God has also been conceived as being incorporeal, a personal being, the source of all moral obligation, and the "greatest conceivable existent". These attributes were all supported to varying degrees by the early Jewish, Christian and Muslim theologian philosophers, including Augustine of Hippo, Al-Ghazali, and Maimonides. Many notable medieval philosophers developed arguments for the existence of God, attempting to wrestle with the apparent contradictions implied by many of these attributes.


          


          Etymology and usage


          The earliest written form of the Germanic word god comes from the 6th century Christian Codex Argenteus. The English word itself is derived from the Proto-Germanic * ǥuđan. Most linguists agree that the reconstructed Proto-Indo-European form * ǵhu-t-m was based on the root * ǵhau(ə)-, which meant either "to call" or "to invoke".


          The capitalized form God was first used in Wulfila's Gothic translation of the New Testament, to represent the Greek Theos. In the English language, the capitalization continues to represent a distinction between monotheistic "God" and "gods" in polytheism. In spite of significant differences between religions such as Christianity, Islam, Hinduism, the Bah' Faith, and Judaism, the term "God" remains an English translation common to all. The name may signify any related or similar monotheistic deities, such as the early monotheism of Akhenaten and Zoroastrianism.


          


          Names of God


          Conceptions of God can vary widely, but the word God in Englishand its counterparts in other languages, such as Latinate Deus, Greek ό, Slavic Bog, Sanskrit Ishvara, or Arabic Allahare normally used for any and all conceptions. The same holds for Hebrew El, but in Judaism, God is also given a proper name, Yahweh, harking back to the religion's henotheistic origins. God may also be given a proper name in monotheistic currents of Hinduism which emphasize the personal nature of God, with early references to his name as Krishna- Vasudeva in Bhagavata or later Vishnu and Hari, or recently Shakti. In the Bible, when the word "Lord" is in all capitals, it signifies that the word represents the personal Hebrew name of god, Yahweh.


          It is difficult to draw a line between proper names and epitheta of God, such as the names and titles of Jesus in the New Testament, the names of God in the Qur'an, and the various lists of thousand names of God and List of titles and names of Krishna in Vaishnavism.


          


          Conceptions of God
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          Conceptions of God vary widely. Theologians and philosophers have studied countless conceptions of God since the dawn of civilization. The Abrahamic conceptions of God include the trinitarian view of Christians, the Kabbalistic definition of Jewish mysticism, and the Islamic concept of God. The dharmic religions differ in their view of the divine: views of God in Hinduism vary by region, sect, and caste, ranging from monotheistic to polytheistic; the view of God in Buddhism is almost non-theist. In modern times, some more abstract concepts have been developed, such as process theology and open theism. Conceptions of God held by individual believers vary so widely that there is no clear consensus on the nature of God. The contemporaneous French philosopher Michel Henry has however proposed a phenomenological approach and definition of God as phenomenological essence of Life.


          


          Existence of God


          Many arguments for and against the existence of God have been proposed and rejected by philosophers, theologians, and other thinkers. In philosophical terminology, such arguments concern schools of thought on the epistemology of the ontology of God.


          There are many philosophical issues concerning the existence of God. Some definitions of God are sometimes nonspecific, while other definitions can be self-contradictory. Arguments for the existence of God typically include metaphysical, empirical, inductive, and subjective types, while others revolve around holes in evolutionary theory and order and complexety in the world. Arguments against the existence of God typically include empirical, deductive, and inductive types. Conclusions reached include: "God exists and this can be proven"; "God exists, but this cannot be proven or disproven" ( theism in both cases); "God does not exist" ( strong atheism); "God almost certainly does not exist" (de facto atheism); and "no one knows whether God exists" (agnosticism). There are numerous variations on these positions.


          A recent argument for the existence of God is intelligent design, which asserts that "certain features of the universe and of living things are best explained by an intelligent cause, not an undirected process such as natural selection." It is a modern form of the traditional argument from design, modified to avoid specifying the nature or identity of the designer. Its primary proponents, all of whom are associated with the Discovery Institute, believe the designer to be the Abrahamic God.


          


          Theological approaches


          Theologians and philosophers have ascribed a number of attributes to God, including omniscience, omnipotence, omnipresence, perfect goodness, divine simplicity, and eternal and necessary existence. God has been described as incorporeal, a personal being, the source of all moral obligation, and the greatest conceivable being existent. These attributes were all claimed to varying degrees by the early Jewish, Christian and Muslim scholars, including St Augustine, Al-Ghazali, and Maimonides.


          Many medieval philosophers developed arguments for the existence of God, while attempting to comprehend the precise implications of God's attributes. Reconciling some of those attributes generated important philosophical problems and debates. For example, God's omniscience implies that God knows how free agents will choose to act. If God does know this, their apparent free will might be illusory, or foreknowledge does not imply predestination; and if God does not know it, God is not omniscient.


          The last centuries of philosophy have seen vigorous questions regarding the arguments for God's existence raised by such philosophers as Immanuel Kant, David Hume and Antony Flew, although Kant held that the argument from morality was valid. The theist response has been either to contend, like Alvin Plantinga, that faith is " properly basic"; or to take, like Richard Swinburne, the evidentialist position. Some theists agree that none of the arguments for God's existence are compelling, but argue that faith is not a product of reason, but requires risk. There would be no risk, they say, if the arguments for God's existence were as solid as the laws of logic, a position summed up by Pascal as: "The heart has reasons which reason knows not of."


          Most major religions hold God not as a metaphor, but a being that influences our day-to-day existences. Many believers allow for the existence of other, less powerful spiritual beings, and give them names such as angels, saints, djinni, demons, and devas.


          


          Theism and Deism


          Theism holds that God exists realistically, objectively, and independently of human thought; that God created and sustains everything; that God is omnipotent and eternal, and is personal, interested, and answers prayer. It holds that God is both transcendent and immanent; thus, God is simultaneously infinite and in some way present in the affairs of the world. Catholic theology holds that God is infinitely simple and is not involuntarily subject to time. Most theists hold that God is omnipotent, omniscient, and benevolent, although this belief raises questions about God's responsibility for evil and suffering in the world. Some theists ascribe to God a self-conscious or purposeful limiting of omnipotence, omniscience, or benevolence. Open Theism, by contrast, asserts that, due to the nature of time, God's omniscience does not mean the deity can predict the future. "Theism" is sometimes used to refer in general to any belief in a god or gods, i.e., monotheism or polytheism.


          Deism holds that God is wholly transcendent: God exists, but does not intervene in the world beyond what was necessary to create it. In this view, God is not anthropomorphic, and does not literally answer prayers or cause miracles to occur. Common in Deism is a belief that God has no interest in humanity and may not even be aware of humanity. Pandeism and Panendeism, respectively, combine Deism with the Pantheistic or Panentheistic beliefs discussed below.


          


          History of monotheism
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          The concept of monotheism sees a gradual development out of notions of henotheism and monolatrism. In the Ancient Near East, each city had a local patron deity, such as Shamash at Larsa or Sin at Ur. The first claims of global supremacy of a specific god date to the Late Bronze Age, with Akhenaten's Great Hymn to the Aten (connected to Judaism by Sigmund Freud in his Moses and Monotheism), and, depending on dating issues, Zoroaster's Gathas to Ahura Mazda. Currents of monism or monotheism emerge in Vedic India in the same period, with e.g. the Nasadiya Sukta. Philosophical monotheism and the associated concept of absolute good and evil emerges in Classical Antiquity, notably with Plato (c.f. Euthyphro dilemma), elaborated into the idea of The One in Neoplatonism.


          According to The Oxford Companion To World Mythology (David Leeming, Oxford University Press, 2005, page 153), "The lack of cohesion among early Hebrews made monotheism - even monolatry, the exclusive worship of one god among many - an impossibility...And even then it can be argued that the firm establishment of monotheism in Judaism required the rabbinical or Talmudic process of the first century B.C.E. to the sixth century C.E.". In Islamic theology, a person who spontaneously "discovers" monotheism is called a ḥanīf, the original ḥanīf being Abraham.


          Austrian anthropologist Wilhelm Schmidt in the 1910s postulated an Urmonotheismus, "original" or "primitive monotheism", a thesis now widely rejected in comparative religion but still occasionally defended in creationist circles.


          


          Monotheism and pantheism


          Monotheists hold that there is only one god, and may claim that the one true god is worshiped in different religions under different names. The view that all theists actually worship the same god, whether they know it or not, is especially emphasized in Hinduism and Sikhism with certain Vaishnava views being that Krishna as svayam bhagavan is a true form. Adherents of different religions, however, generally disagree as to how to best worship God and what is God's plan for mankind, if there is one. There are different approaches to reconciling the contradictory claims of monotheistic religions. One view is taken by exclusivists, who believe they are the chosen people or have exclusive access to absolute truth, generally through revelation or encounter with the Divine, which adherents of other religions do not. Another view is religious pluralism. A pluralist typically believes that his religion is the right one, but does not deny the partial truth of other religions. An example of a pluralist view in Christianity is supersessionism, i.e., the belief that one's religion is the fulfillment of previous religions. A third approach is relativistic inclusivism, where everybody is seen as equally right; an example in Christianity is universalism: the doctrine that salvation is eventually available for everyone. A fourth approach is syncretism, mixing different elements from different religion. An example of syncretism is the New Age movement.


          Pantheism holds that God is the universe and the universe is God. Panentheism holds that God contains, but is not identical to, the Universe. The distinctions between the two are subtle, and some consider them unhelpful. It is also the view of the Liberal Catholic Church, Theosophy, Hinduism, Sikhism, some divisions of Buddhism, some divisions of Neopaganism and Taoism, along with many varying denominations and individuals within denominations. Kabbalah, Jewish mysticism, paints a pantheistic/panentheistic view of God  which has wide acceptance in Hasidic Judaism, particularly from their founder The Baal Shem Tov  but only as an addition to the Jewish view of a personal god, not in the original pantheistic sense that denies or limits persona to God.


          


          Dystheism and nontheism


          Dystheism, related to theodicy is a form of theism which holds that God is either not wholly-good or is fully malevolent as a consequence of the problem of evil. One such example would be Satanism or the Devil. There is no known community of practicing dystheists.


          Nontheism holds that the universe can be explained without any reference to the supernatural, or to a supernatural being. Some non-theists avoid the concept of God, whilst accepting that it is significant to many; other non-theists understand God as a symbol of human values and aspirations. Many schools of Buddhism may be considered non-theistic.


          


          Scientific positions regarding God


          Stephen Jay Gould proposed an approach dividing the world of philosophy into what he called "non-overlapping magisteria" (NOMA). In this view, questions of the supernatural, such as those relating to the existence and nature of God, are non- empirical and are the proper domain of theology. The methods of science should then be used to answer any empirical question about the natural world, and theology should be used to answer questions about ultimate meaning and moral value. In this view, the perceived lack of any empirical footprint from the magisterium of the supernatural onto natural events makes science the sole player in the natural world. Another view, advanced by Richard Dawkins, is that the existence of God is an empirical question, on the grounds that "a universe with a god would be a completely different kind of universe from one without, and it would be a scientific difference." A third view is that any statement/question which cannot be defined is nonsense and which cannot be tested is non-science, on the grounds that only statements/questions that are either theoretically justifiable and/or empirically testable are appropriate for scientific attention (which may or may not include a position on whether or not theology is nonsense) .


          


          Distribution of belief in God


          
            [image: The percentage of people in European countries who said in 2005 that they "believe there is a God". Countries with Eastern Orthodox (ie:Greece, Romania, etc.) or Muslim (Turkey) majorities tend to poll highest.]

            
              The percentage of people in European countries who said in 2005 that they "believe there is a God". Countries with Eastern Orthodox (ie:Greece, Romania, etc.) or Muslim (Turkey) majorities tend to poll highest.
            

          


          As of 2000, approximately 53% of the world's population identifies with one of the three Abrahamic religions (33% Christian, 20% Islam, <1% Judaism), 6% with Buddhism, 13% with Hinduism, 6% with traditional Chinese religion, 7% with various other religions, and less than 15% as non-religious. Most of these religious beliefs involve a god or gods.
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            	This article is about the play. For the movie see Godspell (film). For the album see Godspell (album).
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              	Music

              	Stephen Schwartz

              Others
            


            
              	Lyrics

              	Stephen Schwartz

              Episcopal Hymnal

              Others
            


            
              	Book

              	John-Michael Tebelak
            


            
              	Based upon

              	Gospel of Saint Matthew
            


            
              	Productions

              	1971 Off-Broadway

              1972 Toronto

              1976 Broadway

              2007 UK Tour
            

          


          Godspell is a 1970 musical by Stephen Schwartz and John-Michael Tebelak. It opened off-Broadway on May 17, 1971 and has played in various touring companies and revivals many times since. Several cast albums have been released over the years and one of its songs, Day By Day from the original cast album, reached #13 on the Billboard pop singles chart in the summer of 1972.


          The structure of the musical is that of a series of parables, taken primarily from the Gospel of Matthew. These are then interspersed with a variety of modern music set primarily to lyrics from traditional hymns, with the passion of Christ treated briefly near the end of performance. It started as a college project performed by students at Carnegie Mellon University and moved to La Mama in Greenwich Village. It was then re-scored for an off-Broadway production that was a long-running success, but most people are familiar with the film version or have seen a local high school production of the musical.


          The musical opened a year after another religiously-themed successful rock musical, Jesus Christ Superstar.


          


          Background


          The show originated in 1970's as Tebelak's master's thesis project, under the direction of Lawrence Carra, at Carnegie Mellon University in Pittsburgh, Pennsylvania. Most of the score's lyrics were from the Episcopal Hymnal, set to music by the cast members. Several of those cast members were from the CMU music department. Tebelak then directed the show, with much of the student cast, for a two-week, ten-performance run at New York's La MaMa Experimental Theatre Club (aka Cafe la Mama), opening February 24, 1971. It was brought to the attention of producers Edgar Lansbury (brother of Angela Lansbury) and Joseph Beruh by Carnegie alumnus Charles Haid (associate producer), who wanted to open it off-Broadway.


          The producers hired Stephen Schwartz, another alumnus of Carnegie Mellon's theatre department, to write a new song score (although By My Side was retained from the original score). Schwartz's songs included a variety of musical styles, from pop to folk rock, gospel, and vaudeville. As with the original score, most of the non-Schwartz lyrics were from the Episcopal Hymnal. See also Godspell (1971 Off-Broadway Cast).


          Godspell moved from the Cherry Lane Theatre to the larger Promenade Theatre on August 10, 1971, where it became one of the longest-running off-Broadway musicals, before moving to Broadway in June 1976, where it ended its run in September 1977 after an additional 527 performances, for a total of more than 2,600.


          All ten actors are on stage throughout the musical.


          


          Characters


          The original cast defined the personalities of each character as the show was developed. The characters names are simply the first name of the actor, so they are more easily identified by the song they sing.


          
            
              Cast
            

            
              	Actor

              	Role

              	Song
            


            
              	Stephen Nathan

              	Jesus

              	several
            


            
              	David Haskell

              	Judas/John

              	several
            


            
              	Herb Simon

              	Herb

              	no song of his own
            


            
              	Robin Lamont

              	Robin

              	Day by Day
            


            
              	Gilmer McCormick

              	Gilmer

              	Learn Your Lessons Well
            


            
              	Joanne Jonas

              	Joanne

              	Bless the Lord
            


            
              	Lamar Alford

              	Lamar

              	All Good Gifts
            


            
              	Sonia Manzano

              	Sonia

              	Turn Back, O Man
            


            
              	Peggy Gordon

              	Peggy

              	By My Side
            


            
              	Jeffrey Mylett

              	Jeffrey

              	We Beseech Thee
            

          


          Herb Simon is credited as Herb Braha on the cast album; it is unclear if this is the same person.


          Lamar Alford died April 5, 1991.. It is a coincidence that his counterpart in the film version, Merrell Jackson died a few months earlier.


          


          Synopsis


          


          Act one


          The show begins with the Voice of God declaring his supremacy: "My name is known: God and King. I am most in majesty, in whom no beginning may be and no end." The company enters and takes the role of various philosophers throughout the ages: Socrates, Thomas Aquinas, Leonardo da Vinci, Edward Gibbon, Jean-Paul Sartre, Martin Luther, Friedrich Nietzsche, and Buckminster Fuller. They sing fragments of their respective philosophies  first as solos and then in cacophonous counterpoint  in "Tower of Babble (Prologue)".


          In response to this, John the Baptist blows three notes on the shofar, to call the community to order. He then beckons them to "Prepare Ye the Way of the Lord", and baptizes the company. Jesus comes, also, to be baptized, to which John responds by, instead, asking to be baptized by Jesus. Jesus explains that it is not his place to baptize; that he has come to "Save the People".


          In his first parable, Jesus explains to the company that he has come "not to abolish the law and the prophets, but to complete." In the original production, it was at this point that the company donned their clown makeup, and subsequent productions may use some object  be it a pin, a scarf, or a badge  to denote that the company has become followers of Jesus. He explains to the company that those who adhere to the law of God will earn the highest place in the Kingdom of Heaven. He tells them the story of the widow and the Judge: God is a just jurist who will support those who cry out to him.


          The company is just beginning to understand Jesus and his teachings, and take it upon themselves to tell the story of the Pharisee and the tax gatherer praying in the temple. "Every man who humbles himself shall be exalted!"


          As Jesus teaches of the law regarding the offering of gifts at the altar, the company makes offerings, themselves. They are taught that to approach the altar of God, they must be pure of heart and soul.


          Then, they act out the story of a master and a servant who owed him a debt. The servant asks his master for pity in repaying the debt, and the master absolves it. The servant then turns to a fellow servant who "owed him a few dollars" and demands that it be paid in full. The master, hearing this, condemns the servant to prison. Jesus explains the moral: "Forgive your brothers from your heart." The member of the company telling the parable sings "Day by Day", and the company joins in. After the song, Jesus teaches that if one part of you offends God, it is better to lose it than to have the whole of the body thrown into hell.


          The company then plays charades to finish several statements posed by Jesus, including "If a man sues you for your shirt...." and "If a man asks you to go a mile with him...."


          "Do you want to see a show?" The company relays the story of the Good Samaritan in the form of a play-within-a-play. Jesus explains the need to "love your enemies" and not make a show of religion before men. God will reward a good deed done in secret. ("Shhh! It's a secret!")


          The parable of Lazarus and the rich man is next tackled by the company, who are quickly learning how to work together. The rich man feasts, and Lazarus begs and is ignored. Lazarus is rewarded with Heaven, while the rich man is in hell. We are told to "Learn Your Lessons Well", or be faced with eternal damnation.


          Jesus teaches us that no man can serve two masters: God and money. A member of the company tells a story of a man who spent a lifetime acquiring the good things in life, then dies before he has the time to enjoy them. She sings "Oh Bless the Lord, My Soul", then Jesus tells them not to worry about tomorrow: "tomorrow will take care of itself. Today has problems of its own."


          In a call-and-response type of method, the company recites the beatitudes. Judas, however, directs the final beatitude regarding persecution at Jesus, and he seemingly changes the subject. ("Did I ever tell you that I used to read feet?") However, with this Jesus persuades the company that it's "All For the Best": heaven contains the ultimate reward. Judas sings a verse, and the two do a soft shoe and a vaudevillian joke. The company joins in the final verse (sung in counterpoint) to bring the song to conclusion.


          This is followed by the parable of the sower and the seeds, which Jesus tells them represents the Word of God. "All Good Gifts" is sung to further illustrate the point.


          The action to this point, while amusing and entertaining, has been to do one thing: create from this rag-tag company a community of love and caring. At this point in the musical, they have formed this community and now march as soldiers in the military, symbolic of their ability to think as one unit. With Jesus as a drill sergeant, they segue into the most famous parable of them all: the Prodigal Son. They sing "Light of the World" about Christ's Light and how it should shine in each of us. Jesus thanks the audience for coming, and announces a ten-minute intermission. (In the original production, the cast joined the audience for wine and bread.)


          


          Act Two


          The second act opens with one or more cast members singing "Learn Your Lessons Well", to call the audience back into the hall. Another member of the community sings "Turn Back, O Man", in which she implores mankind to give up its temporal pursuits and to turn to God.


          Jesus says, "This is the beginning."


          At this point, several members of the community begin to question Jesus's authority, and he responds with yet another parable. He is asked, "What is the greatest commandment?" and responds, "You shall love the Lord your God with all your heart and all your soul.... And the second is like it: 'You shall love your neighbour as yourself.'" The Pharisees continue to question him, and he laments Alas For You, and calls them hypocrites. Members of the community gather and join in his song, and throw garbage at the Pharisees.


          Jesus predicts that he will not be seen for quite awhile, while standing at the " Wailing Wall", and predicts great wars and famines. He reminds us of the time of Noah, and teaches that faith can calm the storm. The community is told to "keep awake, then. For the Son of Man will come at a time when you least expect it."


          One woman is cast out as an adulteress. Jesus says, "Let the one of you who is faultless cast the first stone." He explains that he will not condemn her, either, but she must not sin again. She watches Jesus walk from her, and entreats him to remain "By My Side". During this song, we see Judas agrees to betray Jesus and receives thirty pieces of silver.


          In one of the lighter moments in the second act, Jesus tells how he will separate men as a shepherd separates his flock into sheep and goats. The sheep will enter heaven while the goats must suffer eternal damnation. "We Beseech Thee" cry the goats, begging for mercy.


          After the song, the community reminds each other to take things "Day By Day", as they remove their clown makeup (or other accoutrement). They assemble for the Last Supper, and Jesus tells them that one will betray him. Each member of the community asks, "Is it I?" ending with Judas. Jesus tells him to do quickly what he must do, and he [Judas] runs off. Jesus breaks the bread and shares the wine and tells his followers that they will dine together in the Kingdom of Heaven. He asks that they wait for him as he goes into the garden to pray. The band sings "On the Willows", reminding us all just what's been sacrificed.


          In the garden, Jesus implores God, if there is another way, to let the burden be lifted from his shoulders. He is tempted by Satan, but orders him out. Jesus returns to his followers to find them all asleep.


          Judas returns and kisses Jesus on the cheek, and turns him to bring him to be crucified. The community starts to attack Judas, while Jesus reminds them, "He who lives by the sword, will die by the sword.... This has all happened to fulfill what the Prophets have written."


          The "Finale" begins, loud and in B-minor, with Jesus being put upon an electric fence, representative of the cross described in the gospel of Matthew. Jesus wails, "Oh God, I'm dying," and the community answers, "Oh God, You're dying." Jesus expires and the music comes to a rest. One woman sings "Long Live God," joined on each phrase by another female voice. The men join in with "Prepare Ye the Way of the Lord" in counterpoint, as they remove Jesus from the fence and carry him out. They sing one final verse of "Prepare Ye" in full harmony, in joyful expectation of the resurrection.


          


          Songs


          
            
              	
                
                  	Act I

                


                
                  	Opening 


                  	Prologue:Tower of Babble 


                  	Prepare ye The Way of the Lord


                  	Save the People


                  	Day By Day


                  	Learn Your Lessons Well


                  	O Bless the Lord


                  	All for the Best


                  	All Good Gifts


                  	Light of the World

                

              

              	
                
                  	Act II

                


                
                  	Learn Your Lessons Well (Reprise) 


                  	Turn Back, O Man


                  	Alas for You


                  	By My Side


                  	Beautiful City 


                  	We Beseech Thee


                  	On The Willows


                  	Finale


                  	Day By Day (Reprise)

                

              
            

          


           These songs are sometimes omitted from productions


           See notes below on "Beautiful City"


          [bookmark: .22Beautiful_City.22]


          "Beautiful City"


          "Beautiful City" was written in 1971 as part of the movie, and re-written in 1994 after the Northridge earthquake in Los Angeles. While not part of the show proper, it can be included in any production without having to secure additional rights, so long as the new lyrics are used. It can be placed anywhere in the show the director desires, though it makes more sense as part of the second act.


          Its position in the film is directly after "By My Side", which in turn follows directly on from "Alas For You", omitting the parable in between. This provides a sequence where Jesus upturns the tables at the temple before the pharisees. Then, scared by what he has done, he walks off, followed by the disciples, who ask "Where are you going? Can you take me with you?", and they are reunited with Jesus, and sing "Beautiful City".


          Many theatrical directors choose to use it in place of the "Day by Day" reprise, and it is also effective in place of the "Long Live God"'s and "Prepare Ye..." of the "Finale". It can be shortened or re-arranged as needed. "Beautiful City" has also been used at the very end of the play in an additional dialogue-free scene that depicts the Resurrection, which was not depicted in the original.


          In their Broadway Junior series  popular musicals edited to one act and appropriate for middle school  Music Theatre International supplies "Beautiful City" as part of the show. This version contains much of the first act and very little of the second: "By My Side" is omitted entirely. "Beautiful City" is at a point in the beginning of the traditional second act, but followed quickly by the Last Supper, the Betrayal, and the Crucifixion.


          


          Toronto production


          Although Godspell was produced in many cities throughout the world, the Toronto production in 1972-1973 had a lasting effect on the city's theatrical community and the entertainment world as well.


          Before Godspell, Toronto's theatre community was essentially limited to short runs and touring companies of Broadway and West End plays. When Godspell opened at the Royal Alexandra Theatre it was expected to be a run of a few dozen performances for what was largely an audience of subscribers to the theatre's season. However, the Toronto run had a cast drawn entirely from local performers instead of using a touring company. After an enthusiastic response from the audience, the show moved uptown to the Bayview Playhouse in Leaside after its scheduled run at the Royal Alex ended, and ran until August 1973, setting what was then a record run of 488 performances. This record was not broken until the Toronto production of Cats in 1986. Godspell established Toronto as a major theatre centre which could support its own productions with its own talent.


          Moreover, the production provided the first regular acting jobs for several performers who would later go on to bigger things, including Victor Garber (who won the role of Jesus in the film version), Eugene Levy, Andrea Martin, Gilda Radner, Dave Thomas, and Martin Short. Radner came to the attention of Lorne Michaels during the production, which also had several performers who had worked with him on his Canadian comedy specials. Three years later, Radner was the first cast member hired for Saturday Night Live. Jayne Eastwood left the cast to become a member of the original Toronto troupe of The Second City which has been in almost continuous production since, and Levy, Martin and Short went on to join that company as well. Paul Shaffer, the show's musical director, would also join Radner on Saturday Night Live as its musical director.


          


          Modern Productions


          Godspell has remained such an important part of the modern musical theater vocabulary because of its versatility. The original production made the company a troupe of clowns who follow Jesus in an abandoned playground; subsequent productions have been set in museums, classrooms, on top of buildings, an apocalyptic world or in an abandoned theatre. Since the setting is never explicitly stated in the text, directors love using this show as a chance to show off their creative abilities. This show can occur, literally, anywhere. The setting can be as advanced enough for the biggest Broadway producers, and small enough for any high school production. In one such production, the setting was simply three construction scaffolds. In another, it was done with a wall, some steps, and a treasure chest. The setting has even been in a McDonald's restaurant. Godspell is also very low-budget musical. A church production in Grand Rapids, MI had a total cost of less than $500 for running two shows--the only thing they purchased was the music and liberetto.


          The 2000 tour mounted by Stephen Schwartz's son, Scott, set the action in a technologically-created universe. In addition to an updated score, several of the philosophers during Tower of Babble were re-characterized.


          In May of 2007, John-Michael Tebelak's alma mater, Berea High School, performed "Godspell" for the first time since its creation. His sister was present for one of the performances.


          In September 2007, Paul Kerryson directed an all new cast for a Revival UK Tour of Godspell which opened at the Peterborough Key Theatre, and is set to run throughout early 2008. The Show currently stars Tom Bradley (Grease is the Word finalist)as Jesus, Ryan Molloy as John The Baptist/Judas, and the cast also includes Christopher Bartlett, Yildiz Hussein, Paul Ayres and Tiffany Graves to name but a few.


          


          Film


          A film version of the musical was released in 1973, set in modern New York, and starring Victor Garber as Jesus, David Haskell as John the Baptist/ Judas, and Lynne Thigpen in her first film role. John-Michael Tebelak co-wrote the screenplay and served as the creative consultant. The song Beautiful City was written for and first included in the film, while the songs "Prologue/Tower Of Babble", "Learn Your Lessons Well" and "We Beseech Thee" were left out.


          


          In popular culture


          
            	Godspell is the archaic Old English spelling of the word gospel and literally means good news.

          


          
            	In the film Meet the Parents, Greg ( Ben Stiller) recites "Day by Day" when asked to say grace over his first meal with the family.

          


          
            	In the film Wet Hot American Summer, "Day by Day" is performed at the camp talent show. At first, the other campers enjoy the performance, but at the end of the song, booing ensues when an image of the cross appears behind the performers.

          


          
            	On their album Jesus Freak, Christian rock band DC Talk do a cover version of "Day by Day".

          


          
            	In one of his "Slimmin' Down With Steve" segments on The Daily Show With Jon Stewart, Steve Carell worked with a nutritionist to make a healthy meal of pasta primavera. When they both bowed their heads to say grace, Carell belted out "All Good Gifts" at the top of his lungs, startling the nutritionist.
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              	General
            


            
              	Name, Symbol, Number

              	gold, Au, 79
            


            
              	Chemical series

              	transition metals
            


            
              	Group, Period, Block

              	11, 6, d
            


            
              	Appearance

              	metallic yellow

              [image: ]
            


            
              	Standard atomic weight

              	196.966569 (4) gmol1
            


            
              	Electron configuration

              	[Xe] 4f14 5d10 6s1
            


            
              	Electrons per shell

              	2, 8, 18, 32, 18, 1
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	19.3 gcm3
            


            
              	Liquid density at m.p.

              	17.31 gcm3
            


            
              	Melting point

              	1337.33 K

              (1064.18 C, 1947.52 F)
            


            
              	Boiling point

              	3129 K

              (2856 C, 5173 F)
            


            
              	Heat of fusion

              	12.55  kJmol1
            


            
              	Heat of vaporization

              	324  kJmol1
            


            
              	Specific heat capacity

              	(25C) 25.418 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1646

                    	1814

                    	2021

                    	2281

                    	2620

                    	3078
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic face centered
            


            
              	Oxidation states

              	1, 1, 2, 3, 4, 5

              ( amphoteric oxide)
            


            
              	Electronegativity

              	2.54 (Pauling scale)
            


            
              	Ionization energies

              	1st: 890.1 kJ/mol
            


            
              	2nd: 1980 kJ/mol
            


            
              	Atomic radius

              	135  pm
            


            
              	Atomic radius (calc.)

              	174 pm
            


            
              	Covalent radius

              	144 pm
            


            
              	Van der Waals radius

              	166 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	diamagnetic
            


            
              	Electrical resistivity

              	(20C) 22.14 nm
            


            
              	Thermal conductivity

              	(300K) 318 Wm1K1
            


            
              	Thermal expansion

              	(25C) 14.2 mm1K1
            


            
              	Speed of sound (thin rod)

              	( r.t.) (hard-drawn)

              2030  ms1
            


            
              	Young's modulus

              	78 GPa
            


            
              	Tensile Strain

              	0.00157 
            


            
              	Shear modulus

              	27 GPa
            


            
              	Bulk modulus

              	220 GPa
            


            
              	Poisson ratio

              	0.44
            


            
              	Mohs hardness

              	2.5
            


            
              	Vickers hardness

              	216 MPa
            


            
              	Brinell hardness

              	? 2450 MPa
            


            
              	CAS registry number

              	7440-57-5
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of gold
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	195Au

                    	syn

                    	186.10 d

                    	

                    	0.227

                    	195Pt
                  


                  
                    	196Au

                    	syn

                    	6.183 d

                    	

                    	1.506

                    	196Pt
                  


                  
                    	-

                    	0.686

                    	196Hg
                  


                  
                    	197Au

                    	100%

                    	197Au is stable with 118 neutrons
                  


                  
                    	198Au

                    	syn

                    	2.69517 d

                    	-

                    	1.372

                    	198Hg
                  


                  
                    	199Au

                    	syn

                    	3.169 d

                    	-

                    	0.453

                    	199Hg
                  

                

              
            


            
              	References
            

          


          Gold (pronounced /ˈɡoʊld/) is a chemical element with the symbol Au (from the Latin aurum, meaning shining dawn) and atomic number 79. It is a highly sought-after precious metal which, for many centuries, has been used as money, a store of value and in jewelry. The metal occurs as nuggets or grains in rocks, underground "veins" and in alluvial deposits. It is one of the coinage metals. Gold is dense, soft, shiny and the most malleable and ductile of the known metals. Pure gold has a bright yellow colour traditionally considered attractive.


          Gold formed the basis for the gold standard used before the fiat currency monetary system was employed by the International Monetary Fund (IMF) and the Bank for International Settlements (BIS). It is specifically against IMF regulations to base any currency against gold for all IMF member states. The ISO currency code of gold bullion is XAU.


          Modern industrial uses include dentistry and electronics, where gold has traditionally found use because of its good resistance to oxidative corrosion.


          Chemically, gold is a trivalent and univalent transition metal. Gold does not react with most chemicals, but is attacked by chlorine, fluorine, aqua regia and cyanide. Gold dissolves in mercury, forming amalgam alloys, but does not react with it. Gold is insoluble in nitric acid, which will dissolve silver and base metals, and this is the basis of the gold refining technique known as "inquartation and parting". Nitric acid has long been used to confirm the presence of gold in items, and this is the origin of the colloquial term "acid test," referring to a gold standard test for genuine value.


          


          Characteristics


          Gold is the most malleable and ductile metal; a single gram can be beaten into a sheet of one square meter, or an ounce into 300 square feet. Gold leaf can be beaten thin enough to become translucent. The transmitted light appears greenish blue, because gold strongly reflects yellow and red.


          Gold readily forms alloys with many other metals. These alloys can be produced to increase the hardness or to create exotic colors (see below). Gold is a good conductor of heat and electricity, and is not affected by air and most reagents. Heat, moisture, oxygen, and most corrosive agents have very little chemical effect on gold, making it well-suited for use in coins and jewelry; conversely, halogens will chemically alter gold, and aqua regia dissolves it via formation of the chloraurate ion.


          Common oxidation states of gold include +1 (gold(I) or aurous compounds) and +3 (gold(III) or auric compounds). Gold ions in solution are readily reduced and precipitated out as gold metal by adding any other metal as the reducing agent. The added metal is oxidized and dissolves allowing the gold to be displaced from solution and be recovered as a solid precipitate.


          Recent research undertaken by Sir Frank Reith of the Australian National University shows that microbes play an important role in forming gold deposits, transporting and precipitating gold to form grains and nuggets that collect in alluvial deposits.


          High quality pure metallic gold is tasteless, in keeping with its resistance to corrosion (it is metal ions which confer taste to metals).


          In addition, gold is very dense, a cubic meter weighing 19300 kg. By comparison, the density of lead is 11340 kg/m, and the densest element, iridium, is 22650 kg/m.


          


          Colour of gold


          The usual gray colour of metals depends on their "electron sea" that is capable of absorbing and re-emitting photons over a wide range of frequencies. Gold behaves differently, depending on subtle relativistic effects that affect the orbitals around gold atoms.


          


          Applications


          


          As the metal


          


          Medium of monetary exchange


          In various countries, gold is used as a standard for monetary exchange, in coinage and in jewelry. Pure gold is too soft for ordinary use and is typically hardened by alloying with copper or other base metals. The gold content of gold alloys is measured in carats (k), pure gold being designated as 24k.


          Gold coins intended for circulation from 1526 into the 1930s were typically a standard 22k alloy called crown gold, for hardness. Modern collector/investment bullion coins (which do not require good mechanical wear properties) are typically 24k, although the American Gold Eagle and British gold sovereign continue to be made at 22k, on historical tradition. The Canadian Gold Maple Leaf coin contains the highest purity gold of any popular bullion coin, at 99.999% (.99999 fine). Several other 99.99% pure gold coins are currently available, including Australia's Gold Kangaroos (first appearing in 1986 as the Australian Gold Nugget, with the kangaroo theme appearing in 1989), the several coins of the Australian Lunar Calendar series, and the Austrian Philharmonic. In 2006, the U.S. Mint began production of the American Buffalo gold bullion coin also at 99.99% purity.


          Today, gold has fallen out of use in coins made for general circulation.


          


          Jewelry


          Because of the softness of pure (24k) gold, it is usually alloyed with base metals for use in jewelry, altering its hardness and ductility, melting point, colour and other properties. Alloys with lower "k", typically 22k, 18k, 14k or 10k, contain higher percentages of copper, silver or other base metals in the alloy. Copper is the most commonly used base metal, yielding a redder metal. Eighteen carat gold containing 25% copper is found in antique and Russian jewelry and has a distinct, though not dominant, copper cast, creating rose gold. Fourteen carat gold-copper alloy is nearly identical in colour to certain bronze alloys, and both may be used to produce police and other badges. Blue gold can be made by alloying with iron and purple gold can be made by alloying with aluminium, although rarely done except in specialized jewelry. Blue gold is more brittle and therefore more difficult to work with when making jewelry. Fourteen and eighteen carat gold alloys with silver alone appear greenish-yellow and are referred to as green gold. White gold alloys can be made with palladium or nickel. White 18 carat gold containing 17.3% nickel, 5.5% zinc and 2.2% copper is silver in appearance. Nickel is toxic, however, and its release from nickel white gold is controlled by legislation in Europe. Alternative white gold alloys are available based on palladium, silver and other white metals (World Gold Council), but the palladium alloys are more expensive than those using nickel. High-carat white gold alloys are far more resistant to corrosion than are either pure silver or sterling silver. The Japanese craft of Mokume-gane exploits the colour contrasts between laminated colored gold alloys to produce decorative wood-grain effects.
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          Other


          
            	In medieval times, gold was often seen as beneficial for the health, in the belief that something that rare and beautiful could not be anything but healthy. Even some modern esotericists and forms of alternative medicine assign metallic gold a healing power. Some gold salts do have anti-inflammatory properties and are used as pharmaceuticals in the treatment of arthritis and other similar conditions. However, only salts and radioisotopes of gold are of pharmacological value, as elemental (metallic) gold is inert to all chemicals it encounters inside the body.


            	Gold leaf, flake or dust is used on and in some gourmet foodstuffs, notably sweets and drinks as decorative ingredient. Gold flake was used by the nobility in Medieval Europe as a decoration in foodstuffs and drinks, in the form of leafs, flakes or dust, either to demonstrate the host's wealth or in the belief that something that valuable and rare must be beneficial for one's health.


            	Gold solder is used for joining the components of gold jewelry by high-temperature hard soldering or brazing. If the work is to be of hallmarking quality, gold solder must match the carat weight of the work, and alloy formulas are manufactured in most industry-standard carat weights to colour match yellow and white gold. Gold solder is usually made in at least three melting-point ranges referred to as Easy, Medium and Hard. By using the hard, high-melting point solder first, followed by solders with progressively lower melting points, goldsmiths can assemble complex items with several separate soldered joints.


            	Gold can be used in food and has the E Number 175. Goldwasser (German: "Goldwater") is a traditional herbal liqueur produced in Gdańsk, Poland and Schwabach, Germany and contains flakes of gold leaf. There are also some expensive (~$1000) cocktails which contain flakes of gold leaf. However, since metallic gold is inert to all body chemistry, it adds no taste nor has it any other nutritional effect and leaves the body unaltered.


            	Dentistry. Gold alloys are used in restorative dentistry, especially in tooth restorations, such as crowns and permanent bridges. The gold alloys' slight malleability facilitates the creation of a superior molar mating surface with other teeth and produces results that are generally more satisfactory than those produced by the creation of porcelain crowns. The use of gold crowns in more prominent teeth such as incisors is favored in some cultures and discouraged in others.


            	Gold can be made into thread and used in embroidery.


            	Gold is ductile and malleable, meaning it can be drawn into very thin wire and can be beaten into very thin sheets known as gold leaf.


            	Gold produces a deep, intense red colour when used as a coloring agent in cranberry glass.


            	In photography, Gold toners are used to shift the colour of silver bromide black and white prints towards brown or blue tones, or to increase their stability. Used on sepia-toned prints, gold toners produce red tones. Kodak publish formulas for several types of gold toners, which use gold as the chloride (Kodak, 2006).


            	
              Electronics. The concentration of free electrons in gold metal is 5.901022 cm-3. Gold is highly conductive to electricity, and has been used for electrical wiring in some high energy applications (silver is even more conductive per volume, but gold has the advantage of corrosion resistance). For example, gold electrical wires were used during some of the Manhattan Project's atomic experiments, but large high current silver wires were used in the calutron isotope separator magnets in the project.

              
                	Though gold is attacked by free chlorine, its good conductivity and general resistance to oxidation and corrosion in other environments (including resistance to non-chlorinated acids) has led to its widespread industrial use in the electronic era as a thin layer coating electrical connectors of all kinds, thereby ensuring good connection. For example, gold is used in the connectors of the more expensive electronics cables, such as audio, video and USB cables. The benefit of using gold over other connector metals such as tin in these applications, is highly debated. Gold connectors are often criticized by audio-visual experts as unnecessary for most consumers and seen as simply a marketing ploy. However, the use of gold in other applications in electronic sliding contacts in highly humid or corrosive atmospheres, and in use for contacts with a very high failure cost (certain computers, communications equipment, spacecraft, jet aircraft engines) remains very common, and is unlikely to be replaced in the near future by any other metal.


                	Besides sliding electrical contacts, gold is also used in electrical contacts because of its resistance to corrosion, electrical conductivity, ductility and lack of toxicity. Switch contacts are generally subjected to more intense corrosion stress than are sliding contacts.

              

            


            	Colloidal gold (Colloidal sols of gold nanoparticles) in water are intensely red-colored, and can be made with tightly-controlled particle sizes up to a few tens of nm across by reduction of gold chloride with citrate or ascorbate ions. Colloidal gold is used in research applications in medicine, biology and materials science. The technique of immunogold labeling exploits the ability of the gold particles to adsorb protein molecules onto their surfaces. Colloidal gold particles coated with specific antibodies can be used as probes for the presence and position of antigens on the surfaces of cells (Faulk and Taylor 1979). In ultrathin sections of tissues viewed by electron microscopy, the immunogold labels appear as extremely dense round spots at the position of the antigen (Roth et al. 1980). Colloidal gold is also the form of gold used as gold paint on ceramics prior to firing.


            	Gold, or alloys of gold and palladium, are applied as conductive coating to biological specimens and other non-conducting materials such as plastics and glass to be viewed in a scanning electron microscope. The coating, which is usually applied by sputtering with an argon plasma, has a triple role in this application. Gold's very high electrical conductivity drains electrical charge to earth, and its very high density provides stopping power for electrons in the SEM's electron beam, helping to limit the depth to which the electron beam penetrates the specimen. This improves definition of the position and topography of the specimen surface and increases the spatial resolution of the image. Gold also produces a high output of secondary electrons when irradiated by an electron beam, and these low-energy electrons are the most commonly-used signal source used in the scanning electron microscope.


            	Many competitions, and honours, such as the Olympics and the Nobel Prize, award a gold medal to the winner.


            	As gold is a good reflector of electromagnetic radiation such as infrared and visible light as well as radio waves, it is used for the protective coatings on many artificial satellites, in infrared protective faceplates in thermal protection suits and astronauts' helmets and in electronic warfare planes like the EA-6B Prowler.


            	Gold is used as the reflective layer on some high-end CDs.


            	The isotope gold-198, ( half-life: 2.7 days) is used in some cancer treatments and for treating other diseases.


            	Automobiles may use gold for heat insulation. McLaren F1 uses gold foil in the engine compartment.

          


          


          As gold chemical compounds


          Gold is attacked by and dissolves in alkaline solutions of potassium or sodium cyanide, and gold cyanide is the electrolyte used in commercial electroplating of gold onto base metals and electroforming. Gold chloride ( chloroauric acid) solutions are used to make colloidal gold by reduction with citrate or ascorbate ions. Gold chloride and gold oxide are used to make highly-valued cranberry or red-colored glass, which, like colloidal gold sols, contains evenly-sized spherical gold nanoparticles.


          


          History
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          Gold has been known and highly-valued since prehistoric times. It may have been the first metal used by humans and was valued for ornamentation and rituals. Egyptian hieroglyphs from as early as 2600 BC describe gold, which king Tushratta of the Mitanni claimed was "more plentiful than dirt" in Egypt. Egypt and Nubia had the resources to make them major gold-producing areas for much of history. Large mines also occurred across the Red Sea in what is now Saudi Arabia. Gold is also mentioned frequently in the Old Testament, starting with Genesis 2:11 (at Havilah) and is included with the gifts of the magi in the first chapters of Matthew New Testament. The Book of Revelation 21:21 describes the city of New Jerusalem as having streets "made of pure gold, clear as crystal". The south-east corner of the Black Sea was famed for its gold. Exploitation is said to date from the time of Midas, and this gold was important in the establishment of what is probably the world's earliest coinage in Lydia between 643 and 630 BC.


          The Romans developed new methods for extracting gold on a large scale using hydraulic mining methods, especially in Spain from 25 BC onwards and in Roumania from 150 AD onwards. One of their largest mines was at Las Medulas in Galicia, where seven long aqueducts enabled them to sluice most of a large alluvial deposit. The mines at Verespatak in Transylvania were also very large, and till very recently, still mined by opencast methods. They also exploited smaller deposits in Wales, such as placer and hard-rock deposits at Dolaucothi. The various methods they used are well described by Pliny the Elder in his encyclopedia Naturalis Historia written towards the end of the first century AD.


          The Mali Empire in Africa was famed throughout the old world for its large amounts of gold. Mansa Musa, ruler of the empire (13121337) became famous throughout the old world for his great hajj to Mecca in 1324. When he passed through Cairo in July of 1324, he was reportedly accompanied by a camel train that included thousands of people and nearly a hundred camels. He gave away so much gold that it took over a decade for the economy across North Africa to recover, due to the rapid inflation that it initiated. A contemporary Arab historian remarked;


          
            
              	

              	Gold was at a high price in Egypt until they came in that year. The mithqal did not go below 25 dirhams and was generally above, but from that time its value fell and it cheapened in price and has remained cheap till now. The mithqal does not exceed 22 dirhams or less. This has been the state of affairs for about twelve years until this day by reason of the large amount of gold which they brought into Egypt and spent there [...]

              	
            


            
              	
                 Chihab Al-Umari

              
            

          


          The European exploration of the Americas was fueled in no small part by reports of the gold ornaments displayed in great profusion by Native American peoples, especially in Central America, Peru, and Colombia.


          Although the price of some platinum group metals can be much higher, gold has long been considered the most desirable of precious metals, and its value has been used as the standard for many currencies (known as the gold standard) in history. Gold has been used as a symbol for purity, value, royalty, and particularly roles that combine these properties. Gold as a sign of wealth and prestige was made fun of by Thomas More in his treatise Utopia. On that imaginary island, gold is so abundant that it is used to make chains for slaves, tableware and lavatory-seats. When ambassadors from other countries arrive, dressed in ostentatious gold jewels and badges, the Utopians mistake them for menial servants, paying homage instead to the most modestly-dressed of their party.


          There is an age-old tradition of biting gold in order to test its authenticity. Although this is certainly not a professional way of examining gold, the bite test should score the gold because gold is considered a soft metal according to the Mohs' scale of mineral hardness. The purer the gold the easier it should be to mark it. Painted lead can cheat this test because lead is softer than gold (and may invite a small risk of lead poisoning if sufficient lead is absorbed by the biting).
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          Gold in antiquity was relatively easy to obtain geologically; however, 75% of all gold ever produced has been extracted since 1910. It has been estimated that all the gold in the world that has ever been refined would form a single cube 20 m (66 ft) on a side (equivalent to 8000 m).


          One main goal of the alchemists was to produce gold from other substances, such as lead  presumably by the interaction with a mythical substance called the philosopher's stone. Although they never succeeded in this attempt, the alchemists promoted an interest in what can be done with substances, and this laid a foundation for today's chemistry. Their symbol for gold was the circle with a point at its centre (☉), which was also the astrological symbol, the Egyptian hieroglyph and the ancient Chinese character for the Sun. For modern attempts to produce artificial gold, see gold synthesis.


          During the 19th century, gold rushes occurred whenever large gold deposits were discovered. The first major gold strike in the United States occurred in a small north Georgia town called Dahlonega. Further gold rushes occurred in California, Colorado, Otago, Australia, Witwatersrand, Black Hills, and Klondike.


          Because of its historically high value, much of the gold mined throughout history is still in circulation in one form or another.


          


          Occurrence


          In nature, gold most often occurs in its native state (that is, as a metal), though usually alloyed with silver. Native gold contains usually eight to ten percent silver, but often much more  alloys with a silver content over 20% are called electrum. As the amount of silver increases, the colour becomes whiter and the specific gravity becomes lower.


          Ores bearing native gold consist of grains or microscopic particles of metallic gold embedded in rock, often in association with veins of quartz or sulfide minerals like pyrite. These are called "lode" deposits. Native gold is also found in the form of free flakes, grains or larger nuggets that have been eroded from rocks and end up in alluvial deposits (called placer deposits). Such free gold is always richer at the surface of gold-bearing veins owing to the oxidation of accompanying minerals followed by weathering, and washing of the dust into streams and rivers, where it collects and can be welded by water action to form nuggets.


          Gold sometimes occurs in minerals in chemical composition with other elements, especially in association with tellurium. Examples are calaverite, sylvanite, nagyagite, petzite and krennerite. Gold also occurs rarely as a mercury-gold amalgam, and in very low concentrations in seawater.


          


          Production
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          Economic gold extraction can be achieved from ore grades as little as 0.5 g/1000 kg (0.5 parts per million, ppm) on average in large easily mined deposits. Typical ore grades in open-pit mines are 15 g/1000 kg (15 ppm), ore grades in underground or hard rock mines are usually at least 3 g/1000 kg (3 ppm) on average. Since ore grades of 30 g/1000 kg (30 ppm) are usually needed before gold is visible to the naked eye, in most gold mines the gold is invisible.


          Since the 1880s, South Africa has been the source for a large proportion of the worlds gold supply, with about 50% of all gold ever produced having come from South Africa. Production in 1970 accounted for 79% of the world supply, producing about 1,000 tonnes. However by 2007 production was just 272 tonnes. This sharp decline was due to the increasing difficulty of extraction, changing economic factors affecting the industry, and tightened safety auditing. In 2007 China (with 276 tonnes) overtook South Africa as the world's largest gold producer, the first time since 1905 that South Africa has not been the largest.


          The city of Johannesburg located in South Africa was founded as a result of the Witwatersrand Gold Rush which resulted in the discovery of some of the largest gold deposits the world has ever seen. Gold fields located within the basin in the Free State and Gauteng provinces are extensive in strike and dip requiring some of the world's deepest mines, with the Savuka and TauTona mines being currently the world's deepest gold mine at 3,777m. The Second Boer War of 18991901 between the British Empire and the Afrikaner Boers was at least partly over the rights of miners and possession of the gold wealth in South Africa.


          Other major producers are United States, Australia, China, Russia and Peru. Mines in South Dakota and Nevada supply two-thirds of gold used in the United States. In South America, the controversial project Pascua Lama aims at exploitation of rich fields in the high mountains of Atacama Desert, at the border between Chile and Argentina. Today about one-quarter of the world gold output is estimated to originate from artisanal or small scale mining.


          After initial production, gold is often subsequently refined industrially by the Wohlwill process or the Miller process. Other methods of assaying and purifying smaller amounts of gold include parting and inquartation as well as cuppelation, or refining methods based on the dissolution of gold in aqua regia.


          The world's oceans hold a vast amount of gold, but in very low concentrations (perhaps 12 parts per 10 billion). A number of people have claimed to be able to economically recover gold from sea water, but so far they have all been either mistaken or crooks. Reverend Prescott Jernegan ran a gold-from seawater swindle in America in the 1890s. A British fraud ran the same scam in England in the early 1900s.


          Fritz Haber (the German inventor of the Haber process) attempted commercial extraction of gold from sea water in an effort to help pay Germany's reparations following the First World War. Unfortunately, his assessment of the concentration of gold in sea water was unduly high, probably due to sample contamination. The effort produced little gold and cost the German government far more than the commercial value of the gold recovered. No commercially viable mechanism for performing gold extraction from sea water has yet been identified. Gold synthesis is not economically viable and is unlikely to become so in the foreseeable future.


          The average gold mining and extraction costs are $238 per troy ounce but these can vary widely depending on mining type and ore quality. In 2001, global mine production amounted to 2,604 tonnes, or 67% of total gold demand in that year. At the end of 2001, it was estimated that all the gold ever mined totaled 145,000 tonnes.


          At current consumption rates, the supply of gold is believed to last 45 years.


          


          Price
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          Like other precious metals, gold is measured by troy weight and by grams. When it is alloyed with other metals the term carat or karat is used to indicate the amount of gold present, with 24 karats being pure gold and lower ratings proportionally less. The purity of a gold bar can also be expressed as a decimal figure ranging from 0 to 1, known as the millesimal fineness, such as 0.995 being very pure.


          The price of gold is determined on the open market, but a procedure known as the Gold Fixing in London, originating in September 1919, provides a daily benchmark figure to the industry. The afternoon fixing appeared in 1968 to fix a price when US markets are open.


          The high price of gold is due to its rare amount. Only three parts out of every billion (0.000000003) in the Earth's crust is gold.


          Historically gold was used to back currency; in an economic system known as the gold standard, a certain weight of gold was given the name of a unit of currency. For a long period, the United States government set the value of the US dollar so that one troy ounce was equal to $20.67 ($664.56/kg), but in 1934 the dollar was revalued to $35.00 per troy ounce ($1125.27/kg). By 1961 it was becoming hard to maintain this price, and a pool of US and European banks agreed to manipulate the market to prevent further currency devaluation against increased gold demand.


          On 17 March 1968, economic circumstances caused the collapse of the gold pool, and a two-tiered pricing scheme was established whereby gold was still used to settle international accounts at the old $35.00 per troy ounce ($1.13/g) but the price of gold on the private market was allowed to fluctuate; this two-tiered pricing system was abandoned in 1975 when the price of gold was left to find its free-market level. Central banks still hold historical gold reserves as a store of value although the level has generally been declining. The largest gold depository in the world is that of the U.S. Federal Reserve Bank in New York, which holds about 3% of the gold ever mined, as does the similarly-laden U.S. Bullion Depository at Fort Knox.


          In 2005 the World Gold Council estimated total global gold supply to be 3,859 tonnes and demand to be 3,754 tonnes, giving a surplus of 105 tonnes.


          


          Price records


          Since 1968 the price of gold on the open market has ranged widely, from a high of $850/oz ($27,300/kg) on 21 January 1980, to a low of $252.90/oz ($8,131/kg) on 21 June 1999 (London Gold Fixing). The 1980 high was not overtaken until 3 January 2008 when a new record of $865.35 per troy ounce was set in the a.m. London Gold Fixing. Indexed for inflation, the 1980 high would equate to a price of $2398.21 in 2007 dollars. On January 10, 2008, gold futures for February delivery was $884 on the New York Mercantile Exchange, erasing by $10 the previous record of $875 in 1980, and later it settled at $880.30. On February 26, 2008, gold and platinum dollar prices climbed to historic highs of 948.90 and 2,130.90 dollars per ounce, respectively (London Platinum and Palladium Market). On Thursday, March 13th 2008, gold futures on the New York Mercantile Exchange rose over $1,000/ounce for the first time.


          


          Compounds


          Although gold is a noble metal, it forms many and diverse compounds. The oxidation state of gold in its compound ranges from 1 to +5 but Au(I) and Au(III) dominate. Gold(I), referred to as the aurous ion, is the most common oxidation state with soft ligands such as thioethers, thiolates, and tertiary phosphines. Au(I) compounds are typically linear. A good example is Au(CN)2, which is the soluble form of gold encountered in mining. Curiously, aurous complexes of water are rare. The binary gold halides, such as AuCl, form zig-zag polymeric chains, again featuring linear coordination at Au. Most drugs based on gold are Au(I) derivatives.


          Gold(III) (auric) is a common oxidation state and is illustrated by gold(III) chloride, AuCl3. Its derivative is chloroauric acid, HAuCl4, which forms when Au dissolves in aqua regia. Au(III) complexes, like other d8 compounds, are typically square planar.


          


          Less common oxidation states: Au(-I), Au(II), and Au(V)


          Compounds containing the Au anion are called aurides. Caesium auride, CsAu which crystallizes in the caesium chloride motif. Other aurides include those of Rb+, K+, and tetramethylammonium (CH3)4N+. Gold(II) compounds are usually diamagnetic with Au-Au bonds such as [Au(CH2)2P(C6H5)2]2Cl2. A noteworthy, legitimate Au(II) complex contains xenon as a ligand, [AuXe4](Sb2F11)2. Gold pentafluoride is the sole example of Au(V), the highest verified oxidation state.


          Some gold compounds exhibit aurophilic bonding, which describes the tendency of gold ions to interact at distances that are too long to be a conventional Au-Au bond but shorter that van der Waals bonding. The interaction is estimated to be comparable in strength to that of a hydrogen bond.


          


          Mixed valence compounds


          Well-defined cluster compounds are numerous. In such cases, gold has a fractional oxidation state. A representative example is the octahedral species {Au( P(C6H5)3)}62+. Gold chalcogenides, e.g. "AuS" feature equal amounts of Au(I) and Au(III).


          


          Isotopes


          There is one stable isotope of gold, and 18 radioisotopes with 195Au being the most stable with a half-life of 186 days.


          Gold has been proposed as a " salting" material for nuclear weapons (cobalt is another, better-known salting material). A jacket of natural gold, irradiated by the intense high-energy neutron flux from an exploding thermonuclear weapon, would transmute into the radioactive isotope Au-198 with a half-life of 2.697 days and produce approximately .411 MeV of gamma radiation, significantly increasing the radioactivity of the weapon's fallout for several days. Such a weapon is not known to have ever been built, tested, or used.


          


          Symbolism
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          Gold has been associated with the extremities of utmost evil and great sanctity throughout history. In the Book of Exodus, the Golden Calf is a symbol of idolatry and rebellion against God. In Communist propaganda, the golden pocket watch and its fastening golden chain were the characteristic accessories of the class enemy, the bourgeois and the industrial tycoons. Credit card companies associate their product with wealth by naming and coloring their top-of-the-range cards gold; although, in an attempt to out-do each other, platinum (and the even-more-elite black card) has now overtaken gold.


          On the other hand in the Book of Genesis, Abraham was said to be rich in gold and silver, and Moses was instructed to cover the Mercy Seat of the Ark of the Covenant with pure gold. Eminent orators such as John Chrysostom were said to have a mouth of gold with a silver tongue. Gold is associated with notable anniversaries, particularly in a 50-year cycle, such as a golden wedding anniversary, golden jubilee, etc.


          Great human achievements are frequently rewarded with gold, in the form of medals and decorations. Winners of races and prizes are usually awarded the gold medal (such as the Olympic Games and the Nobel Prize), while many award statues are depicted in gold (such as the Academy Awards, the Golden Globe Awards the Emmy Awards, the Palme d'Or, and the British Academy Film Awards).


          Medieval kings were inaugurated under the signs of sacred oil and a golden crown, the latter symbolizing the eternal shining light of heaven and thus a Christian king's divinely inspired authority. Wedding rings are traditionally made of gold; since it is long-lasting and unaffected by the passage of time, it is considered a suitable material for everyday wear as well as a metaphor for the relationship. In Orthodox Christianity, the wedded couple is adorned with a golden crown during the ceremony, an amalgamation of symbolic rites.


          The symbolic value of gold varies greatly around the world, even within geographic regions. For example, gold is quite common in Turkey but considered a most valuable gift in Sicily.


          


          Toxicity


          Pure gold is non-toxic and non-irritating when ingested and is sometimes used as a food decoration in the form of gold leaf. It is also a component of the alcoholic drinks Goldschlger, Gold Strike, and Goldwasser. Gold is approved as a food additive in the EU ( E175 in the Codex Alimentarius).


          Soluble compounds ( gold salts) such as potassium gold cyanide, used in gold electroplating, are toxic to the liver and kidneys. There are rare cases of lethal gold poisoning from potassium gold cyanide. Gold toxicity can be ameliorated with chelating agents such as British anti-Lewisite.
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        Goldbach's conjecture


        
          

          Goldbach's conjecture is one of the oldest unsolved problems in number theory and in all of mathematics. It states:


          
            	Every even integer greater than 2 can be written as the sum of two primes.

          


          Expressing a given even number as a sum of two primes is called a Goldbach partition of the number. For example,


          
            
              	 4 = 2 + 2


              	 6 = 3 + 3


              	 8 = 3 + 5


              	10 = 3 + 7 = 5 + 5


              	12 = 5 + 7


              	14 = 3 + 11 = 7 + 7


              	

            

          


          In other words, the Goldbach conjecture states that every even number greater than or equal to four is a Goldbach number, a number that can be expressed as the sum of two primes. See also Levy's conjecture.


          


          


          Origins


          On 7 June 1742, the Prussian mathematician Christian Goldbach wrote a letter to Leonhard Euler (letter XLIII) in which he proposed the following conjecture:


          
            	Every integer greater than 2 can be written as the sum of three primes.

          


          He considered 1 to be a prime number, a convention subsequently abandoned. A modern version of Goldbach's original conjecture is:


          
            	Every integer greater than 5 can be written as the sum of three primes.

          


          Euler, becoming interested in the problem, replied by noting that this conjecture is equivalent with another version:


          
            	Every even integer greater than 2 can be written as the sum of two primes,

          


          adding that he regarded this an entirely certain theorem ("ein ganz gewisses Theorema"), in spite of his being unable to prove it.


          Euler's version is the form in which the conjecture is usually expressed today. It is also known as the " strong", "even", or "binary" Goldbach conjecture, to distinguish it from a weaker corollary. The strong Goldbach conjecture implies the conjecture that all odd numbers greater than 7 are the sum of three odd primes, which is known today variously as the "weak" Goldbach conjecture, the "odd" Goldbach conjecture, or the "ternary" Goldbach conjecture. Both questions have remained unsolved ever since, although the weak form of the conjecture appears to be much closer to resolution than the strong one. If the strong Goldbach conjecture is true, the weak Goldbach conjecture will be true by implication.


          


          Verified results


          For small values of n, the strong Goldbach conjecture (and hence the weak Goldbach conjecture) can be verified directly. For instance, N. Pipping in 1938 laboriously verified the conjecture up to [image: n \leq 10^5]. With the advent of computers, many more small values of n have been checked; T. Oliveira e Silva is running a distributed computer search that has verified the conjecture for [image: n \leq 10^{18}].


          The Goldbach conjecture does not say that a number must be the sum of a unique pair of prime numbers. The examples in this article illustrate that more than one pair of prime numbers may sum to the same number.


          


          Heuristic justification


          Statistical considerations which focus on the probabilistic distribution of prime numbers present informal evidence in favour of the conjecture (in both the weak and strong forms) for sufficiently large integers: the greater the integer, the more ways there are available for that number to be represented as the sum of two or three other numbers, and the more "likely" it becomes that at least one of these representations consists entirely of primes.
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              Number of ways to write an even number n as the sum of two primes (4  n  1,000,000)
            

          


          A very crude version of the heuristic probabilistic argument (for the strong form of the Goldbach conjecture) is as follows. The prime number theorem asserts that an integer m selected at random has roughly a [image: 1/\ln m\,\!] chance of being prime. Thus if n is a large even integer and m is a number between 3 and n/2, then one might expect the probability of m and n-m simultaneously being prime to be [image: 1 \big / \big [\ln m \,\ln (n-m)\big ]]. This heuristic is non-rigorous for a number of reasons; for instance, it assumes that the events that m and n  m are prime are statistically independent of each other. Nevertheless, if one pursues this heuristic, one might expect the total number of ways to write a large even integer n as the sum of two odd primes to be roughly


          
            	[image: \sum_{m=3}^{n/2} \frac{1}{\ln m} {1 \over \ln (n-m)} \approx \frac{n}{2 \ln^2 n}.]

          


          Since this quantity goes to infinity as n increases, we expect that every large even integer has not just one representation as the sum of two primes, but in fact has very many such representations.


          The above heuristic argument is actually somewhat inaccurate, because it ignores some dependence between the events of m and n  m being prime. For instance, if m is odd then n  m is also odd, and if m is even, then n  m is even, a non-trivial relation because (besides 2) only odd numbers can be prime. Similarly, if n is divisible by 3, and m was already a prime distinct from 3, then n  m would also be coprime to 3 and thus be slightly more likely to be prime than a general number. Pursuing this type of analysis more carefully, Hardy and Littlewood in 1923 conjectured (as part of their famous Hardy-Littlewood prime tuple conjecture) that for any fixed c  2, the number of representations of a large integer n as the sum of c primes [image: n=p_1+\dotsb+p_c] with [image: p_1 \leq \dotsb \leq p_c] should be asymptotically equal to


          
            	[image:  \left(\prod_p \frac{p \gamma_{c,p}(n)}{(p-1)^c}\right) \int_{2 \leq x_1 \leq \dotsb \leq x_c: x_1+\ldots+x_c = n} \frac{dx_1 \ldots dx_{c-1}}{\ln x_1 \ldots \ln x_c}]

          


          where the product is over all primes p, and c,p(n) is the number of solutions to the equation [image: n = q_1 + \ldots + q_c \mod p] in modular arithmetic, subject to the constraints [image: q_1,\ldots,q_c \neq 0 \mod p]. This formula has been rigorously proven to be asymptotically valid for c 3 from the work of Vinogradov, but is still only a conjecture when c = 2. In the latter case, the above formula simplifies to 0 when n is odd, and to


          
            	[image:  2 \Pi_2 \left(\prod_{p|n; p \geq 3} \frac{p-1}{p-2}\right) \int_2^n \frac{dx}{\ln^2 x} \approx 2 \Pi_2 \left(\prod_{p|n; p \geq 3} \frac{p-1}{p-2}\right) \frac{n}{\ln^2 n} ]

          


          when n is even, where 2 is the twin prime constant


          
            	[image:  \Pi_2:= \prod_{p \geq 3} \left(1 - \frac{1}{(p-1)^2}\right) = 0.6601618158\ldots.]

          


          This asymptotic is sometimes known as the extended Goldbach conjecture. The strong Goldbach conjecture is in fact very similar to the twin prime conjecture, and the two conjectures are believed to be of roughly comparable difficulty.


          The partition functions shown here can be displayed as histograms which informatively illustrate the above equations. See Goldbach's comet.


          


          Rigorous results


          The weak Goldbach conjecture is fairly close to resolution.


          The strong Goldbach conjecture is much more difficult. The work of Vinogradov in 1937 and Theodor Estermann (1902-1991) in 1938 showed that almost all even numbers can be written as the sum of two primes (in the sense that the fraction of even numbers which can be so written tends towards 1). In 1930, Lev Schnirelmann proved that every even number n4 can be written as the sum of at most 300,000 primes. This result was subsequently improved by many authors; currently, the best known result is due to Olivier Ramar, who in 1995 showed that every even number n 4 is in fact the sum of at most six primes. In fact, resolving the weak Goldbach conjecture will also directly imply that every even number n 4 is the sum of at most four primes.


          Chen Jingrun showed in 1973 using the methods of sieve theory that every sufficiently large even number can be written as the sum of either two primes, or a prime and a semiprime (the product of two primes)e.g., 100=23+711.


          In 1975, Hugh Montgomery and Robert Charles Vaughan showed that "most" even numbers were expressible as the sum of two primes. More precisely, they showed that there existed positive constants c,C such that for all sufficiently large numbers N, every even number less than N is the sum of two primes, with at most CN1  c exceptions. In particular, the set of even integers which are not the sum of two primes has density zero.


          Roger Heath-Brown and Jan-Christoph Schlage-Puchta showed in 2002 that every sufficiently large even integer is a sum of two primes and exactly 13 powers of 2.


          One can pose similar questions when primes are replaced by other special sets of numbers, such as the squares. For instance, it was proven by Lagrange that every positive integer is the sum of four squares. See Waring's problem.


          


          Attempted proofs


          As with many famous conjectures in mathematics, there are a number of purported proofs of the Goldbach conjecture, none of which are currently accepted by the mathematical community.


          Because it is easily understood by laymen, Goldbach's conjecture is a popular target for amateur mathematicians, who often attempt to prove or disprove it using only high-school-level mathematics. It shares this fate with the four-colour theorem and Fermat's last theorem, both of which also have an easily stated problem but nevertheless appear to be solvable only through extraordinarily elaborate methods.


          


          In popular culture


          
            	To generate publicity for the book Uncle Petros and Goldbach's Conjecture by Apostolos Doxiadis, British publisher Tony Faber offered a $1,000,000 prize for a proof of the conjecture in 2000, if a proof was submitted before April 2002. The prize was never claimed.


            	The television drama Lewis featured a mathematics professor at Oxford University who had won the Fields medal for his work on Goldbach's conjecture, which was a main plot feature.


            	Isaac Asimov's short story "Sixty Million Trillion Combinations" featured a mathematician who suspected that his work on Goldbach's conjecture had been stolen.


            	In the Spanish movie "La habitacin de Fermat" (2007), directed by Luis Piedrahita and Rodrigo Sopea, a young mathematician claims to have solved the Conjecture.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Goldbach%27s_conjecture"
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                    	Order:
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              	Regulus regulus

              (Linnaeus, 1758)
            

          


          The Goldcrest, Regulus regulus, is a very small passerine bird in the kinglet family, resembling the Firecrest but with a plainer face. It breeds in most of temperate Europe and Asia but is partly migratory and northern birds winter south of the breeding range. It prefers coniferous woodlands, although it has a wider range in winter, when it is often found with tit flocks. It builds an open nest and lays 4-12 eggs.


          The Goldcrest is the smallest European bird, measuring from 8.5 to 9.5cm and weighing as little as 5g. It is dull greenish above, with buffy white underparts, two white wingbars, and a plain face with a conspicuous black eye. The crown has black sides and a narrow black front, and a bright central crest, orange in the male and yellow in the female, which is displayed during breeding. It is a restless species, constantly on the move as it searches for insects.


          Goldcrests on the Canary Islands have a broader black band across the forehead, and yellower wingbars. They belong to separate subspecies. They are sometimes considered a separate species, but usually are included in the Goldcrest. Recently, it has been established that there are in fact two distant Canary Islands populations: the Tenerife Goldcrest (R. (r.) teneriffae) and the Western Canary Islands Goldcrest (R. (r.) ellenthalerae) (Pckert et al., 2006).


          The Goldcrest is the national bird of Luxembourg. In Britain, Goldcrests were previously called Gold-crested Wrens, and are celebrated in a poem by Charles Tennyson Turner with that title.
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                Falco chrysatos Linnaeus, 1758

              
            

          


          The Golden Eagle (Aquila chrysaetos) is one of the best known birds of prey in the Northern Hemisphere. Like all eagles, it belongs to the family Accipitridae. Once widespread across the Holarctic, it has disappeared from many of the more heavily populated areas. It has a wingspan averaging over 2m (7ft) and up to 1m (3ft) in body length.


          


          Description


          
            [image: Subadult, note white in tail and dark neck.]

            
              Subadult, note white in tail and dark neck.
            

          


          Adult Golden Eagles range considerably in size. The largest subspecies are among the largest eagles of the genus Aquila. Most subspecies of Golden Eagle vary in the range from 66 to 100cm (2640in), wingspan can range from 150 to 240cm (5995in), and weight is from 2.5 to 6.7kg (5.513.4lb). However, wild specimens of the largest subspecies in North America have been observed to be somewhat larger than that description, as the largest recorded weighed 9kg (20 lbs) and had a body length of 102 cm (40.1 in). As with many Falconiformes, females are considerably larger than males, in the case of the Golden Eagle they weigh one-fourth to one-third again as much as male birds.


          The plumage colours range from black-brown to dark brown, with a striking golden-buff crown and nape, which give the bird its name. The upper wings also have an irregular lighter area. Immature birds resemble adults, but have a duller more mottled appearance. Also they have a white-banded tail and a white patch at the carpal joint, that gradually disappear with every moult until full adult plumage is reached in the fifth year


          


          Taxonomy and systematics


          This species was first described by Linnaeus in his 1758 Systema naturae as Falco chry saetos. The type locality is given simply as "Europa"; it was later fixed to Sweden.


          The Golden Eagle is one of the large eagles in the genus Aquila, which are distributed almost worldwide. The latest research indicates it forms a worldwide superspecies with Verreaux's Eagle, Gurney's Eagle and the Wedge-tailed Eagle.


          


          Subspecies and distribution


          There are six living subspecies of Golden Eagle that differ slightly in size and plumage. They can be found in different parts of the world:


          
            	Aquila chrysaetos chrysaetos (Linnaeus, 1758)  Eurasia except Iberian peninsula, east to western Siberia.


            	Aquila chrysaetos canadensis (Linnaeus, 1758)  North America.


            	Aquila chrysaetos daphanea Severtzov, 1888  Southern Kazakhstan east to Manchuria and south-west China, also northern India and Pakistan.


            	Aquila chrysaetos homeryi Severtzov, 1888  Iberian peninsula and North Africa, east to Turkey and Iran.


            	Aquila chrysaetos japonica Severtzov, 1888  Japan and Korea.


            	Aquila chrysaetos kamtschatica Severtzov, 1888  Eastern Siberia, from the Altay to the Kamchatka Peninsula. Often included in A. c. canadensis.

          


          The larger Middle Pleistocene Golden Eagles of France (and possibly elsewhere) are referred to a paleosubspecies Aquila chrysaetos bonifacti, and the huge specimens of the Late Pleistocene of Liko Cave ( Crete) have been named Aquila chrysaetos simurgh.


          


          Ecology


          
            [image: The Golden Eagle's beak is well-suited to tear apart large prey.]

            
              The Golden Eagle's beak is well-suited to tear apart large prey.
            

          


          


          Feeding


          Golden eagle prey includes marmots, hares and mice, and sometimes birds, martens, foxes, young deer, and livestock including lambs and young goats. During winter months when prey is scarce, Golden Eagles scavenge on carrion to supplement their diet. Sometimes when no carrion is available golden eagles will hunt down owls, hawks, falcons, and wolverines. There are records of golden eagles killing Eurasian Eagle Owls and hawks. Golden Eagles have very good eyesight and can spot prey from a long distance. The talons are used for killing and carrying the prey, the beak is used only for eating. They often have a division of labour while hunting, one bird driving the prey towards its waiting partner. On the other hand, the size difference between males and females allows more unpaired birds to live off the land, helpful to maintain a sufficiently large population in this large and slowly-maturing bird.


          


          Reproduction
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              Golden Eagle eyrie (in hollow at left centre).

              Siagne de la Pare, Alpes-Maritimes (France).
            

          


          Golden Eagles usually mate for life. They build several eyries within their territory and use them alternately for several years. These nests consist of heavy tree branches, upholstered with grass when in use. Old eyries may be 2 metres (6.6ft) in diameter and 1 metre (3.3ft) in height, as the eagles repair their nests whenever necessary and enlarge them during each use. If the eyrie is situated on a tree, supporting tree branches may break because of the weight of the nest. Certain other animals  birds and mammals too small to be of interest to the huge raptor  often use the nest as shelter. Their predators are just the right size for Golden Eagle prey, and therefore avoid active eyries.


          The female lays two black eggs between January and September (depending on the locality). They start incubation immediately after the first egg is laid, and after 45 days on average the young hatch. They are entirely white and are fed for fifty days before they are able to make their first flight attempts and eat on their own. In most cases only the older chick survives, while the younger one dies without leaving the eyrie. This is due to the older chick having a few days' advantage in growth and consequently winning most squabbles for food. This strategy is useful for the species because it makes the parents' workload manageable even when food is scarce, while providing a reserve chick in case the first-born dies soon after hatching. Golden Eagles invest much time and effort in bringing up their young; once able to hunt on their own, most Golden Eagles survive many years, but mortality even among first-born nestlings is much higher, in particular in the first weeks after hatching


          


          Status and conservation


          At one time, the Golden Eagle lived in temperate Europe, North Asia, North America, North Africa and Japan. In most areas this bird is now a mountain-dweller, but in former centuries it also bred in the plains and the forests. In recent years it has started to breed in lowland areas again e.g. in Sweden and Denmark.


          There was a great decline in Central Europe, and in central Europe, Golden Eagles are now essentially restricted to the Apennine, Alps and Carpathian Mountains. In Britain, there were about 420 pairs in 2007, the majority of these in the Scottish highlands, and between 1969 and 2004 they bred in the English Lake District. Golden Eagles can still often be seen soaring above mountains in Scotland, and are slowly returning to Northern England.


          In Ireland, where it had been extinct due to hunting since 1912, efforts are being made to re-introduce the species. Forty-six birds were released into the wild in Glenveagh National Park, County Donegal, from 2001 to 2006, with at least three known female fatalities since then. It is intended to release a total of sixty birds, to ensure a viable population. In April 2007, a pair of Golden Eagles produced the first chick to be hatched in the Republic of Ireland in nearly a century. The previous attempt to help the birds breed at the Glenveagh National Park had failed.


          In North America the situation is not as dramatic, but there has still been a noticeable decline. The main threat is habitat destruction which by the late 19th century already had driven Golden Eagles from some regions they used to inhabit. In the 20th century, organochloride and heavy metal poisonings were also commonplace, but these have declined thanks to tighter regulations on pollution.


          Available habitat and food are the main limiting factor nowadays. Collisions with power lines have become an increasingly significant cause of mortality since the early 20th century. On a global scale, the Golden Eagle is not considered threatened by the IUCN mainly thanks to the large Asian and American populations.


          


          In human culture


          
            [image: 1870s illustration of burkut falconers in Eastern Turkestan.]

            
              1870s illustration of burkut falconers in Eastern Turkestan.
            

          


          


          Falconry


          Golden Eagles can be trained for falconry. In Kazakhstan, Kyrgyzstan, western Mongolia and China, Golden Eagles are still used to hunt foxes and wolves by Kazakh and Kyrgyz nomads; the bird is locally known as burkut or berkut. Foxes are killed outright by the eagles, but due to their size and strength wolves are usually held down while the falconer himself finishes the kill.


          


          Heraldry


          
            [image: Potawatomi chief Kack-Kack with eagle feather war bonnet, c.1925.]

            
              Potawatomi chief Kack-Kack with eagle feather war bonnet, c.1925.
            

          


          The Golden Eagle was model for the aquila, the standard of the Roman legions. It is featured in the national coat of arms of, Egypt, Mexico, Romania and many other countries.


          


          Religion


          The eagle is a sacred bird in some cultures and the feathers of the eagle are central to many religious and spiritual customs, especially amongst some Native Americans in the United States and First Nations in Canada, as well as among many of the peoples of Meso-America. Some Native American peoples revere eagles as sacred and the feathers and other parts of Bald and Golden Eagles feathers are often worn on Native American headdresses and have been compared to the Bible and crucifix of Christianity. Eagle feathers are often used in various Native ceremonies and are used to honour noteworthy achievements and qualities such as exceptional leadership and bravery.


          Current United States eagle feather law (50 CFR 22) stipulates that only individuals of certifiable Native American ancestry enrolled in a federally recognized tribe are legally authorized to obtain eagle feathers for religious or spiritual use. Thus, the supply of eagle material for traditional ceremonial use can be guaranteed and ceremonial eagle items can be passed on as heirlooms by their traditional owners without the restrictions that would usually apply. Commercial trade in Golden Eagles or their feathers or body parts is not legalized by these exceptions.
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              	Location

              	Free State, South Africa
            


            
              	Nearest city

              	Bethlehem
            


            
              	Coordinates

              	
            


            
              	Area

              	340 km (84,016 acres)
            


            
              	Established

              	1963
            


            
              	Governing body

              	South African National Parks
            


            
              	
            

          


          


          Golden Gate Highlands National Park is located in Free State, Republic of South Africa, near the Lesotho border. It covers an area of 340 km (131.3 mi). The park's most notable features are its golden, ochre and orange hued deeply eroded sandstone cliffs and outcrops, especially the Brandwag rock. Another feature of the area is the numerous caves and shelters displaying San rock paintings. It is the Free State's only national park, and is more famous for the beauty of its landscape than for its wildlife.


          


          Location


          "Golden Gate" refers to the impressive sandstone cliffs that are found on either side of the valley at the Golden Gate dam. In 1875, a farmer called J.N.R. van Reenen and his wife stopped here as they travelled to their new farm in Vuurland. He named the location "Golden Gate" when he saw the last rays of the setting sun fall on the cliffs.


          In 1963, 47.92 square kilometres (11,840 acres) were proclaimed as a national park, specifically to preserve the scenic beauty of the area. In 1981 the park was enlarged to 62.41 km (15,420 acres) and in 1988 it was enlarged to 116.33 km (28,746 acres). In 2004 it was announced that the park would be joined with the neighbouring QwaQwa National Park. The amalgamation of QwaQwa National Park was completed in 2007, increasing the park's area to 340 km (84,016 acres).


          The park is 320 km (200 miles) from Johannesburg and is close to the villages of Clarens and Kestell, in the upper regions of the Little Caledon River. The park is situated in the Rooiberge of the eastern Free State, in the foothills of the Maluti Mountains. The Caledon River forms the southern boundary of the park as well as the border between the Free State and Lesotho. The highest peak in the park (and also in the Free State) is Ribbokkop at 2,829 m (9,281 ft).


          The park is located in the eastern highveld region of South Africa, and experiences a dry sunny climate from June to August. It has showers, hails and thunderstorms between October and April. It has thick snowfalls in the winter. The park has a relatively high rainfall of 800 mm (30 inches) per year.


          


          Vegetation


          The park is an area of rich highveld and montane grassland flora. It has more than fifty grass species and a large variety of bulbs and herbs. Each of these species has its own flowering time, meaning that veld flowers can be seen throughout the summer. The park also has Afromontane forests and high-altitude Austro-Afro Alpine Grassland, which is scarce in South Africa. The ouhout Leucosidea sericea, an evergreen species, is the most common tree in the park. Ouhout is a favourite habitat of beetles and 117 species occur on these trees in the park. The Lombardi poplars and weeping willows in the park are introduced species, but are kept because of their cultural and historic connection with the eastern Free State. Other exotic species in the park, for example wattle and bluegum, are systematically eradicated.


          


          Wildlife


          Instead of reintroducing one of the "Big Five" into the park, the sungazer lizard and water mongoose were reintroduced. Twelve species of mice, ten species of carnivores and eight antelope species have been recorded in the park. The Grey rhebuck and mountain reedbuck were present when the park was established. Eland, blesbok, black wildebeest, springbok, oribi and Burchell's zebra were also introduced.


          140 bird species have been identified in the park, including the rare Bearded Vulture and the endangered Cape Vulture and Bald Ibis. Seven snake species, including the puff adder, mountain adder and rinkhals are found in the park.


          


          Geology and palaeontology


          The geology of the park provides very visual "textbook" examples of Southern Africa's geological history. The sandstone formations in the park form the upper part of the Karoo Supergroup. These formations were deposited during a period of aeolian deposition towards the end of the Triassic Period. At the time of deposition the climate of the area the park covers was becoming progressively drier until arid desert conditions set in, resulting in a land of dunes and sandy desert, with occasional scattered oases. The deposition of the sandstones ended when lava flowed out over the desert 190 million years ago.


          The following sequence of geological formations are visible in the park (starting from the bottom): the Molteno Formation, Elliott Formation, Clarens Formation and the Drakensberg Formation. The spectacular yellow-brown Golden Gate and Brandwag cliffs are made up of the Clarens formation. The layers in this formation are 140 to 160 metres (460 to 520 ft) thick. The Drakensberg formation comprises the basaltic lava that flowed over the desert. It forms the mountain summits in the park. On Ribbokkop it is 600 meters (2000 ft) thick. The Elliot Formation is a red mudstone where many dinosaur fossils have been found.


          The oldest dinosaur embryos ever discovered were found in the park in 1978. The eggs were from the Triassic Period (220 to 195 million years ago) and had fossilised foetal skeletons of Massospondylus, a prosauropod dinosaur. More examples of these eggs have since been found in the park. Other fossils found in the park include those of advanced cynodontia (canine toothed animals), small thecodontia (animals with teeth set firmly in the jaw), bird-like and crocodile-like dinosaurs.
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              The golden section is a line segment sectioned into two according to the golden ratio. The total length a+b is to the longer segment a as a is to the shorter segment b.
            

          


          In mathematics and the arts, two quantities are in the golden ratio if the ratio between the sum of those quantities and the larger one is the same as the ratio between the larger one and the smaller. The golden ratio is approximately 1.6180339887 (from the quadratic formula).


          At least since the Renaissance, many artists and architects have proportioned their works to approximate the golden ratioespecially in the form of the golden rectangle, in which the ratio of the longer side to the shorter is the golden ratiobelieving this proportion to be aesthetically pleasing. Mathematicians have studied the golden ratio because of its unique and interesting properties.


          The golden ratio can be expressed as a mathematical constant, usually denoted by the Greek letter [image: \varphi] ( phi). The figure of a golden section illustrates the geometric relationship that defines this constant. Expressed algebraically:


          
            	[image:  \frac{a+b}{a} = \frac{a}{b} = \varphi\,.]

          


          This equation has as its unique positive solution the algebraic irrational number


          
            	[image: \varphi = \frac{1 + \sqrt{5}}{2}\approx 1.61803\,39887\dots\,]

          


          Other names frequently used for or closely related to the golden ratio are golden section (Latin: sectio aurea), golden mean, golden number, and the Greek letter phi ( [image: \varphi]). Other terms encountered include extreme and mean ratio, medial section, divine proportion (Italian: proporzione divina), divine section (Latin: sectio divina), golden proportion, golden cut, and mean of Phidias.
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              Construction of a golden rectangle:

              1. Construct a unit square.

              2. Draw a line from the midpoint of one side to an opposite corner.

              3. Use that line as the radius to draw an arc that defines the long dimension of the rectangle.
            

          


          


          Calculation


          
            
              	List of numbers

               - (3) - 2 - 3 - 5 -  -  - e -  - 
            


            
              	Binary

              	1.1001111000110111011...
            


            
              	Decimal

              	1.6180339887498948482...
            


            
              	Hexadecimal

              	1.9E3779B97F4A7C15F39...
            


            
              	Continued fraction

              	[image: 1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{\ddots}}}}]
            


            
              	Algebraic form

              	[image: \frac{1 + \sqrt{5}}{2}]
            

          


          Two quantities (positive numbers) a and b are said to be in the golden ratio [image: \varphi] if


          
            	[image:  \frac{a+b}{a} = \frac{a}{b} = \varphi\,.]

          


          This equation unambiguously defines [image:  \varphi\, ].


          The right equation shows that [image: a=b\varphi], which can be substituted in the left part, giving


          
            	[image: \frac{b\varphi+b}{b\varphi}=\frac{b\varphi}{b}\,.]

          


          Cancelling b yields


          
            	[image: \frac{\varphi+1}{\varphi}=\varphi.]

          


          Multiplying both sides by [image: \varphi] and rearranging terms leads to:


          
            	[image: \varphi^2 - \varphi - 1 = 0.]

          


          The only positive solution to this quadratic equation is


          
            	[image: \varphi = \frac{1 + \sqrt{5}}{2} \approx 1.61803\,39887\dots\,]

          


          


          History


          
            [image: Mathematician Mark Barr proposed using the first letter in the name of Greek sculptor Phidias, phi, to symbolize the golden ratio. Usually, the lowercase form () is used. Sometimes, the uppercase form () is used for the reciprocal of the golden ratio, .]

            
              Mathematician Mark Barr proposed using the first letter in the name of Greek sculptor Phidias, phi, to symbolize the golden ratio. Usually, the lowercase form ([image: \varphi]) is used. Sometimes, the uppercase form ([image: \Phi\,]) is used for the reciprocal of the golden ratio, [image: 1/\varphi].
            

          


          The golden ratio has fascinated intellectuals of diverse interests for at least 2,400 years:


          
            
              	

              	Some of the greatest mathematical minds of all ages, from Pythagoras and Euclid in ancient Greece, through the medieval Italian mathematician Leonardo of Pisa and the Renaissance astronomer Johannes Kepler, to present-day scientific figures such as Oxford physicist Roger Penrose, have spent endless hours over this simple ratio and its properties. But the fascination with the Golden Ratio is not confined just to mathematicians. Biologists, artists, musicians, historians, architects, psychologists, and even mystics have pondered and debated the basis of its ubiquity and appeal. In fact, it is probably fair to say that the Golden Ratio has inspired thinkers of all disciplines like no other number in the history of mathematics.

              	
            


            
              	

              	
                
                   Mario Livio, The Golden Ratio: The Story of Phi, The World's Most Astonishing Number
                

              
            

          


          
            [image: Michael Maestlin, first to publish a decimal approximation of the golden ratio, in 1597]

            
              Michael Maestlin, first to publish a decimal approximation of the golden ratio, in 1597
            

          


          Ancient Greek mathematicians first studied what we now call the golden ratio because of its frequent appearance in geometry. The ratio is important in the geometry of regular pentagrams and pentagons. The Greeks usually attributed discovery of the ratio to Pythagoras or his followers. The regular pentagram, which has a regular pentagon inscribed within it, was the Pythagoreans' symbol.


          Euclid's Elements ( Greek: ῖ) provides the first known written definition of what is now called the golden ratio: "A straight line is said to have been cut in extreme and mean ratio when, as the whole line is to the greater segment, so is the greater to the less." Euclid explains a construction for cutting (sectioning) a line "in extreme and mean ratio", i.e. the golden ratio. Throughout the Elements, several propositions (theorems in modern terminology) and their proofs employ the golden ratio. Some of these propositions show that the golden ratio is an irrational number.


          The name "extreme and mean ratio" was the principal term used from the 3rd century BC until about the 18th century.


          The modern history of the golden ratio starts with Luca Pacioli's Divina Proportione of 1509, which captured the imagination of artists, architects, scientists, and mystics with the properties, mathematical and otherwise, of the golden ratio.


          The first known calculation of the (conjugate) golden ratio as a decimal, of "about 0.6180340," was written in 1597 by Prof. Michael Maestlin of the University of Tbingen to his former student Johannes Kepler.


          Since the twentieth century, the golden ratio has been represented by the Greek letter [image: \varphi] ( phi, after Phidias, a sculptor who is said to have employed it) or less commonly by  ( tau, the first letter of the ancient Greek root ήmeaning cut).


          


          Timeline


          Timeline according to Priya Hemenway.


          
            	Phidias (490430 BC) made the Parthenon statues that seem to embody the golden ratio.


            	Plato (427347 BC), in his Timaeus, describes five possible regular solids (the Platonic solids, the tetrahedron, cube, octahedron, dodecahedron and icosahedron), some of which are related to the golden ratio.


            	Euclid (c. 325c. 265 BC), in his Elements, gave the first recorded definition of the golden ratio, which he called, as translated into English, "extreme and mean ratio" (Greek:    ).


            	Fibonacci (11701250) mentioned the numerical series now named after him in his Liber Abaci; the Fibonacci sequence is closely related to the golden ratio.


            	Luca Pacioli (14451517) defines the golden ratio as the "divine proportion" in his Divina Proportione.


            	Johannes Kepler (15711630) describes the golden ratio as a "precious jewel": "Geometry has two great treasures: one is the Theorem of Pythagoras, and the other the division of a line into extreme and mean ratio; the first we may compare to a measure of gold, the second we may name a precious jewel."


            	Charles Bonnet (17201793) points out that in the spiral phyllotaxis of plants going clockwise and counter-clockwise were frequently two successive Fibonacci series.


            	Martin Ohm (17921872) is believed to be the first to use the term goldener Schnitt (golden section) to describe this ratio, in 1835.

          


          
            	Edouard Lucas (18421891) gives the numerical sequence now known as the Fibonacci sequence its present name.


            	Mark Barr (20th century) uses the Greek letter phi (), the initial letter of Greek sculptor Phidias's name, as a symbol for the golden ratio.


            	Roger Penrose (b.1931) discovered a symmetrical pattern that uses the golden ratio in the field of aperiodic tilings, which led to new discoveries about quasicrystals.

          


          


          Aesthetics


          Beginning in the Renaissance, a body of literature on the aesthetics of the golden ratio has developed. As a result, architects, artists, book designers, and others have been encouraged to use the golden ratio in the dimensional relationships of their works.


          The first and most influential of these was De Divina Proportione by Luca Pacioli, a three-volume work published in 1509. Pacioli, a Franciscan friar, was known mostly as a mathematician, but he was also trained and keenly interested in art. De Divina Proportione explored the mathematics of the golden ratio. Though it is often said that Pacioli advocated the golden ratio's application to yield pleasing, harmonious proportions, Livio points out that that interpretation has been traced to an error in 1799, and that Pacioli actually advocated the Vitruvian system of rational proportions. Pacioli also saw Catholic religious significance in the ratio, which led to his work's title. Containing illustrations of regular solids by Leonardo Da Vinci, Pacioli's longtime friend and collaborator, De Divina Proportione was a major influence on generations of artists and architects.


          


          Architecture


          Some studies of the Acropolis, including the Parthenon, conclude that many of its proportions approximate the golden ratio. The Parthenon's facade as well as elements of its facade and elsewhere can be circumscribed by golden rectangles. To the extent that classical buildings or their elements are proportioned according to the golden ratio, this might indicate that their architects were aware of the golden ratio and consciously employed it in their designs. Alternatively, it is possible that the architects used their own sense of good proportion, and that this led to some proportions that closely approximate the golden ratio. On the other hand, such retrospective analyses can always be questioned on the ground that the investigator chooses the points from which measurements are made or where to superimpose golden rectangles, and that these choices affect the proportions observed.


          Some scholars deny that the Greeks had any aesthetic association with golden ratio. For example, Midhat J. Gazal says, "It was not until Euclid, however, that the golden ratio's mathematical properties were studied. In the Elements (308 B.C.) the Greek mathematician merely regarded that number as an interesting irrational number, in connection with the middle and extreme ratios. Its occurrence in regular pentagons and decagons was duly observed, as well as in the dodecahedron (a regular polyhedron whose twelve faces are regular pentagons). It is indeed exemplary that the great Euclid, contrary to generations of mystics who followed, would soberly treat that number for what it is, without attaching to it other than its factual properties." And Keith Devlin says, "Certainly, the oft repeated assertion that the Parthenon in Athens is based on the golden ratio is not supported by actual measurements. In fact, the entire story about the Greeks and golden ratio seems to be without foundation. The one thing we know for sure is that Euclid, in his famous textbook Elements, written around 300 B.C., showed how to calculate its value." Near-contemporary sources like Vitruvius exclusively discuss proportions that can be expressed in whole numbers, i.e. commensurate as opposed to irrational proportions.


          A geometrical analysis of the Great Mosque of Kairouan reveals a consistent application of the golden ratio throughout the design, according to Boussora and Mazouz. It is found in the overall proportion of the plan and in the dimensioning of the prayer space, the court, and the minaret. Boussora and Mazouz also examined earlier archaeological theories about the mosque, and demonstrate the geometric constructions based on the golden ratio by applying these constructions to the plan of the mosque to test their hypothesis.


          The Swiss architect Le Corbusier, famous for his contributions to the modern international style, centered his design philosophy on systems of harmony and proportion. Le Corbusier's faith in the mathematical order of the universe was closely bound to the golden ratio and the Fibonacci series, which he described as "rhythms apparent to the eye and clear in their relations with one another. And these rhythms are at the very root of human activities. They resound in man by an organic inevitability, the same fine inevitability which causes the tracing out of the Golden Section by children, old men, savages and the learned."


          Le Corbusier explicitly used the golden ratio in his Modulor system for the scale of architectural proportion. He saw this system as a continuation of the long tradition of Vitruvius, Leonardo da Vinci's " Vitruvian Man", the work of Leon Battista Alberti, and others who used the proportions of the human body to improve the appearance and function of architecture. In addition to the golden ratio, Le Corbusier based the system on human measurements, Fibonacci numbers, and the double unit. He took Leonardo's suggestion of the golden ratio in human proportions to an extreme: he sectioned his model human body's height at the navel with the two sections in golden ratio, then subdivided those sections in golden ratio at the knees and throat; he used these golden ratio proportions in the Modulor system. Le Corbusier's 1927 Villa Stein in Garches exemplified the Modulor system's application. The villa's rectangular ground plan, elevation, and inner structure closely approximate golden rectangles.


          Another Swiss architect, Mario Botta, bases many of his designs on geometric figures. Several private houses he designed in Switzerland are composed of squares and circles, cubes and cylinders. In a house he designed in Origlio, the golden ratio is the proportion between the central section and the side sections of the house.


          


          Art


          
            [image: Leonardo Da Vinci's illustration from De Divina Proportione applies the golden ratio to the human face.]

            
              Leonardo Da Vinci's illustration from De Divina Proportione applies the golden ratio to the human face.
            

          


          


          Painting


          Leonardo da Vinci's illustrations in De Divina Proportione (On the Divine Proportion) and his views that some bodily proportions exhibit the golden ratio have led some scholars to speculate that he incorporated the golden ratio in his own paintings. Some suggest that his Mona Lisa, for example, employs the golden ratio in its geometric equivalents. Whether Leonardo proportioned his paintings according to the golden ratio has been the subject of intense debate. The secretive Leonardo seldom disclosed the bases of his art, and retrospective analysis of the proportions in his paintings can never be conclusive.


          Salvador Dal explicitly used the golden ratio in his masterpiece, The Sacrament of the Last Supper. The dimensions of the canvas are a golden rectangle. A huge dodecahedron, with edges in golden ratio to one another, is suspended above and behind Jesus and dominates the composition.


          Mondrian used the golden section extensively in his geometrical paintings.


          Interestingly, a statistical study on 565 works of art of different great painters, performed in 1999, found that these artists had not used the golden ratio in the size of their canvases. The study concluded that the average ratio of the two sides of the paintings studied is 1.34, with averages for individual artists ranging from 1.04 (Goya) to 1.46 (Bellini).


          



          


          Book design


          
            	See Canons of page construction.

          


          
            [image: Depiction of the proportions in a medieval manuscript. According to Jan Tschichold: "Page proportion 2:3. Margin proportions 1:1:2:3. Text area proportioned in the Golden Section."]

            
              Depiction of the proportions in a medieval manuscript. According to Jan Tschichold: "Page proportion 2:3. Margin proportions 1:1:2:3. Text area proportioned in the Golden Section."
            

          


          According to Jan Tschichold, "There was a time when deviations from the truly beautiful page proportions 2:3, 1:3, and the Golden Section were rare. Many books produced between 1550 and 1770 show these proportions exactly, to within half a millimetre."


          


          Perceptual studies


          Studies by psychologists, starting with Fechner, have been devised to test the idea that the golden ratio plays a role in human perception of beauty. While Fechner found a preference for rectangle ratios centered on the golden ratio, later attempts to carefully test such a hypothesis have been, at best, inconclusive.


          


          Music


          James Tenney reconceived his piece For Ann (rising), which consists of up to twelve computer-generated upwardly glissandoing tones (see Shepard tone), as having each tone start so it is the golden ratio (in between an equal tempered minor and major sixth) below the previous tone, so that the combination tones produced by all consecutive tones are a lower or higher pitch already, or soon to be, produced.


          Ernő Lendvai analyzes Bla Bartk's works as being based on two opposing systems, that of the golden ratio and the acoustic scale, though other music scholars reject that analysis. In Bartok's Music for Strings, Percussion and Celesta the xylophone progression occurs at the intervals 1:2:3:5:8:5:3:2:1. French composer Erik Satie used the golden ratio in several of his pieces, including Sonneries de la Rose+Croix. His use of the ratio gave his music an otherworldly symmetry.


          The golden ratio is also apparent in the organisation of the sections in the music of Debussy's Image, Reflections in Water, in which "the sequence of keys is marked out by the intervals 34, 21, 13 and 8, and the main climax sits at the phi position."


          The musicologist Roy Howat has observed that the formal boundaries of La Mer correspond exactly to the golden section. Trezise finds the intrinsic evidence "remarkable," but cautions that no written or reported evidence suggests that Debussy consciously sought such proportions.


          This Binary Universe, an experimental album by Brian Transeau (aka BT), includes a track entitled "1.618" in homage to the golden ratio. The track features musical versions of the ratio and the accompanying video displays various animated versions of the golden mean.


          Pearl Drums positions the air vents on its Masters Premium models based on the golden ratio. The company claims that this arrangement improves bass response and has applied for a patent on this innovation.


          According to author Leon Harkleroad, "Some of the most misguided attempts to link music and mathematics have involved Fibonacci numbers and the related golden ratio."


          


          Nature


          Adolf Zeising, whose main interests were mathematics and philosophy, found the golden ratio expressed in the arrangement of branches along the stems of plants and of veins in leaves. He extended his research to the skeletons of animals and the branchings of their veins and nerves, to the proportions of chemical compounds and the geometry of crystals, even to the use of proportion in artistic endeavors. In these phenomena he saw the golden ratio operating as a universal law. Zeising wrote in 1854:


          
            [The Golden Ratio is a universal law] in which is contained the ground-principle of all formative striving for beauty and completeness in the realms of both nature and art, and which permeates, as a paramount spiritual ideal, all structures, forms and proportions, whether cosmic or individual, organic or inorganic, acoustic or optical; which finds its fullest realization, however, in the human form.

          


          See also History of aesthetics (pre-20th-century)


          


          Mathematics


          


          Golden ratio conjugate


          The negative root of the quadratic equation for  (the "conjugate root") is [image: 1 - \varphi \approx -0.618]. The absolute value of this quantity ( 0.618) corresponds to the length ratio taken in reverse order (shorter segment length over longer segment length, b/a), and is sometimes referred to as the golden ratio conjugate. It is denoted here by the capital Phi ():


          
            	[image: \Phi = {1 \over \varphi} \approx 0.61803\,39887\,.]

          


          Alternatively,  can be expressed as


          
            	[image: \Phi = \varphi -1\,.]

          


          This illustrates the unique property of the golden ratio among positive numbers, that


          
            	[image: {1 \over \varphi} = \varphi - 1\,]

          


          or its inverse:


          
            	[image: {1 \over \Phi} = \Phi + 1\,.]

          


          


          Short proofs of irrationality


          Recall that we denoted the "larger part" by a and the "smaller part" by b. If the golden ratio is a positive rational number, then it must be expressible as a fraction in lowest terms in the form a / b where a and b are coprime positive integers. The algebraic definition of the golden ratio then indicates that if a / b = , then


          
            	[image: \frac{a}{b} = \frac{a+b}{a}\,].

          


          Multiplying both sides by ab leads to:


          
            	[image: a^2 = ab+b^2\,.]

          


          Subtracting ab from both sides and factoring out a gives:


          
            	[image: a(a-b) = b^2\,.]

          


          Finally, dividing both sides by b(a  b) yields:


          
            	[image: \frac{a}{b} = \frac{b}{a-b}\,.]

          


          This last equation indicates that a / b could be further reduced to b / (a  b), where a  b is still positive, which is an equivalent fraction with smaller numerator and denominator. But since a / b was already given in lowest terms, this is a contradiction. Thus this number cannot be so written, and is therefore irrational.


          Another short proofperhaps more commonly knownof the irrationality of the golden ratio makes use of the closure of rational numbers under addition and multiplication. If [image: \textstyle\frac{1 + \sqrt{5}}{2}] is rational, then [image: \textstyle2\left(\frac{1 + \sqrt{5}}{2} - \frac{1}{2}\right) = \sqrt{5}] is also rational, which is a contradiction if it is already known that the square root of a non- square natural number is irrational.


          


          Alternate forms


          The formula [image: \varphi = 1 + 1/\varphi] can be expanded recursively to obtain a continued fraction for the golden ratio:


          
            	[image: \varphi = [1; 1, 1, 1, \dots] = 1 + \cfrac{1}{1 + \cfrac{1}{1 + \cfrac{1}{1 + \ddots}}}]

          


          and its reciprocal:


          
            	[image: \varphi^{-1} = [0; 1, 1, 1, \dots] = 0 + \cfrac{1}{1 + \cfrac{1}{1 + \cfrac{1}{1 + \ddots}}}\,.]

          


          The convergents of these continued fractions (1, 2, 3/2, 5/3, 8/5, 13/8, ..., or 1, 1/2, 2/3, 3/5, 5/8, 8/13, ...) are ratios of successive Fibonacci numbers.


          The equation [image: \varphi^2 = 1 + \varphi] likewise produces the continued square root form:


          
            	[image: \varphi = \sqrt{1 + \sqrt{1 + \sqrt{1 + \sqrt{1 + \cdots}}}}\,.]

          


          Also:


          
            	[image: \varphi = 1+2\sin(\pi/10) = 1 + 2\sin 18^\circ]


            	[image: \varphi = {1 \over 2}\csc(\pi/10) = {1 \over 2}\csc 18^\circ]


            	[image: \varphi = 2\cos(\pi/5)=2\cos 36^\circ\,]

          


          These correspond to the fact that the length of the diagonal of a regular pentagon is  times the length of its side, and similar relations in a pentagram.


          If x agrees with [image: \varphi] to n decimal places, then [image: \frac{x^2+2x}{x^2+1}] agrees with it to 2n decimal places.


          An equation derived in 1994 connects the golden ratio to the Number of the Beast (666):


          
            	[image: -\frac{\varphi}{2}=\sin666^\circ=\cos(6\cdot 6 \cdot 6^\circ).]

          


          Which can be combined into the expression:


          
            	[image: -\varphi=\sin666^\circ+\cos(6\cdot 6 \cdot 6^\circ).]

          


          This relationship depends upon the choice of the degree as the measure of angle, and will not hold when using other units of angular measure.


          


          Geometry


          The number  turns up frequently in geometry, particularly in figures with pentagonal symmetry. The length of a regular pentagon's diagonal is  times its side. The vertices of a regular icosahedron are those of three mutually orthogonal golden rectangles.


          There is no known general algorithm to arrange a given number of nodes evenly on a sphere, for any of several definitions of even distribution (see, for example, Thomson problem). However, a useful approximation results from dividing the sphere into parallel bands of equal area and placing one node in each band at longitudes spaced by a golden section of the circle, i.e. 360/  222.5. This approach was used to arrange mirrors on the Starshine 3 satellite.


          


          Golden triangle, pentagon and pentagram


          


          Golden triangle


          
            [image: Golden triangle]

            
              Golden triangle
            

          


          The golden triangle can be characterised as an isosceles triangle ABC with the property that bisecting the angle C produces a new triangle CXB which is a similar triangle to the original.


          If angle BCX = , then XCA =  because of the bisection, and CAB =  because of the similar triangles; ABC = 2 from the original isosceles symmetry, and BXC = 2 by similarity. The angles in a triangle add up to 180, so 5 = 180, giving  = 36. So the angles of the golden triangle are thus 36-72-72. The angles of the remaining obtuse isosceles triangle AXC (sometimes called the golden gnomon) are 36-36-108.


          Suppose XB has length 1, and we call BC length . Because of the isosceles triangles BC=XC and XC=XA, so these are also length . Length AC = AB, therefore equals +1. But triangle ABC is similar to triangle CXB, so AC/BC = BC/BX, and so AC also equals 2. Thus 2 = +1, confirming that  is indeed the golden ratio.


          
            [image: A pentagram colored to distinguish its line segments of different lengths. The four lengths are in golden ratio to one another.]

            
              A pentagram colored to distinguish its line segments of different lengths. The four lengths are in golden ratio to one another.
            

          


          


          Pentagram


          The golden ratio plays an important role in regular pentagons and pentagrams. Each intersection of edges sections other edges in the golden ratio. Also, the ratio of the length of the shorter segment to the segment bounded by the 2 intersecting edges (a side of the pentagon in the pentagram's center) is , as the four-colour illustration shows.


          The pentagram includes ten isosceles triangles: five acute and five obtuse isosceles triangles. In all of them, the ratio of the longer side to the shorter side is . The acute triangles are golden triangles. The obtuse isosceles triangles are golden gnomon.


          
            [image: The golden ratio in a regular pentagon can be computed using Ptolemy's theorem.]

            
              The golden ratio in a regular pentagon can be computed using Ptolemy's theorem.
            

          


          


          Ptolemy's theorem


          The golden ratio can also be confirmed by applying Ptolemy's theorem to the quadrilateral formed by removing one vertex from a regular pentagon. If the quadrilateral's long edge and diagonals are b, and short edges are a, then Ptolemy's theorem gives b2=a2+ab which yields


          
            	
              
                	[image: {b \over a}={{(1+\sqrt{5})}\over 2}\,.]

              

            

          


          



          


          Scalenity of triangles


          Consider a triangle with sides of lengths a, b, and c in decreasing order. Define the "scalenity" of the triangle to be the smaller of the two ratios a/b and b/c. The scalenity is always less than  and can be made as close as desired to .


          


          Relationship to Fibonacci sequence


          
            [image: Approximate and true golden spirals. The green spiral is made from quarter-circles tangent to the interior of each square, while the red spiral is a Golden Spiral, a special type of logarithmic spiral. Overlapping portions appear yellow. The length of the side of a larger square to the next smaller square is in the golden ratio.]

            
              Approximate and true golden spirals. The green spiral is made from quarter-circles tangent to the interior of each square, while the red spiral is a Golden Spiral, a special type of logarithmic spiral. Overlapping portions appear yellow. The length of the side of a larger square to the next smaller square is in the golden ratio.
            

          


          
            [image: A Fibonacci spiral that approximates the golden spiral, using Fibonacci sequence square sizes up to 34.]

            
              A Fibonacci spiral that approximates the golden spiral, using Fibonacci sequence square sizes up to 34.
            

          


          The mathematics of the golden ratio and of the Fibonacci sequence are intimately interconnected. The Fibonacci sequence is:


          
            	0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987, ...

          


          The explicit expression for the Fibonacci sequence involves the golden ratio:


          
            	[image: F\left(n\right) = {{\varphi^n-(1-\varphi)^n} \over {\sqrt 5}} = {{\varphi^n-(-\varphi)^{-n}} \over {\sqrt 5}}\,.]

          


          The golden ratio is the limit of the ratios of successive terms of the Fibonacci sequence (or any Fibonacci-like sequence):


          
            	[image: \lim_{n\to\infty}\frac{F(n+1)}{F(n)}=\varphi.]

          


          Therefore, if a Fibonacci number is divided by its immediate predecessor in the sequence, the quotient approximates ; e.g., 987/6101.6180327868852. These approximations are alternately lower and higher than , and converge on  as the Fibonacci numbers increase, and:


          
            	[image: \sum_{n=1}^{\infty}|F(n)\varphi-F(n+1)| = \varphi\,.]

          


          Furthermore, the successive powers of  obey the Fibonacci recurrence:


          
            	[image: \varphi^{n+1} = \varphi^n + \varphi^{n-1}\,.]

          


          This identity allows any polynomial in  to be reduced to a linear expression. For example:


          
            	[image: 3\varphi^3 - 5\varphi^2 + 4 = 3(\varphi^2 + \varphi) - 5\varphi^2 + 4 = 3[(\varphi + 1) + \varphi] - 5(\varphi + 1) + 4 = \varphi + 2 \approx 3.618\,.]

          


          


          Other properties


          The golden ratio has the simplest expression (and slowest convergence) as a continued fraction expansion of any irrational number (see Alternate forms above). It is, for that reason, one of the worst cases of the Lagrange's approximation theorem. This may be the reason angles close to the golden ratio often show up in phyllotaxis (the growth of plants).


          The defining quadratic polynomial and the conjugate relationship lead to decimal values that have their fractional part in common with :


          
            	[image: \varphi^2 = \varphi + 1 = 2.618\dots\, ]

          


          
            	[image: {1 \over \varphi} = \varphi - 1 = 0.618\dots\,.]

          


          The sequence of powers of  contains these values 0.618..., 1.0, 1.618..., 2.618...; more generally, any power of  is equal to the sum of the two immediately preceding powers:


          
            	[image: \varphi^n = \varphi^{n-1} + \varphi^{n-2} = \varphi \cdot \operatorname{F}_n + \operatorname{F}_{n-1}\,.]

          


          As a result, one can easily decompose any power of  into a multiple of  and a constant. The multiple and the constant are always adjacent Fibonacci numbers. This leads to another property of the positive powers of :


          If [image:  \lfloor n/2 - 1 \rfloor = m ], then:


          
            	[image:  \!\ \varphi^n = \varphi^{n-1} + \varphi^{n-3} + \cdots + \varphi^{n-1-2m} + \varphi^{n-2-2m}. ]

          


          When the golden ratio is used as the base of a numeral system (see Golden ratio base, sometimes dubbed phinary or -nary), every integer has a terminating representation, despite  being irrational, but every fraction has a non-terminating representation.


          The golden ratio is the fundamental unit of the algebraic number field [image: \mathbb{Q}(\sqrt{5})] and is a Pisot-Vijayaraghavan number.


          


          Decimal expansion


          The golden ratio's decimal expansion can be calculated directly from the expression


          
            	[image: \varphi = {1+\sqrt{5} \over 2},]

          


          with 5  2.2360679774997896964. The square root of 5 can be calculated with the Babylonian method, starting with an initial estimate such as x1 = 2 and iterating


          
            	[image: x_{n+1} = \frac{(x_n + 5/x_n)}{2}]

          


          for n = 1, 2, 3, ..., until the difference between xn and xn1 becomes zero, to the desired number of digits.


          The Babylonian algorithm for 5 is equivalent to Newton's method for solving the equation x25 = 0. In its more general form, Newton's method can be applied directly to any algebraic equation, including the equation x2x1 = 0 that defines the golden ratio. This gives an iteration that converges to the golden ratio itself,


          
            	[image: x_{n+1} = \frac{x_n^2 + 1}{2x_n - 1},]

          


          for an appropriate initial estimate x1 such as x1 = 1. A slightly faster method is to rewrite the equation as x11/x = 0, in which case the Newton iteration becomes


          
            	[image: x_{n+1} = \frac{x_n^2 + 2x_n}{x_n^2 + 1}.]

          


          These iterations all converge quadratically; that is, each step roughly doubles the number of correct digits. The golden ratio is therefore relatively easy to compute with arbitrary precision. The time needed to compute n digits of the golden ratio is proportional to the time needed to divide two n-digit numbers. This is considerably faster than known algorithms for the transcendental numbers  and e.


          An easily programmed alternative using only integer arithmetic is to calculate two large consecutive Fibonacci numbers and divide them. The ratio of Fibonacci numbers F25001 and F25000, each over 5000 digits, yields over 10,000 significant digits of the golden ratio.


          Millions of digits of  are available (sequence A001622 in OEIS).


          


          Pyramids


          
            [image: A regular square pyramid is determined by its medial right triangle, whose edges are the pyramid's apothem (a), semi-base (b), and height (h); the face inclination angle is also marked. Mathematical proportions b:h:a of and and are of particular interest in relation to Egyptian pyramids.]

            
              A regular square pyramid is determined by its medial right triangle, whose edges are the pyramid's apothem (a), semi-base (b), and height (h); the face inclination angle is also marked. Mathematical proportions b:h:a of [image: 1:\sqrt{\varphi}:\varphi] and [image: 3:4:5\ ] and [image: 1:4/\pi:1.61899\ ] are of particular interest in relation to Egyptian pyramids.
            

          


          Both Egyptian pyramids and those mathematical regular square pyramids that resemble them can be analyzed with respect to the golden ratio and other ratios.


          


          Mathematical pyramids and triangles


          A pyramid in which the apothem (slant height along the bisector of a face) is equal to  times the semi-base (half the base width) is sometimes called a golden pyramid. The isosceles triangle that is the face of such a pyramid can be constructed from the two halves of a diagonally split golden rectangle (of size semi-base by apothem), joining the medium-length edges to make the apothem. The height of this pyramid is [image: \sqrt{\varphi}] times the semi-base (that is, the slope of the face is [image: \sqrt{\varphi}]); the square of the height is equal to the area of a face,  times the square of the semi-base.


          The medial right triangle of this "golden" pyramid (see diagram), with sides [image: 1:\sqrt{\varphi}:\varphi] is interesting in its own right, demonstrating via the Pythagorean theorem the relationship [image: \sqrt{\varphi} = \sqrt{\varphi^2 - 1}] or [image: \varphi = \sqrt{1 + \varphi}]. This " Kepler triangle" is the only right triangle proportion with edge lengths in geometric progression, just as the 345 triangle is the only right triangle proportion with edge lengths in arithmetic progression. The angle with tangent [image: \sqrt{\varphi}] corresponds to the angle that the side of the pyramid makes with respect to the ground, 51.827... degrees (51 49' 38").


          A nearly similar pyramid shape, but with rational proportions, is described in the Rhind Mathematical Papyrus (the source of a large part of modern knowledge of ancient Egyptian mathematics), based on the 3:4:5 triangle; the face slope corresponding to the angle with tangent 4/3 is 53.13 degrees (53 degrees and 8 minutes). The slant height or apothem is 5/3 or 1.666... times the semi-base. The Rhind papyrus has another pyramid problem as well, again with rational slope (expressed as run over rise). Egyptian mathematics did not include the notion of irrational numbers, and the rational inverse slope (run/rise, mutliplied by a factor of 7 to convert to their conventional units of palms per cubit) was used in the building of pyramids.


          Another mathematical pyramid with proportions almost identical to the "golden" one is the one with perimeter equal to 2 times the height, or h:b = 4:. This triangle has a face angle of 51.854 (5151'), very close to the 51.827 of the golden triangle. This pyramid relationship corresponds to the coincidental relationship [image: \sqrt{\varphi} \approx 4/\pi].


          Egyptian pyramids very close in proportion to these mathematical pyramids are known.


          


          Egyptian pyramids


          The shapes of Egyptian pyramids include one that is remarkably close to a "golden pyramid". This is the Great Pyramid of Giza (also known as the Pyramid of Cheops or Khufu). Its slope of 51 52' is extremely close to the "golden" pyramid inclination of 51 50' and the -based pyramid inclination of 51 51'; other pyramids at Giza (Chephren, 52 20', and Mycerinus, 50 47') are also quite close. Whether the relationship to the golden ratio in these pyramids is by design or by accident remains a topic of controversy. Several other Egyptian pyramids are very close to the rational 3:4:5 shape.


          Michael Rice asserts that principal authorities on the history of Egyptian architecture have argued that the Egyptians were well acquainted with the Golden ratio and that it is part of mathematics of the Pyramids, citing Giedon (1957). He also asserts that some recent historians of science have denied that the Egyptians had any such knowledge, contending rather that its appearance in an Egyptian building is the result of chance.


          In 1859, the Pyramidologist John Taylor (1781-1864) asserted that in the Great Pyramid of Giza built around 2600 BC, the golden ratio is represented by the ratio of the length of the face (the slope height), inclined at an angle  to the ground, to half the length of the side of the square base, equivalent to the secant of the angle . The above two lengths were about 186.4 and 115.2 meters respectively. The ratio of these lengths is the golden ratio, accurate to more digits than either of the original measurements.


          Howard Vyse, according to Matila Ghyka, reported the great pyramid height 148.2 m, and half-base 116.4 m, yielding 1.6189 for the ratio of slant height to half-base, again more accurate than the data variability.


          Adding fuel to controversy over the architectural authorship of the Great Pyramid, Eric Temple Bell, mathematician and historian, asserts that Egyptian mathematics as understood in modern times, would not have supported the ability to calculate the slant height of the pyramids, or the ratio to the height, except in the case of the 3:4:5 pyramid, since the 3:4:5 triangle was the only right triangle known to the Egyptians, and they did not know the Pythagorean theorem nor any way to reason about irrationals such as  or .


          


          Disputed sightings of the golden ratio


          Examples of disputed observations of the golden ratio include the following:


          
            	Historian John Man states that the pages of the Gutenberg Bible were "based on the golden section shape". However, according to Man's own measurements, the ratio of height to width was 1.45.

          


          
            	In 1991, Jean-Claude Perez proposed a connection between DNA base sequences and gene sequences and the golden ratio . Another such connection, between the Fibonacci numbers and golden ratio and Chargaff's second rule concerning the proportions of nucleobases in the human genome, was proposed in 2007.

          


          
            [image: The sculpture Ratio by Andrew Rogers in Jerusalem is proportioned according to Fibonacci numbers; some call it Golden Ratio.]

            
              The sculpture Ratio by Andrew Rogers in Jerusalem is proportioned according to Fibonacci numbers; some call it Golden Ratio.
            

          


          
            	Australian sculptor Andrew Rogers's 50-ton stone and gold sculpture entitled Ratio, installed outdoors in Jerusalem. Despite the sculpture's sometimes being referred to as "Golden Ratio," it is not proportioned according to the golden ratio, and the sculptor does not call it that: the height of each stack of stones, beginning from either end and moving toward the centre, is the beginning of the Fibonacci sequence: 1, 1, 2, 3, 5, 8. His sculpture Ascend in Sri Lanka, also in his Rhythms of Life series, is similarly constructed, with heights 1, 1, 2, 3, 5, 8, 13, but no descending side.

          


          
            	It is sometimes claimed that the number of bees in a beehive divided by the number of drones yields the golden ratio. In reality, the proportion of drones in a beehive varies greatly by beehive, by bee race, by season, and by beehive health status; the ratio is normally much greater than the golden ratio (usually close to 20:1 in healthy colonies). This misunderstanding may arise because in theory bees have approximately this ratio of male to female ancestors (See The Bee Ancestry Code) - the caveat being that ancestry can trace back to the same drone by more than one route, so the actual numbers of bees do not need to match the formula.

          


          
            	Some specific proportions in the bodies of many animals (including humans) and parts of the shells of mollusks and cephalopods are often claimed to be in the golden ratio. There is actually a large variation in the real measures of these elements in a specific individual and the proportion in question is often significantly different from the golden ratio. The ratio of successive phalangeal bones of the digits and the metacarpal bone has been said to approximate the golden ratio. The Nautilus shell, whose construction proceeds in a logarithmic spiral, is often cited, usually under the idea that any logarithmic spiral is related to the golden ratio, but sometimes with the claim that each new chamber is proportioned by the golden ratio relative to the previous one.


            	The proportions of different plant components (numbers of leaves to branches, diameters of geometrical figures inside flowers) are often claimed to show the golden ratio proportion in several species. In practice, there are significant variations between individuals, seasonal variations, and age variations in these species. While the golden ratio may be found in some proportions in some individuals at particular times in their life cycles, there is no consistent ratio in their proportions.

          


          
            	In investing, some practitioners of technical analysis use the golden ratio to indicate support of a price level, or resistance to price increases, of a stock or commodity; after significant price changes up or down, new support and resistance levels are supposedly found at or near prices related to the starting price via the golden ratio. The use of the golden ratio in investing is also related to more complicated patterns described by Fibonacci numbers; see, e.g. Elliott wave principle. However, other market analysts have published analyses suggesting that these percentages and patterns are not supported by the data.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Actinopterygii

                  


                  
                    	Order:

                    	Cypriniformes

                  


                  
                    	Family:

                    	Cyprinidae

                  


                  
                    	Genus:

                    	Carassius

                  


                  
                    	Species:

                    	C. auratus

                  


                  
                    	Subspecies:

                    	C. a. auratus/C. a. gibelio

                  

                

              
            


            
              	Trinomial name
            


            
              	Carassius auratus auratus

              (Linnaeus, 1758)
            

          


          The goldfish, Carassius auratus, was one of the earliest fish to be domesticated, and is still one of the most commonly kept aquarium fish and water garden fish. A relatively small member of the carp family, the goldfish is a domesticated version of a dark-gray/brown carp native to East Asia. It was first domesticated in China and introduced to Europe in the late 17th century.


          Goldfish can grow to a maximum length of 23 inches (59cm) and a maximum weight of 9.9pounds (4.5kg), although this is rare; few goldfish reach even half this size. The oldest recorded goldfish lived to 49 years, but most household goldfish generally live only six to eight years, due to being kept in bowls. The collective noun for a group of goldfish is a "troubling".


          


          History


          During the Tang Dynasty, it was popular to dam carp in ponds. As the result of a dominant genetic mutation, some of these carp displayed gold (actually yellowish orange) rather than silver coloration. People began to breed the gold variety instead of the silver variety, and began to display them in small containers. The fish were not kept in the containers permanently, but would be kept in a larger body of water, such as a pond, and only for special occasions at which guests were expected would they be moved to the much smaller container.


          In 1162, the Empress of the Song Dynasty ordered the construction of a pond to collect the red and gold variety of those carp. By this time, people outside the imperial family were forbidden to keep goldfish of the gold (yellow) variety, yellow being the imperial colour. This is probably the reason why there are more orange goldfish than yellow goldfish, even though the latter are genetically easier to breed.


          The occurrence of other colors was first recorded in 1276. The first occurrence of fancy tailed goldfish was recorded in the Ming dynasty. In 1502, goldfish were introduced to Japan, where the Ryukin and Tosakin varieties were developed.


          In 1611, goldfish were introduced to Portugal and from there to other parts of Europe. Goldfish were first introduced to North America around 1850 and quickly became popular in the United States.


          


          Description


          The longest goldfish was measured at 47.4 cm (18.7 in) from snout to tail-fin end on March 24, 2003 in Hapert, The Netherlands. It was owned by Joris Gijsbers.


          The longest fancy goldfish was measured at 37.2 cm (15 in) in 2002. It was an oranda called Bruce and was owned by Tung Hoi Aquarium Co. owners brothers Louis and Jackie Chan. Bruce has since died but not after attaining an additional 2.8 cm, making Bruce's length in excess of 40 cm.


          


          Varieties


          
            [image: A Comet Goldfish]

            
              A Comet Goldfish
            

          


          Selective breeding over centuries has produced several colour variations, some of them far removed from the "golden" color of the originally domesticated fish. Goldfish may also lose their "golden" color, or rather any goldfish color, by varying the spectrum in which the goldfish is kept under, which causes the scales to gradually change colour (i.e. black to orange). There are also different body shapes, fin and eye configurations. Some extreme versions of the goldfish need to be kept in an aquarium  they are much less hardy than varieties closer to the "wild" original. However, some variations are hardier, such as the Shubunkin.


          
            [image: A crucian carp carrying a mutation for yellow pigment. Some of the first goldfish may have looked like this.]

            
              A crucian carp carrying a mutation for yellow pigment. Some of the first goldfish may have looked like this.
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              A comet goldfish. One of the most common varieties.
            

          


          The main goldfish varieties are: Black Moor, Bubble eye, Butterfly tail, Calico, Celestial eye, Comet, Common, Fantail, Lionchu, Lionhead, Oranda, Panda Moor, Pearlscale, Pompom, Ranchu, Ryukin, Shubunkin, Telescope eye, Veiltail


          


          Chinese classification


          In Chinese goldfish keeping, goldfish are classified into 4 main types, which are not commonly used in the west.


          
            	Dragon eye - goldfish with extended eyes, e.g. Black Moor, Bubble Eye, and telescope eye


            	Egg - goldfish without a dorsal fin. E.g. lionhead (a bubble eye without a dorsal fin belongs to this group)


            	Wen - goldfish with dorsal fin and a fancy tail. e.g. veiltail ("wen" is also the name of the characteristic headgrowth on such strains as oranda and lionhead)


            	Ce (may also be called "grass") - goldfish without anything fancy. This is the type that is usually used in Japanese carnivals, especially for "goldfish scoops".


            	Jikin and wakin - goldfish with double tails, but with the body shapes of comets.

          


          


          Rare varieties


          
            	Tosakin or curly fantail goldfish


            	Jikin or peacock tail goldfish


            	Tamasaba or sabao


            	Meteor goldfish


            	Egg-fish goldfish


            	Curled-gill goldfish or reversed-gill goldfish


            	Mirror-scale goldfish

          


          


          New varieties


          
            	Azuma nishiki - a nacreous-colored oranda


            	Muse - a cross between a tosakin and an azuma nishiki with black eyes and white translucent scales


            	Pandora bubble eye - a cross between a bubble eye and willow


            	Aurora - a cross between a shubunkin and an azuma nishiki or between a calico jikin and a tosakin


            	Umagyo - a cross between a calico and an comet with spotted scales and a fork tail fin


            	Willow - a long and willowy telescope-eyed comet or shubunkin


            	Dragon eye ranchu or squid ranchu - a telescope eyed ranchu variety


            	Kintama - a cross between a black moor and an bubble eye


            	Singachu or sakura singachu - a ranchu variant

          


          


          Revived varieties


          
            	Osaka ranchu - a ranchu relative


            	Izumo nankin - a ranchu-like variety

          


          


          In ponds


          Goldfish are popular pond fish, since they are small, inexpensive, colourful, and very hardy. In a pond, they may even survive if brief periods of ice form on the surface, as long as there is enough oxygen remaining in the water and the pond does not freeze solid.


          Common goldfish, London and Bristol shubunkins, jikin, wakin, comet and sometimes fantail can be kept in a pond all year round in temperate and subtropical climates. Moor, veiltail, oranda and lionhead are only safe in the summer.


          Small to large ponds are fine though the depth should be at least 80 cm (30 in) to avoid freezing. During winter, goldfish will become sluggish, stop eating, and often stay on the bottom of the pond. This is completely normal; they will become active again in the spring. A filter is important to clear waste and keep the pond clean. Plants are essential as they act as part of the filtration system, as well as a food source for the fish. Plants are furthermore beneficial since they raise oxygen levels in the water.


          Compatible fish include rudd, tench, orfe and koi, but the latter will require specialized care. Ramshorn snails are helpful by eating any algae that grows in the pond. It is of great importance to introduce fish that will consume excess goldfish eggs in the pond, such as orfe. Without some form of population control, goldfish ponds can easily become overstocked. Koi may also interbreed to produce a sterile new fish.



          


          In aquaria


          The goldfish is usually classified as a coldwater fish, and it can live in an unheated aquarium. Like most carp, goldfish produce a large amount of waste both in their feces and through their gills, releasing harmful chemicals into the water. This also happens because goldfish, like other cyprinids, lack a stomach and only have an intestinal tract, and thus cannot digest an excess of proteins, unlike most tropical fish. Build-up of this waste to toxic levels can occur in a relatively short period of time, which is often the cause of a fish's sudden death. It may be the amount of water surface area, not the water volume, that decides how many goldfish may live in a container, because this determines how much oxygen diffuses and dissolves from the air into the water; one square foot of water surface area for every inch of goldfish length (370 cm/cm). If the water is being further aerated by way of water pump, filter or fountain, more goldfish may be kept in the container.


          Goldfish may be coldwater fish, but this does not mean they can tolerate rapid changes in temperature. The sudden shift in temperature that comes at night, for example in an office building where a goldfish might be kept in a small office tank, could kill them, especially in winter. Temperatures under about 10 C (50 F) are dangerous to goldfish. Conversely, temperatures over 25 C (77 F) can be extremely damaging for goldfish (this is the main reason why they shouldn't be kept in tropical tanks).


          The popular image of a goldfish in a small fishbowl is an enduring one. However, some countries have banned the sale of bowls of that type under animal rights legislation due to the risk of stunting, deoxygenation and ammonia/nitrite poisoning in such a small environment.


          The supposed reputation of goldfish dying quickly is often due to poor care amongst uninformed buyers looking for a cheap pet. The true lifespan of a well-cared-for goldfish in captivity can extend beyond 10 years.


          Goldfish, like all fish that are kept as pets, do not like to be petted. In fact, touching a goldfish can be quite dangerous to its health, as it can cause the protective slime coat to be damaged or removed, which opens the fishs skin up to infection from bacteria or parasites in the water.


          Fancy goldfish are unlikely to survive for long in the wild as they are handicapped by their bright fin colors; however it is not beyond the bounds of possibility that such a fish, especially the more hardy varieties such as the Shubunkin, could survive long enough to breed with its wild cousins. Common and comet goldfish can survive, and even thrive, in any climate in which a pond for them can be created. Introduction of wild goldfish can cause problems for native species. Within three breeding generations, the vast majority of the goldfish spawn will have reverted to their natural olive colour. Since they are carp, goldfish are also capable of breeding with certain other species of carp and creating hybrid species.


          Research by Dr. Yoshiichi Matsui, a professor of fish culture at Kinki University in Japan, suggests that there are subtle differences which demonstrate that while the crucian carp is the ancestor of the goldfish, they have sufficiently diverged to be considered separate species.


          If left in the dark for a period of time, a goldfish will turn almost gray. Goldfish have pigment production in response to light, which is almost like our tanning in the sun. Fish have cells called chromatophores that produce pigments which reflects light, and gives colouration. The colour of a goldfish is determined by which pigments are in the cells, how many pigments molecules there are, and whether the pigment is grouped inside the cell or is spaced throughout the cytoplasm. So if a goldfish is kept in the dark it will appear lighter in the morning, and over a long period of time will lose its colour.


          


          Feeding


          Like most fish, goldfish are opportunistic feeders. When an excess of food is offered, they will produce more waste and feces, partly due to incomplete digestion of protein. Overfed fish can sometimes be recognized by feces trailing from their cloaca. Goldfish need only be fed as much food as they can consume in one to two minutes, and no more than three times a day. Extreme overfeeding can be fatal, typically by bursting of the intestines. This happens most often with selectively bred goldfish, which have a convoluted intestinal tract as opposed to a straight one in common goldfish. Novice fishkeepers who have newly purchased ryukin, fantail, oranda, lionhead or other fancy goldfish will need to watch their fish carefully for a few days, as it is important to know how much the goldfish will eat in a couple minutes of time. They also die without eating in 4-8 days.


          Special goldfish food has a lower protein and higher carbohydrate content. It is sold in two consistencies - flakes that float at the top of the aquarium, and pellets that sink slowly to the bottom.


          Goldfish enthusiasts will supplement this diet with shelled peas (with outer skins removed), blanched green leafy vegetables, and bloodworms. Young goldfish also benefit from the addition of brine shrimp to their diet. As with all animals, individual goldfish will display varied food preferences. In any case, it is better to feed them a variety of foods listed above.


          


          Memory


          Research by the School of Psychology at the University of Plymouth in 2003 demonstrated that goldfish have a memory-span of at least three months and can distinguish between different shapes, colors and sounds. They were trained to push a lever to earn a food reward; when the lever was fixed to work only for an hour a day, the fish soon learned to activate it at the correct time. The Mythbusters tested the myth that goldfish only had a memory span of 3 seconds. The Mythbusters were also able to prove that goldfish had a longer memory span than commonly believed. This was done by making goldfish go through a maze over a period of time. It was evident that they were able to remember the way and that they therefore had a memory span of over three seconds.


          


          Behaviour


          
            [image: A bubble eye goldfish]

            
              A bubble eye goldfish
            

          


          Behaviour can vary widely both because goldfish are housed in a variety of environments, and because their behaviour can be conditioned by their owners.


          Scientific studies done on the matter have shown that goldfish have strong associative learning abilities, as well as social learning skills. In addition, their strong visual acuity allows them to distinguish between different humans. It is quite possible that owners will notice the fish react favorably to them (swimming to the front of the glass, swimming rapidly around the tank, and going to the surface mouthing for food) while hiding when other people approach the tank. Over time, goldfish should learn to associate their owners and other humans with food, often begging for food whenever their owners approach. Auditory responses from a blind goldfish proved that it recognized one particular family member and a friend by voice, or vibration of sound. This behaviour was remarkable because it showed that the fish recognized the vocal vibration or sound of two people specifically out of seven in the house.


          Goldfish also display a range of social behaviours. When new fish are introduced to the tank, aggressive "bully-like" social behaviours may sometimes be seen, such as chasing the new fish, or fin nipping. These usually stop within a few days. Fish that have been living together are often seen displaying schooling behaviour, as well as displaying the same types of feeding behaviours. Goldfish may display similar behaviours when responding to their reflections in a mirror.


          Goldfish that have constant visual contact with humans also seem to stop associating them as a threat. After being kept in a tank for several weeks, sometimes months, it becomes possible to feed a goldfish by hand without it reacting in a frightened manner. Some goldfish have been trained to swim through mazes, push a ball through a hoop, or even swim in a synchronized routine by their owners.


          Goldfish have behaviours, both as groups and as individuals that stem from native carp behaviour. They are a generalist species with varied feeding, breeding, and predator avoidance behaviors that contribute to their success in the environment. As fish they can be described as friendly towards each other, very rarely will a goldfish harm another goldfish, nor do the males harm the females during breeding. The only real threat that goldfish present to each other is in food competition. Commons, comets, and other faster varieties can easily eat all the food during a feeding before fancy varieties can reach it. This can be a problem that leads to stunted growth or possible starvation of fancier varieties when they are kept in a pond with their single-tailed brethren. As a result, when mixing breeds in an aquarium environment, care should be taken to combine only breeds with similar body type and swim characteristics.


          


          Native environment


          Goldfish natively live in ponds, and other still or slow moving bodies of water in depths up to 20 m (65 ft). Their native climate is subtropical to tropical and they live in freshwater with a pH of 6.08.0,preferably a pH of 7.5, a water hardness of 5.019.0 dGH, and a temperature range of 40 to 90* F (4 to 41 C) although they will not survive long at the higher temperatures. They are considered ill-suited even to live in a heated tropical fish tank, as they are used to the greater amount of oxygen in unheated tanks, and some believe that the heat burns them. However, goldfish have been observed living for centuries in outdoor ponds in which the temperature often spikes above 86 F (30 C). When found in nature, the goldfish are actually an olive green colour.


          In the wild, the diet consists of crustaceans, insects, and various plants.


          While it is true that goldfish can survive in a fairly wide temperature range, the optimal range for indoor fish is 68 to 75 F (20 to 23 C). Pet goldfish, as with many other fish, will usually eat more food than it needs if given, which can lead to fatal intestinal blockage. They are omnivorous and do best with a wide variety of fresh vegetables and fruit to supplement a flake or pellet diet staple.


          Sudden changes in water temperature can be fatal to any fish, including the goldfish. When transferring a store-bought goldfish to a pond or a tank, the temperature in the storage container should be equalized by leaving it in the destination container for at least 30 minutes before releasing the goldfish. In addition, some temperature changes might simply be too great for even the hardy goldfish to adjust to. For example, buying a goldfish in a store, where the water might be 70 F (approximately 21 C), and hoping to release it into your garden pond at 40 F (4 C) will probably result in the death of the goldfish, even if you use the slow immersion method just described. A goldfish will need a lot more time, perhaps days or weeks, to adjust to such a different temperature.


          Because goldfish like to eat live plants, the presence of goldfish in a planted aquarium can be quite a problem. Only a few aquarium plant species can survive in a tank with goldfish, for example the Cryptocoryne and Anubias species, but they require special attention to ensure they are not uprooted. Artificial plants made of plastic are often more durable, but might irritate or harm a fish's skin if it comes in contact with the plants. Artificial plants made of silk are a reasonable alternative.


          


          Breeding
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          Goldfish, like all cyprinids, lay eggs. They produce adhesive eggs that attach to aquatic vegetation. The eggs hatch within 48 to 72 hours, releasing fry large enough to be described as appearing like an eyelash with two eyeballs. Within a week or so, the fry begin to look more like a goldfish in shape, although it can take as much as a year before they develop a mature goldfish colour; until then they are a metallic brown like their wild ancestors. In their first weeks of existence, the fry grow remarkably fast - an adaptation born of the high risk of getting devoured by the adult goldfish (or other fish and insects) in their environment.


          Some scientists believe goldfish can only grow to sexual maturity if given enough water and the right nutrition. However, if kept well, they may breed indoors, but not in a small fishbowl. Breeding usually happens after a significant change in temperature, often in spring. Eggs should then be separated into another tank, as the parents will likely eat any of their young that they happen upon. Dense plants such as Cabomba or Elodea or a spawning mop are used to catch the eggs.


          Most goldfish can and will breed if left to themselves, particularly in pond settings. Males chase the females around, bumping and nudging them in order to prompt the females to release her eggs, which the males then fertilize. Due to the strange shapes of some extreme modern bred goldfish, certain types can no longer breed among themselves. In these cases, a method of artificial breeding is used called hand stripping. This method keeps the breed going, but can be dangerous and harmful to the fish if not done correctly.


          Like some other popular aquarium fish, such as the guppy, goldfish, and other carp are frequently added to stagnant bodies of water in order to reduce the mosquito populations in some parts of the world, especially to prevent the spread of West Nile Virus, which relies on mosquitoes to migrate. However, the introduction of goldfish has often had negative consequences for local ecosystems. As a result, goldfish are considered a pest in many countries, including the USA.


          


          Controversy


          Although edible, goldfish are rarely eaten except in certain countries. A fad among North American college students for many years was swallowing goldfish as a stunt and as an initiation process for fraternities. The first recorded instance was in 1939 at Harvard University. The practice gradually fell out of popularity over the course of several decades and is now rare.


          In the Belgian city of Geraardsbergen an annual festival is held where the medieval tradition of swallowing a small fish swimming in a cup of wine still survives. There have been a couple of court cases in the last decade but the tradition seems to survive nonetheless. The fish used is often a goldfish because of its size and price.
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              Goldfish being scooped up.
            

          


          In many countries, the operators of carnivals and fairs commonly give goldfish away in plastic bags as prizes for winning games. In the United Kingdom, the government proposed banning this practice as part of its Animal Welfare Bill, though this has since been amended to only prevent goldfish being given as prizes to unaccompanied minors. Rome, Italy, passed a law in late 2005, which banned the use of goldfish or other animals as carnival prizes. Rome has also banned the keeping of goldfish in goldfish bowls, on the premise that it is cruel for a fish to live in such a small space.


          In the UK, the Animal Welfare Act 2006 prohibits deliberate and unnecessary suffering to animals, but contrary to widespread belief, it does not explicitly outlaw the feeding of live feeder fish such as goldfish to other fish. However, it does prohibit introducing two animals for the purpose of fighting, wrestling or baiting. Nonetheless, the assumption is that a legal case could be made to class the use of feeder fish as a "fight" and though as-yet untried in the courts, the risk of such a prosecution has led many retailers and hobbyists simply to treat the use of feeder fish in the UK as illegal.
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              	Gold(III) chloride
            


            
              	IUPAC name

              	Gold(III) chloride
            


            
              	Other names

              	Auric chloride

              Gold trichloride
            


            
              	Identifiers
            


            
              	CAS number

              	[13453-07-1]
            


            
              	RTECS number

              	MD5420000 (anhydrous)
            


            
              	Properties
            


            
              	Molecular formula

              	AuCl3

              (exists as Au2Cl6)
            


            
              	Molar mass

              	303.325 g/mol (anhydrous)
            


            
              	Appearance

              	Red crystalline solid
            


            
              	Density

              	3.9 g/cm3 (solid)
            


            
              	Melting point

              	
                254 C (527 K)

                (decomposes)

              
            


            
              	Solubility in water

              	68 g/100 ml (cold)
            


            
              	Structure
            


            
              	Crystal structure

              	monoclinic
            


            
              	Coordination

              geometry

              	Square planar
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	Main hazards

              	Irritant
            


            
              	R-phrases

              	R36/37/38
            


            
              	S-phrases

              	Template:S26-36
            


            
              	Related compounds
            


            
              	Other anions

              	Gold(III) fluoride

              Gold(III) bromide
            


            
              	Other cations

              	Gold(I) chloride

              Silver(I) chloride

              Platinum(II) chloride

              Mercury(II) chloride
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox references
            

          


          Gold(III) chloride, traditionally called auric chloride, is the compounds with the formula Au Cl3. The Roman numerals in the name indicate that the gold has an oxidation state of +3, which is common for gold in its compounds. The other chloride of gold(I) chloride (AuCl), which is less stable than AuCl3. Also, chloroauric acid, HAuCl4), the product formed when gold dissolves in aqua regia, is sometimes referred to as "gold chloride", "acid gold trichloride" or even "gold(III) chloride trihydrate."


          Gold(III) chloride is very hygroscopic and highly soluble in water and ethanol. It decomposes above 160 C or in light.


          


          Structure


          [image: ]


          AuCl3 exists as a dimer both as a solid and as a vapour at low temperatures; the bromide AuBr3 follows the same pattern. Each Au centre is square planar, a similar structure to iodine(III) chloride. The bonding in AuCl3 is mainly covalent, reflecting the high oxidation state and relatively high electronegativity (for a metal) of gold.


          


          Properties and inorganic chemistry


          Anhydrous AuCl3 begins to decompose to AuCl at around 160 C; however, which in turn undergoes disproportionation at higher temperatures to give gold metal and AuCl3.


          
            	AuCl3  AuCl + Cl2 (>160 C)

          


          
            	3 AuCl  AuCl3 + 2 Au (>420 C)

          


          AuCl3 is Lewis acidic and readily forms complexes. For example with hydrochloric acid, chloroauric acid (HAuCl4) is formed:


          
            	HCl + AuCl3(aq)  H+AuCl4

          


          Other chloride sources, such as KCl, also convert AuCl3 into AuCl4. Aqueous solutions of AuCl3 react with aqueous base such as sodium hydroxide to form a precipitate of Au(OH)3, which will dissolve in excess NaOH to form sodium aurate (NaAuO2). If gently heated, Au(OH)3 decomposes to gold(III) oxide, Au2O3, and then to gold metal.


          Gold(III) chloride is the starting point for the synthesis of many other gold compounds, for example the water-soluble cyanide complex KAu(CN)4:


          
            	AuCl3 + 4 KCN  KAu(CN)4 + 3 KCl

          


          


          Preparation


          Gold(III) chloride is most often prepared by direct chlorination of the metal at high temperatures:


          
            	2 Au + 3 Cl2  2 AuCl3

          


          Another method of preparation is the reaction in which solid gold is placed in a solution of aqua regia.


          


          Applications in organic synthesis


          Gold(III) salts, especially NaAuCl4 (prepared from AuCl3 + NaCl), provide a non-toxic alternative to mercury(II) salts as catalysts for alkyne reactions. An illustrative reaction is the hydration of terminal alkynes to produce methyl ketones:


          [image: ]


          The reaction undergoes a complex rearrangement that leading to a new aromatic ring.


          
            Retrieved from " http://en.wikipedia.org/wiki/Gold(III)_chloride"
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        Gold standard


        
          

          The gold standard is a monetary system in which a region's common media of exchange are paper notes which receive substantial premia because they are normally freely convertible into fixed quantities of gold. Under a gold standard, money issuers normally stand willing to redeem their notes, upon demand, for pre-set, intertemporally constant, fixed amounts of gold. The gold standard is not currently used by any government, having been replaced completely by fiat currency, and private currencies backed by gold are rare.


          Gold standards should not be confused with their historical predecessor, "gold-coin standards," wherein taxes are payable in either gold coins or overvalued, government-minted, less expensive, coins.


          The main purpose of either government money system has historically been to provide seigniorage, or money-creation profit, to governmental leaders in order to provide them with general purchasing power during emergencies, especially those leaders who are legislatively constrained and therefore unable to raise taxes in order to execute the defense commitments that are required for the survival of their states (Thompson, 1974.)


          Gold standards replaced gold-coin standards in the 17th-19th centuries in the West as the extent of defensive warfare expanded to where the gold-coin standards were no longer sufficient to the task. A similar history generated a gold standard in China from the 9th through the early 17th century.


          


          Early gold-coin standards


          
            [image: Gold coin of Alexander the Great, ca. 330 BC]

            
              Gold coin of Alexander the Great, ca. 330 BC
            

          


          Government-minted gold and silver coins were first were used in ancient Lydia in the late 7th century B.C. The burgeoning democratic city-states of Classical Greece soon thereafter introduced similar gold-coin standards, which rapidly spread Westward to most of the city-states republics, including Rome. In the heyday of the Athenian empire, the city's silver tetradrachm was the first coin to achieve "international standard" status in Mediterranean trade. Silver remained the most common monetary metal used in ordinary transactions until the 20th century.


          
            [image: Aureus minted in 193 by Septimius Severus]

            
              Aureus minted in 193 by Septimius Severus
            

          


          The Persian Empire collected taxes in gold and minted its own gold coin, known in the West as the ό, dareikos in Greek, or daricus in Latin. When Persia was conquered by Alexander the Great, this gold became the basis for the gold coinage of Alexander's Macedon empire and those of his Diadochi. The vast gold hoard of the Persian kings was put into monetary circulation, triggering the first known "worldwide" inflation event.


          
            [image: Solidus of Justinian II, ca. 705]

            
              Solidus of Justinian II, ca. 705
            

          


          Ancient Rome minted two important gold coins: the aureus, which was ~7 grams of gold alloyed with silver, and the smaller solidus, which weighed 4.4 grams, of which 4.2 was gold. Roman and Byzantine coins were frequently alloyed with other metals of much lower value to create the seigniorage necessary for a rational system of government money.


          After the Roman Emperor Gallienus, who ruled from 253 to 268 introduced a monetary reform in which surface-overvalued coins were no longer accepted for tax payments, war inflation became symptomatic of the Empire's new and fatal flaw. For the surface overvaluation of an emergency coinage would soon degenerate to where the coinage simply traded for its metallic value, thereby eliminating the ability of the senate-constrained government to collect seigniorage at critical times. Remarkably, the flaw was not repaired until after the fall of the Empire and the times of Justinian in the East and Theodoric the Great, the first of the Germanic (Ostrogothic) emperors in the West.


          The dinar and dirham were gold and silver coins, respectively, originally minted by the Persians. The Caliphates in the Islamic world adopted these coins, starting with Caliph Abd al-Malik (685705).


          
            [image: Sequin (Venetian ducat), 1382]

            
              Sequin (Venetian ducat), 1382
            

          


          In 1284 the Republic of Venice coined the ducat, its first solid gold coin. Other coins, the florin, noble, grosh, złoty, and guinea, were also introduced at this time by other European states to facilitate growing trade.


          Beginning with the conquest of the Aztec and Inca Empires, Spain had access to stocks of new gold for coinage in addition to silver. The wide availability of milled and cob gold coins made it possible for the West Indies to make gold the only legal tender in 1704. The circulation of Spanish coins was later to create the unit of account for the United States, the "dollar", based on the Spanish silver real, and Philadelphia's currency market was to trade in Spanish colonial coins.


          


          Establishment of the international gold standard


          When Germany became a unified country following the Franco-Prussian War; it established the mark. Rapidly most other nations followed suit. Gold became a transportable, universal and stable unit of valuation, and the world's dominant economy, the United Kingdom, had a longstanding commitment to the gold standard. See Globalization.


          


          Dates of adoption of a gold standard


          
            	1695: United Kingdom at 1 to 113 grains (7.32g) of gold.


            	1818: Netherlands at 1 guilder to 0.60561g gold


            	1854: Portugal at 1000 ris to 1.62585g gold


            	1871: Germany at 2790 Goldmarks to 1kg gold


            	1873: Latin Monetary Union (Belgium, Italy, Switzerland, France) at 31 francs to 9g gold


            	1873: United States de facto at 20.67 dollars to 1 troy oz


            	1875: Scandinavian monetary union: (Denmark, Norway and Sweden) at 2480 kroner to 1kg gold


            	1876: France internally


            	1876: Spain at 31 pesetas to 9g gold


            	1878: Finland at 31 marks to 9g gold


            	1879: Austria (see Austrian florin and Austrian crown)


            	1893: Russia at 31 roubles to 24g gold


            	1897: Japan at 1 yen to 1.5g gold


            	1898: India (see Indian rupee)


            	1900: United States de jure.

          


          Throughout the post-Civil War decade of the 1870s deflationary and depressionary economics created periodic demands for silver currency. However, such attempts generally failed, and continued the general pressure towards a gold standard. By 1879, only gold coins were accepted through the Latin Monetary Union, composed of France, Italy, Belgium, Switzerland and later Greece, even though silver was, in theory, a circulating medium.


          


          Gold standard from peak to crisis (19011932)


          


          Suspending gold payments to fund the war


          As in previous major wars under its gold standard, the British government suspended the convertibility of Bank of England notes to gold in 1914 to fund military operations during World War I. By the end of the war Britain was on a series of fiat currency regulations, which monetized Postal Money Orders and Treasury Notes. The government later called these notes banknotes, which are different from US Treasury notes. The United States government took similar measures. After the war, Germany, having lost much of its gold in reparations, could no longer coin gold "Reichsmarks" and moved to paper currency, although the Weimar Republic later introduced the " rentenmark" and later the gold-backed reichsmark in an effort to control hyperinflation.


          Also as in previous major wars under the gold standard, the UK was returned to the gold standard in 1925, by a somewhat reluctant Winston Churchill. Although a higher gold price and significant inflation had followed the wartime suspension, Churchill similarly followed tradition by resuming conversion payments at the pre-war gold price. For five years prior to 1925 the gold price was managed downward to the pre-war level, causing deflation throughout those countries of the British Empire and Commonwealth using the Pound Sterling. But the rise in demand for gold for conversion payments that followed the similar European resumptions from 1925 to 1928 meant a further rise in demand for gold relative to goods and therefore the need for a lower price of goods because of the fixed rate of conversion from money to goods. Because of these price declines and predicatable depressionary effects, the British government finally abandoned the standard September 20, 1931. Sweden abandoned the gold standard in October 1931; and other European nations soon followed. Even the U.S. government, which possessed most of the world's gold, moved to cushion the effects of the Great Depression by raising the official price of gold (from about $20 to $35 per ounce) and thereby substantially raising the equilibrium price level in 1933-4.


          


          Depression and World War II


          


          British hesitate to return to gold standard


          During the 19391942 period, the UK depleted much of its gold stock in purchases of munitions and weaponry on a " cash and carry" basis from the U.S. and other nations. This depletion of the UK's reserve convinced Winston Churchill of the impracticality of returning to a pre-war style gold standard. John Maynard Keynes, who had argued against such a gold standard, became increasingly influential. Nevertheless, his theories were rejected in 1944 Bretton Woods Agreement, which established the IMF and an international gold standard based on convertibility of the various national currencies into a U.S. dollar that was in turn convertible into gold.


          


          Post-war international gold standard (19461971)


          


          Advantages


          
            [image: Without a gold standard, governments can print as much money as they want, destroying wealth through inflation. A German woman in 1924 feeding a stove with currency notes, which burn longer than the amount of firewood they can buy.]

            
              Without a gold standard, governments can print as much money as they want, destroying wealth through inflation. A German woman in 1924 feeding a stove with currency notes, which burn longer than the amount of firewood they can buy.
            

          


          The history of money consists of three phases: commodity money, in which actual valuable objects are bartered; then representative money, in which paper notes (often called 'certificates') are used to represent real commodities stored elsewhere; and finally fiat money, in which paper notes are backed only by use of' "lawful force and legal tender laws" of the government, in particular by its acceptability for payments of debts to the government (usually taxes).


          Commodity money is inconvenient to store and transport and is subject to hoarding. It also does not allow the government to control or regulate the flow of commerce within their dominion with the same ease that a standardized currency does. As such, commodity money gave way to representative money, and gold and other specie were retained as its backing.


          Gold was a common form of representative money due to its rarity, durability, divisibility, fungibility, and ease of identification, often in conjunction with silver. Silver was typically the main circulating medium, with gold as the metal of monetary reserve. The primary advantage of gold or silver backed currency is it self regulates. Therefore there is no government tinkering with the boom and bust cycles that accompany fiat-based currency.


          The Gold Standard variously specified how the gold backing would be implemented, including the amount of specie per currency unit. The currency itself is just paper and so has no innate value, but is accepted by traders because it can be redeemed any time for the equivalent specie. A US silver certificate, for example, could be redeemed for an actual piece of silver.


          Representative money and the Gold Standard protect citizens from hyperinflation and other abuses of monetary policy, as were seen in some countries during the Great Depression. However, they were not without their problems and critics, and so were partially abandoned via the international adoption of the Bretton Woods System. That system eventually collapsed in 1971, at which time all nations had switched to full fiat money.


          Former US Federal Reserve Chairman Alan Greenspan once argued, before the advent of monetarism, that


          
            "under the gold standard, a free banking system stands as the protector of an economy's stability and balanced growth... The abandonment of the gold standard made it possible for the welfare statists to use the banking system as a means to an unlimited expansion of credit... In the absence of the gold standard, there is no way to protect savings from confiscation through inflation."

          


          


          Disadvantages and Rebuttals


          
            	The total amount of gold that has ever been mined has been estimated at around 142,000 tons. Assuming a gold price of US$1,000 per ounce, or $32,500 per kilogram, the total value of all the gold ever mined would be around $4 trillion. This is less than the value of circulating money in the U.S. alone, where more than $7.6 trillion is in circulation or in deposit (although international banking currently practices fractional reserves). Therefore, a return to the gold standard would result in a significant increase in the current value of gold, which may limit its use in current applications. For example, instead of using the ratio of $1,000 per ounce, the ratio can be defined as $2,000 per ounce (or $1,000 per 1/2 ounce) effectively raising the value of gold to $8 trillion dollars. Gold standard advocates consider this to be an acceptable and necessary risk.


            	Fluctuations in the amount of gold that is mined could cause inflation, if there is an increase, or deflation if there is a decrease. Some hold the view that this contributed to the Great Depression.

              
                	However, the rate of inflation/deflation was much lower under the gold standard than under the current fiat monetary systems. For example, despite the huge quantities of gold mined during the gold rushes in California and Australia between 1850 and 1855, inflation in wholesale prices only reached 5% - which is not uncommon with fiat currencies. It has been suggested than an increased value in gold has traditionally resulted in increased mining, including in places that would have been previously uneconomical, whereas decreased value resulted in reduced mining. It has been argued that this automatic adjustment in the growth of the money supply makes gold even more appealing over fiat currencies. Finally, the money supply grew twice as much as it did during World War I.

              

            


            	It is difficult to manipulate a gold standard to tailor to an economys demand for money, giving central banks fewer options to respond to economic crises.

              
                	However, some gold standard advocates, preferring a free market to government controls on the economy, would argue that restricting the power of central banks is an advantage.

              

            


            	Some have contended that the gold standard may be susceptible to speculative attacks when a governments financial position appears weak. For example, some believe the United States was forced to raise its interest rates in the middle of the Great Depression to defend the credibility of its currency.


            	If a country wanted to devalue their currency, it would produce sharper changes than the smooth declines seen in fiat currencies.

          


          


          Theory


          The theory of the gold standard rests on the idea that maximal increases in governmental purchasing power during wartime emergencies require post-war deflations, which would not occur without monetary institutions like the gold standard, which insist upon return to pre-war price-levels and therefore deflationary wartime expectations (Thompson, 1995).


          


          Differing definitions of gold standard


          If the monetary authority holds sufficient gold to convert all circulating money, then this is known as a 100% reserve gold standard, or a full gold standard. In some cases it is referred to as the Gold Specie Standard to more easily separate it from the other forms of gold standard that have existed at various times. The 100% reserve standard is generally considered unworkable because the quantity of gold in the world is too small a quantity of money to sustain current worldwide economic activity and the "right" quantity of money (i.e. one that avoids either inflation or deflation) is not a fixed quantity, but varies continuously with the level of commercial activity.The currencies or banknotes having Gold standard are the old German Reichsmarks, Yugoslavia Dinars, Turkish Liras, Brazil Cruzeiros, Croatia Dinars, Poland Zlotych, Argentina Peso Leys, Angola Kwanzas reajastodos, Zaire Zaires and Bolivia Bolivanos.


          In an international gold-standard system, which may exist in the absence of any internal gold standard, gold or a currency that is convertible into gold at a fixed price is used as a means of making international payments. Under such a system, when exchange rates rise above or fall below the fixed mint rate by more than the cost of shipping gold from one country to another, large inflows or outflows occur until the rates return to the official level. International gold standards often limit which entities have the right to redeem currency for gold. Under the Bretton Woods system, these were called "SDRs" for Special Drawing Rights.


          


          Stability offered by gold standard


          The gold standard limits the power of governments to inflate prices through excessive issuance of paper currency. It is also supposed to create certainty in international trade by providing a fixed pattern of exchange rates. Under the classical international gold standard, disturbances in the price level in one country would be wholly or partly offset by an automatic balance-of-payment adjustment mechanism called the " price specie flow mechanism." At the time of the Bretton Woods agreement, it was believed that markets were always internally clear; Say's Law. However, in practice, wages, not capital, depreciate in price first.


          


          Mundell-Fleming model


          According to modern neo-classical synthesis economics, the Mundell-Fleming Model describes the behaviour of currencies under a gold standard. Since the value of the currencies is fixed by the par value of each currency to gold, the remaining freedom of action is distributed between free movement of capital, and effective monetary and fiscal policy. One reason that most modern macro-economists do not support a return to gold is the fear that this remaining amount of freedom would be insufficient to combat large downturns or deflation.


          


          Advocates of a renewed gold standard


          The return to the gold standard is supported by many followers of the Austrian School of Economics, objectivists and libertarians largely because they object to the role of the government in issuing fiat currency through central banks.


          U.S. Congressman Ron Paul is perhaps the leading advocate of a return to the gold standard (or at least the legalization of competing currencies which would include gold and silver) in the Western world.


          Few lawmakers today advocate a return to the gold standard, other than adherents of the Austrian school and some supply-siders. However, many prominent economists have expressed sympathy with a hard currency basis, and have argued against fiat money, including former US Federal Reserve Chairman Alan Greenspan (himself a former objectivist) and macro-economist Robert Barro. Greenspan famously argued the case for returning to a gold standard in his 1966 paper "Gold and Economic Freedom", in which he described supporters of fiat currencies as "welfare statists" hell-bent on using monetary printing presses to finance deficit spending. He has argued that the fiat money system of today has retained the favorable properties of the gold standard because central bankers have pursued monetary policy as if a gold standard were still in place.


          The current monetary system relies on the US Dollar as an anchor currency by which major transactions, such as the price of gold itself, are measured. Currency instabilities, inconvertibility and credit access restriction are a few reasons why the current system has been criticized. A host of alternatives have been suggested, including energy-based currencies, market baskets of currencies or commodities; gold is merely one of these alternatives.


          In 2001 Malaysian Prime Minister Mahathir bin Mohamad proposed a new currency that would be used initially for international trade between Muslim nations. The currency he proposed was called the islamic gold dinar and it was defined as 4.25 grams of 24 carat (100%) gold. Mahathir Mohamad promoted the concept on the basis of its economic merits as a stable unit of account and also as a political symbol to create greater unity between Islamic nations. The purported purpose of this move would be to reduce dependence on the United States dollar as a reserve currency, and to establish a non-debt-backed currency in accord with Islamic law against the charging of interest. However, to date, Mahathir's proposed gold-dinar currency has failed to become an accomplished fact.


          


          Gold as a reserve today


          


          During the 1990s Russia liquidated much of the former USSR's gold reserves, while several other nations accumulated gold in preparation for the Economic and Monetary Union. The Swiss Franc left a full gold-convertible backing. However, gold reserves are held in significant quantity by many nations as a means of defending their currency, and hedging against the U.S. Dollar, which forms the bulk of liquid currency reserves. Weakness in the U.S. Dollar tends to be offset by strengthening of gold prices. Gold remains a principal financial asset of almost all central banks alongside foreign currencies and government bonds. It is also held by central banks as a way of hedging against loans to their own governments as an "internal reserve". Approximately 25% of all above-ground gold is held in reserves by central banks.


          Both gold coins and gold bars are widely traded in deeply liquid markets, and therefore still serve as a private store of wealth. Some privately issued currencies, such as digital gold currency, are backed by gold reserves.


          In 1999, to protect the value of gold as a reserve, European Central Bankers signed the "Washington Agreement," which stated that they would not allow gold leasing for speculative purposes, nor would they "enter the market as sellers" except for sales that had already been agreed upon.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gold_standard"
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        Golf


        
          

          Golf is a sport in which a player, using several types of clubs, hits a ball into each hole on the golf course in the lowest possible number of strokes. Golf is one of the few ball games that does not use a standardised playing area; rather, the game is played on golf "courses," each one of which has a unique design and typically consists of either 9 or 18 separate holes. Golf is defined in the Rules of Golf as "playing a ball with a club from the teeing ground into the hole by a stroke or successive strokes in accordance with the Rules."


          
            [image: The Royal and Ancient Golf Club of St Andrews]

            
              The Royal and Ancient Golf Club of St Andrews
            

          


          The first game of golf for which records survive was played at Bruntsfield Links, in Edinburgh, Scotland, in A.D. 1456, recorded in the archives of the Edinburgh Burgess Golfing Society, now The Royal Burgess Golfing Society. Golf has become a worldwide sport, with golf courses in the majority of countries.


          Golf competition may be played as stroke play, in which the individual with the lowest number of strokes is declared the winner, or as match play with the winner determined by whichever individual or team posts the lower score on the most individual holes during a complete round. In addition, team events such as fourball have been introduced, and these can be played using either the stroke or matchplay format. Alternative ways to play golf have also been introduced, such as miniature golf and disc golf.


          Golf has increasingly turned into a spectator sport, with several different levels of professional and amateur tours in many regions of the world. People such as Tiger Woods, Jack Nicklaus and Annika Sorenstam have become well recognized sportspeople across the world. Sponsorship has also become a huge part of the sport and players often earn more from their sponsorship contracts than they do from the sport itself.


          


          Etymology


          The word golf was first mentioned in writing in 1457 on a Scottish statute on forbidden games as gouf, possibly derived from the Scots word goulf (variously spelled) meaning "to strike or cuff". This word may, in turn, be derived from the Dutch word kolf, meaning "bat," or "club," and the Dutch sport of the same name. It is often claimed that the word originated as an acronym for "gentlemen only, ladies forbidden", but this is an urban legend.


          


          History


          Golf is a very old game of which the exact origins are unclear. The origin of golf is open to debate as to being Chinese, Dutch or Scottish. However, the most accepted golf history theory is that this sport originated from Scotland in the 1100s.


          A game somewhat similar to golf was first mentioned in Dōngxuān Records (Chinese: 東軒錄), a Chinese book of 11th Century. It was also mentioned on February 26, 1297 in the Netherlands in a city called Loenen aan de Vecht. Here the Dutch played a game with a stick and leather ball. Whoever hit the ball into a target several hundreds of meters away the most number of times, won.


          However, modern golf is considered to be a Scottish invention, as the game was mentioned in two 15th century laws prohibiting the playing of the game of gowf. Some scholars have suggested that this refers to another game which is more akin to modern shinty, hurling or field hockey than golf. A game of putting a small ball in a hole in the ground using clubs was played in 17th century Netherlands. The word golf derives from the Dutch kolf meaning stick, club or bat (see: Kolven). Flourishing trade over the North Sea during the Middle Ages and early Modern Period led to much language interaction between Scots, Dutch, Flemish and other languages. There are reports of even earlier accounts of golf from continental Europe.


          The oldest playing golf course in the world is The Musselburgh Old Links Golf Course . Evidence has shown that golf was played here in 1672 although Mary, Queen of Scots reputedly played there in 1567.


          Golf courses have not always had eighteen holes. The St Andrews Links occupy a narrow strip of land along the sea. As early as the 15th century, golfers at St Andrews, in Fife, established a customary route through the undulating terrain, playing to holes whose locations were dictated by topography. The course that emerged featured eleven holes, laid out end to end from the clubhouse to the far end of the property. One played the holes out, turned around, and played the holes in, for a total of 22 holes. In 1764, several of the holes were deemed too short, and were therefore combined. The number was thereby reduced from 11 to nine, so that a complete round of the links was comprised of 18 holes.


          The major changes in equipment since the 19th century have been better mowers, especially for the greens, better golf ball designs, using rubber and man-made materials since about 1900, and the introduction of the metal shaft beginning in the 1930s. Also in the 1930s the wooden golf tee was invented. In the 1970s the use of steel and then titanium to replace wood heads began, and shafts made of "graphite" (also known as carbon fibre) were introduced in the 1980s. Though wooden tees are still most popular, various designs of plastic tees have been developed in recent years, and the synthetic materials composing the modern ball continue to be developed.


          Golf balls are famous for "dimples". These small dips in the surface of the golf ball decrease aerodynamic drag which allows the ball to fly further. Golf is also famous for the use of flags. These show the position of the hole to players when they make their first drive and are too far away from the hole to aim accurately. When all players in a group are within putting distance, the flag is removed by a "caddy" or a fellow player to allow for easier access to the hole.


          


          World popularity


          In 2005 Golf Digest calculated that there were nearly 32,000 golf courses in the world, approximately half of them in the United States. The countries with most golf courses in relation to population, starting with the best endowed were: Scotland, New Zealand, Australia, Republic of Ireland, Northern Ireland, Canada, Wales, United States, Sweden, and England (countries with fewer than 500,000 people were excluded). Apart from Sweden, all of these countries have English as the majority language, but the number of courses in new territories is increasing rapidly. For example the first golf course in the People's Republic of China opened in the mid-1980s, but by 2005 there were 200 courses in that country.


          The professional sport was initially dominated by Scottish then English golfers, but since World War I, America has produced the greatest quantity of leading professionals. Other Commonwealth countries such as Australia and South Africa are also traditional powers in the sport. Since around the 1970s, Japan, Scandinavian and other Western European countries have produced leading players on a regular basis. The number of countries with high-class professionals continues to increase steadily, especially in East Asia. South Korea is notably strong in women's golf.


          The last decade or so has seen a marked increase in specialised golf vacations or holidays worldwide. This demand for travel which is centered around golf has led to the development of luxury resorts which cater to golfers and feature integrated golf courses.


          


          Golf course


          
            [image: The famous 17th hole of the TPC at Sawgrass Stadium Course.]

            
              The famous 17th hole of the TPC at Sawgrass Stadium Course.
            

          


          Golf is played in an area of land designated a golf course. A course consists of a series of holes, each consisting of a teeing area, fairway, rough and other hazards, and the green with the pin and cup. A typical golf course consists of eighteen holes, but many have only nine.


          


          Play of the game


          Every game of golf is based on playing a number of holes in a given order. A round typically consists of 18 holes that are played in the order determined by the course layout. On a nine-hole course, a standard round consists of two successive nine-hole rounds. A hole of golf consists of hitting a ball from a tee on the teeing box (a marked area designated for the first shot of a hole, a tee shot), and once the ball comes to rest, striking it again. This process is repeated until the ball is in the cup. Once the ball is on the green (an area of finely cut grass) the ball is usually putted (hit along the ground) into the hole. The goal of resting the ball in the hole in as few strokes as possible may be impeded by hazards, such as bunkers and water hazards. In most typical forms of gameplay, each player plays his or her ball from the tee until it is holed.


          Players can walk or drive in motorized carts over the course, either singly or in groups of two, three, or four, sometimes accompanied by caddies who carry and manage the players' equipment and give them advice.


          Each player often acts as scorer for one other player in the group, that is, he or she records the score on a score card. In stroke play (see below), the score consists of the number of strokes played plus any penalty strokes incurred. Penalty strokes are not actually strokes but penalty points that are added to the score for violations of rules or utilizing relief procedures.


          


          Par


          A hole is classified by its par, the number of strokes a skilled golfer should require to complete play to the hole. For example, a skilled golfer expects to reach the green on a par-four hole in two strokes, one from the tee (the "drive") and another, second, stroke to the green (the "approach") and then roll the ball into the hole with two putts. Traditionally, a golf hole is either a par-three, -four or -five; some par-six holes exist, but are not usually found on traditional golf courses.


          Primarily, but not exclusively, the par of a hole is determined by the tee-to-green distance. A typical length for a par-three hole ranges between 91 and 224metres (100250yd), for a par-four hole, between 225 and 434metres (251475yd). Typically, par-five holes are at between 435 and 630metres (476690yd), and nontraditional par-six holes are any longer distance. These distances are not absolute rules; for example, it is possible that a 450metre (492yd) hole could be classed as a par-four hole, since the par for a hole is determined by its 'effective playing length'. If the tee-to-green distance on a hole is predominantly downhill, it will play shorter than its physical length and may be given a lower par rating. Par ratings are also affected by factors affecting difficulty; the placement of hazards or the shape of the hole for example can sometimes affect the play of a hole such that it requires an extra stroke to avoid playing into the hazard or out-of-bounds.


          Eighteen hole courses may have four par-three, ten par-four, and four par-five holes, though other combinations exist and are not less worthy than courses of par 72. Many major championships are contested on courses playing to a par of 70 or 71. In some countries, courses are classified, in addition to the course's par, with a course classification describing the play difficulty of a course and may be used to calculate a golfer's playing handicap for that given course (c.f. golf handicap).


          


          Penalties


          Penalty strokes are incurred in certain situations. Most often a penalty stroke is assessed because a player has hit into a situation from which they cannot or choose not to play the ball as it lies (e.g. in a water hazard), or because they have lost their ball (out of bounds (OB)) and must play a substitute. Penalty strokes are counted towards a player's score as if they were an extra swing at the ball. Penalty strokes can be added on on many different reasons. It could be a wrongful move that results in a penalty (moving an object that effects the ball to move.) Or a penalty could be because of a lost ball. Most rule infractions lead to a stroked penalty but also can lead to disqualification. Disqualification could be from cheating, signing for a lower or even higher score, or from rule infractions that lead to improper play.


          


          Scoring


          In every form of play, the goal is to play as few strokes per round as possible. Scores for each hole can be described as follows:


          
            
              	Term on a

              scoreboard

              	Specific term

              	Definition
            


            
              	-4

              	Condor or Vulture (or triple-eagle)

              	four strokes under par
            


            
              	-3

              	Albatross (or double-eagle)

              	three strokes under par
            


            
              	-2

              	Eagle

              	two strokes under par
            


            
              	-1

              	Birdie

              	one stroke under par
            


            
              	0

              	Par

              	strokes equal to par
            


            
              	+1

              	Bogey

              	one stroke more than par
            


            
              	+2

              	Double bogey

              	two strokes over par
            


            
              	+3

              	Triple bogey

              	three strokes over par
            

          


          The two basic forms of playing golf are match play and stroke play.


          
            	In match play, two players (or two teams) play each hole as a separate contest against each other. The party with the lower score wins that hole, or if the scores of both players or teams are equal the hole is "halved" (drawn). The game is won by the party that wins more holes than the other. In the case that one team or player has taken a lead that cannot be overcome in the number of holes remaining to be played, the match is deemed to be won by the party in the lead, and the remainder of the holes are not played. For example, if one party already has a lead of six holes, and only five holes remain to be played on the course, the match is over. At any given point, if the lead is equal to the number of holes remaining, the match is said to be "dormie", and is continued until the leader increases the lead by one hole, thereby winning the match, or until the match ends in a tie. When the game is tied after the predetermined number of holes have been played, it may be continued until one side takes a one-hole lead.


            	In stroke play, every player (or team) counts the number of shots taken for the whole round or tournament to produce the total score, and the player with the lowest score wins.

          


          There are variations of these basic principles, some of which are explicitly described in the "Rules of Golf" and are therefore regarded "official." "Official" forms of play are, among others, foursome and four-ball games.


          


          Team play


          A foursome (defined in Rule 29) is played between two teams of two players each, in which each team has only one ball and players alternate playing it. For example, if players A and B form a team, A tees off on the first hole, B will play the second shot, A the third, and so on until the hole is finished. On the second hole, B will tee off (regardless who played the last putt on the first hole), then A plays the second shot, and so on. Foursomes can be played as match play or stroke play.


          A four-ball (Rules 30 and 31) is also played between two teams of two players each, but every player plays his own ball and for each team, the lower score on each hole is counted. Four-balls can be played as match play or stroke play.


          There are also popular unofficial variations on team play:


          
            	In a scramble, each player in a team tees off on each hole, and the players decide which shot was best. Every player then plays his second shot from within a clublength of where the best ball has come to rest, and the procedure is repeated until the hole is finished. In best ball, each player plays the hole as normal, but the lowest score of all the players on the team counts as the team's score.


            	In a greensome, also called modified alternate shot, both players tee off, and then pick the best shot as in a scramble. The player who did not shoot the best first shot plays the second shot. The play then alternates as in a foursome.


            	A variant of greensome is sometimes played where the opposing team chooses which of their opponent's tee shots the opponents should use. The player who did not shoot the chosen first shot plays the second shot. Play then continues as a greensome. Such a format is known as either gruesomes, bloodsomes or gruesome greensomes.

          


          There is also a form of starting called "shotgun," which is mainly used for tournament play. A " shotgun start" consists of groups starting at different tees, allowing for all players to start and end their round at the same time.


          


          Handicap systems


          A handicap is a numerical measure of an amateur golfer's ability to play golf over 18 holes. Handicaps can be applied either for stroke play competition or match play competition. In either competition, a handicap generally represents the number of strokes above par that a player will achieve on an above average day.


          In stroke play competition, the competitor's handicap is subtracted from their total "gross" score at the end of the round, to calculate a "net" score against which standings are calculated. In match play competition, handicap strokes are assigned on a hole-by-hole basis, according to the handicap rating of each hole (which is provided by the course). The hardest holes on the course receive the first handicap strokes, with the easiest holes receiving the last handicap strokes.


          Calculating handicaps are often complicated, but essentially are representative of the average over par of a number of a player's previous above average rounds, adjusted for course difficulty. Legislations regarding the calculation of handicaps differs among countries. For example, handicap rules may include the difficulty of the course the golfer is playing on by taking into consideration factors such as the number of bunkers, the length of the course, the difficulty and slopes of the greens, the width of the fairways, and so on.


          Handicap systems are not used in professional golf. Professional golfers often score several strokes below par for a round and thus have a calculated handicap of 0 or less, meaning that their handicap results in the addition of strokes to their round score. Someone with a handicap of zero or less is often referred to as a 'scratch golfer.'


          


          Rules and other regulations


          The rules of golf are internationally standardised and are jointly governed by the Royal and Ancient Golf Club of St Andrews (R&A), which was founded 1754 and the United States Golf Association (USGA). By agreement with the R&A, USGA jurisdiction on the enforcement and interpretation of the rules is limited to the United States and Mexico. The national golf associations of other countries use the rules laid down by the R&A and there is a formal procedure for referring any points of doubt to the R&A.


          The underlying principle of the rules is fairness. As stated on the back cover of the official rule book: "play the ball as it lies", "play the course as you find it", and "if you can't do either, do what is fair". Some rules state that:


          
            	every player is entitled and obliged to play the ball from the position where it has come to rest after a stroke, unless a rule allows or demands otherwise (Rule 13-1)


            	a player must not accept assistance in making a stroke (Rule 14-2)


            	the condition of the ground or other parts of the course may not be altered to gain an advantage, except in some cases defined in the rules


            	a ball may only be replaced by another during play of a hole if it is destroyed (Rule 5-3), lost (Rule 27-1), or unplayable (Rule 28), or at some other time permitted by the Rules. The player may always substitute balls between the play of two holes.

          


          The Decisions on the Rules of Golf are based on formal case decisions by the R&A and USGA and are revised and updated every other year.


          There are strict regulations regarding the amateur status of golfers. Essentially, everybody who has ever received payment or compensation for giving instruction or played golf for money is not considered an amateur and may not participate in competitions limited solely to amateurs. However amateur golfers may receive expenses which comply with strict guidelines and they may accept non-cash prizes within the limits established by the Rules of Amateur Status.


          In addition to the officially printed rules, golfers also abide by a set of guidelines called Golf etiquette. Etiquette guidelines cover matters such as safety, fairness, easiness and pace of play, and a player's obligation to contribute to the care of the course. Though there are no penalties for breach of etiquette rules, players generally follow the rules of golf etiquette in an effort to improve everyone's playing experience.


          


          Hitting a golf ball


          To hit the ball, the club is swung at the motionless ball wherever it has come to rest from a side stance. Many golf shots make the ball travel through the air (carry) and roll out for some more distance (roll).


          Every shot is a compromise between length and precision, and long shots are often less precise than short ones. A longer shot may result in a better score if it helps reduce the total number of strokes for a given hole, but the benefit may be more than outweighed by additional strokes or penalties if a ball is lost, out of bounds, or comes to rest on difficult ground. Therefore, a skilled golfer must assess the quality of his or her shots in a particular situation in order to judge whether the possible benefits of aggressive play are worth the risks.


          


          Types of Shots


          Strictly speaking, every shot made in a round of golf will be subtly different, because the conditions of the ball's lie and desired travel path and distance of the ball will virtually never be exactly the same. However, most shots fall into one of the following categories depending on the purpose and desired distance:


          
            	A drive is a long-distance shot played from the tee or fairway, intended to move the ball a great distance down the fairway towards the green.


            	An approach shot is made with the intention of placing the ball on the green. A drive may place the ball on the green as well, but the term "approach" typically refers to a second or subsequent shot with a shorter-range iron club chosen for the distance required.


            	A putt is a shot designed to roll the ball along the ground. It is normally made on the putting green using a putter, though other clubs may be used to achieve the same effect in different situations. A lag is a long putt designed less to try to place the ball in the cup than simply to move the ball a long distance across the putting green for an easier short putt into the cup.


            	A chip shot is a very short lofted shot, generally made with an abbreviated swing motion. Chip shots are used as very short approach shots (generally within 35 yards), as a "lay-up" shot to reposition the ball on the fairway, or to get the ball out of a hazard such as a sand trap. A bump and run is a variation of a chip shot, which involves running the ball along the ground with a medium- or high-lofted club using a putting motion.


            	Punch or knock-down shots are very low-loft shots of varying distance. They are used to avoid hitting the ball into the canopy of trees or other overhead obstructions, or when hitting into the wind which causes the ball to climb higher than normal.


            	Lay-up shots are shots made from the fairway similar to a drive or from the rough, but intended to travel a shorter distance than might normally be expected and/or with a higher degree of accuracy, due to intervening circumstances. Most often, a lay-up shot is made to avoid hitting the ball into a hazard placed in the fairway, or to position the ball in a more favorable position on the fairway for the next shot. They are "safe" shots; the player is choosing not to try to make a very long or oddly-placed shot correctly, therefore avoiding the risk that they will make it incorrectly and incur penalty strokes, at the cost of requiring one or more additional strokes to place the ball on the green.


            	Flop Shot is when a player uses a very open club like a Lob Wedge to get the ball high very quickly over an obstacle or to get the ball to stop quickly when it hits the ground.


            	A draw is when you shape a shot from right to left in a curving motion. Or left to right for a left hand player. A shot which draws too much, or unintentionally and thus uncontrolled, is called a "hook".


            	A fade is when you shape a shot from left to right in a curving motion. Or right to left for a left hand player. A shot which fades too much, or unintentionally and thus uncontrolled, is called a "slice".


            	A shank occurs when the club strikes the ball close to the join between the shaft of the club and the club head, and thus flies at a sharp angle to the left of the intended direction (or to the right, for a left-handed player).


            	A topped shot occurs when the forward edge of the club head strikes the ball too high, ie "over the top" instead of underneath as intended, and the ball thus flies very low or rolls along the ground.


            	A duffed shot occurs when the clubhead strikes the ground behind the ball, instead of striking the ball cleanly, thus slowing the club head velocity as it propels the ball and/or altering the alignment of the club head to the ball, with various consequences for the quality of the shot.


            	A "bladed" shot occurs when the clubhead strikes the centre of the ball not giving the ball the desired lift or spin, usally caused by lifting ones head.

          


          


          Swinging the golf club
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          Putts and short chips are ideally played without much movement of the body, but most other golf shots are played using variants of the full golf swing. The full golf swing itself is used in tee and fairway shots.


          A full swing is a complex rotation of the body aimed at accelerating the club head to a great speed. For a right-handed golfer, it consists of a backswing to the right, a downswing to the left (during which the ball is hit), and a follow through.


          The full golf swing is a complex motion that is difficult to learn. It is common for beginners to spend several months practicing the very basics before playing their first ball on a course. Generally, even once a golfer has attained profession status, a coach is still necessary in order for the player to maintain good fundamentals.


          Relatively few golfers play left-handed (i.e., swing back to the left and forward to the right). The percentage of golfers in the U.S. who play left-handed is estimated to be anywhere from 4 percent to 7 percent. Even some players who are strongly left-handed in their daily lives prefer the right-handed golf swing. In the past, this may have been due to the difficulty of finding left-handed golf clubs. Today, more manufacturers provide left-handed versions of their club lines, and the clubs are more readily purchased from mail-order and Internet catalogues, as well as golf stores. A golfer who plays right-handed, but holds the club left-hand-below-right is said to be "cack-handed" or "cross-handed".


          A golf ball acquires spin when it is hit. Backspin is imparted for almost every shot due to the golf club's loft (i.e., angle between the clubface and a vertical plane). A spinning ball deforms the flow of air around it similar to an airplane wing; a back-spinning ball therefore experiences an upward force which makes it fly higher and longer than a ball without spin. However, too much backspin can negatively impact distance travelled; the increased lift wastes the ball's momentum in gaining altitude rather than in traveling along its flight path. The amount of backspin also influences the behaviour of a ball when it impacts the ground. A ball with little backspin will usually roll out for a few metres or yards while a ball with more backspin may not roll at all, or even roll backwards. Sidespin occurs when the clubface is not aligned perpendicularly to the plane of swing. Sidespin makes the ball curve left or right, and can be used intentionally or occur unintentionally. For a right-handed player, a subtle curve to the left is called a draw. A severe curve to the left and downward is a hook. A subtle curve to the right is a fade, while a severe curve away and upward is a slice. Draws and fades are caused by slight misalignments between the clubface and swing plane because of a slightly "open" or "closed" clubface at contact; a skilled player can control the amount of draw or fade to make the ball curve along the path of the fairway. Slices and hooks however indicate a severe misalignment, mistiming or other flaw in the player's swing, such as a swing not parallel to the desired line of travel, the club contacting the ball early or late in the swing, etc. They are generally undesirable as they reduce carry distance, are difficult to predict and therefore difficult to adjust for, and cause the ball to veer sharply off of the fairway and into hazards, trees and/or out-of-bounds.


          


          Equipment


          A wide range of equipment exists for playing golf, ranging from golf clubs, balls, tees, gloves, and shoes.


          


          Professional golf


          The majority of professional golfers work as club or teaching professionals, and only compete in local competitions. A small elite of professional golfers are "tournament pros" who compete full time on international "tours".


          



          


          Golf tours
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          There are at least twenty professional golf tours, each run by a PGA or an independent tour organisation, which is responsible for arranging events, finding sponsors, and regulating the tour. Typically a tour has "members" who are entitled to compete in most of its events, and also invites non-members to compete in some of them. Gaining membership of an elite tour is highly competitive, and most professional golfers never achieve it.


          The most widely known tour is the PGA Tour, which attracts the best golfers from all the other men's tours. This is due mostly to the fact that most PGA Tour events have a first prize of at least USD 800,000. The European Tour, which attracts a substantial number of top golfers from outside North America, ranks second to the PGA Tour in worldwide prestige. Some top professionals from outside North America play enough tournaments to maintain membership on both the PGA Tour and European Tour. There are several other men's tours around the world.


          Golf is unique in having lucrative competition for older players. There are several senior tours for men 50 and older, the best known of which is the U.S.-based Champions Tour.


          There are six principal tours for women, each based in a different country or continent. The most prestigious of these is the United States based LPGA Tour.


          All of the leading professional tours for under-50 players have an official developmental tour, in which the leading players at the end of the season will earn a tour card on the main tour for the following season. Examples include the Nationwide Tour, which feeds to the PGA Tour, and the Challenge Tour, which is the developmental tour of the European Tour.


          


          Men's major championships


          The major championships are the four most prestigious men's tournaments of the year. In chronological order they are: The Masters, the U.S. Open, The Open Championship (referred to in North America as the British Open) and the PGA Championship.


          The fields for these events include the top several dozen golfers from all over the world. The Masters has been played at Augusta National Golf Club in Augusta, Georgia since its inception in 1934. It is the only major championship that is played at the same course each year. The U.S. Open and PGA Championship are played at courses around the United States, while The Open Championship is played at courses in the UK.


          The number of major championships a player accumulates in his career has an impact on his stature in the sport. Jack Nicklaus is considered to be one of the greatest golfers of all time, largely because he has won a record 18 professional majors, or 20 majors in total if his two U.S. Amateurs are included. Tiger Woods, who may be the only golfer in the foreseeable future likely to challenge Nicklaus's record, has won 13 professional majors (16 total if his three U.S. Amateurs are included), all before the age of 32. (To put this total in perspective, Nicklaus had won nine professional majors and two U.S. Amateurs at the same age, and did not win his 13th professional major until he was 35.) Woods also came closest to winning all four current majors in one season (known as a Grand Slam completed first by Bobby Jones) when he won them consecutively across two seasons: the 2000 U.S. Open, Open Championship, and PGA Championship; and the 2001 Masters. This feat has been frequently called the Tiger Slam.


          Prior to the advent of the PGA Championship and The Masters, the four Majors were the U.S. Open, the U.S. Amateur, the Open Championship, and the British Amateur. These are the four that Bobby Jones won in 1930 to become the only player ever to have earned a Grand Slam.


          


          Women's major championships


          Women's golf does not have a globally agreed set of majors. The list of majors recognized by the dominant women's tour, the LPGA Tour in the U.S., has changed several times over the years, with the last change in 2001. Like the PGA Tour, the (U.S.) LPGA has four majors: the Kraft Nabisco Championship, the LPGA Championship, the U.S. Women's Open and the Women's British Open. Only the last of these is also recognized by the Ladies European Tour. The other event that it recognizes as a major is the Evian Masters, which is not considered a major by the LPGA (but is co-sanctioned as a regular LPGA event). However, the significance of this is limited, as the LPGA is far more dominant in women's golf than the PGA Tour is in mainstream men's golf. For example, the BBC has been known to use the U.S. definition of "women's majors" without qualifying it. Also, the Ladies' Golf Union, the governing body for women's golf in the UK and Republic of Ireland, states on its official website that the Women's British Open is "the only Womens Major to be played outside the U.S." For its part, the Ladies European Tour tacitly acknowledges the dominance of the LPGA Tour by not scheduling any of its own events to conflict with the three LPGA majors played in the U.S. The second-richest women's tour, the LPGA of Japan Tour, does not recognize any of the U.S. LPGA or European majors as it has its own set of three majors. However, these events attract little notice outside Japan.


          


          Senior major championships


          Like women's golf, senior (50-and-over) men's golf does not have a globally agreed set of majors. The list of senior majors on the U.S.-based Champions Tour has changed over the years, but always by expansion; unlike the situation with the LPGA, no senior major has lost its status. The Champions Tour now recognizes five majors: the Senior PGA Championship, the U.S. Senior Open, the Senior British Open, The Tradition and the Senior Players Championship.


          Of the five events, the Senior PGA is by far the oldest, having been founded in 1937. The other events all date from the 1980s, when senior golf became a commercial success as the first golf stars of the television era, such as Arnold Palmer and Gary Player, reached the relevant age. The Senior British Open was not recognized as a major by the Champions Tour until 2003. The European Seniors Tour recognizes only the Senior PGA and the two Senior Opens as majors. However, the Champions Tour is arguably more dominant in global senior golf than the U.S. LPGA is in global women's golf.


          


          Environmental impact


          Environmental concerns over the use of land for golf courses have grown over the past 50 years. Specific concerns include the amount of water and chemical pesticides and fertilizers used for maintenance, as well as the destruction of wetlands and other environmentally important areas during construction. A toxic chemical used on golf courses is Diazinon; In 1988, the US Environmental Protection Agency prohibited the use of Diazinon on golf courses and sod farms because of decimation of bird flocks.


          These, along with health and cost concerns, have led to research into more environmentally sound practices and turf grasses. The golf course superintendent is often trained in the uses of these practices and grasses. This has led to some reduction in the amount of chemicals and water used on courses. The turf on golf courses is an excellent filter for water and has been used in communities to cleanse grey water, such as incorporation of bioswales. People continue to oppose golf courses for environmental and human survival reasons, as they impede corridors for migrating animals and sanctuaries for birds and other wildlife. In fact, the effective non-native monoculture of golf courses systematically destroys biodiversity.


          A result of modern equipment is that today's players can hit the ball much further than previously. In a concern for safety, golf course architects have had to lengthen and widen golf courses. This has led to a ten percent increase in the amount of area that is required for golf courses. At the same time, water restrictions placed by communities have forced courses to limit the amount of maintained turf grass. While most modern 18-hole golf courses occupy as much as 60hectares (150acres) of land, the average course has 30hectares (75acres) of maintained turf. (Sources include the National Golf Foundation and the Golf Course Superintendents Association of America [GCSAA].)
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          Golf courses can be built on sandy areas along coasts, abandoned farms, strip mines and quarries, deserts and forests. Many Western countries have instituted environmental restrictions on where and how courses can be built.


          In some parts of the world, attempts to build courses and resorts have led to protests along with vandalism and violence by both sides. Although golf is a minor issue compared to other land-ethics questions, it has symbolic importance as it is a sport normally associated with the wealthier Westernized population, and the culture of colonization and globalization of non-native land ethics. Resisting golf tourism and golf's expansion has become an objective of some land-reform movements, especially in the Philippines and Indonesia.


          In the Bahamas, opposition to golf developments has become a national issue. Residents of Great Guana Cay and Bimini, for example, are engaged in legal and political opposition to golf developments on their islands, for fear the golf courses will destroy the nutrient-poor balance on which their coral reef and mangrove systems depend.


          In Saudi Arabia, golf courses have been constructed on nothing more than oil-covered sand. However, in some cities such as Dhahran, modern, grass golf courses have been built. In Coober Pedy, Australia, there is a golf course that consists of nine holes dug into mounds of sand, diesel and oil, with no grass anywhere on the course. Players carry a small piece of astroturf from which they tee the ball. In New Zealand it is not uncommon for rural courses to have greens fenced off and sheep graze the fairways. At the 125-year-old Royal Colombo Golf Club in Sri Lanka steam trains, from the Kelani Valley railway, run through the course at the 6th hole.


          Extreme golf is played on environmentally sustainable alternatives to traditional courses. A cross between hiking and golfing, the course layout exposes players to a wide range of natural obstacles and challenging terrains.


          Based on the growing popularity of the U.X. Open Alternative Golf Tournament the extreme golf course features un-mowed meadows and forest instead of fairways, with "goals" scored on temporary greens (a circle 6metres (20ft) in diameter).


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Golf"
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        Gondwana


        
          

          Gondwana (IPA: /ɡɒnˈdwɑːnə/, originally Gondwanaland) was a southern supercontinent that existed about 500 to 200 Ma ago. Gondwana included most of the landmasses in today's southern hemisphere, including Antarctica, South America, Africa, Madagascar, Australia-New Guinea, and New Zealand, as well as Arabia and the Indian subcontinent, which are in the Northern Hemisphere. The name is derived from the Gondwana region of central northern India (from Sanskrit gondavana "forest of Gond").


          The adjective "Gondwanan" is in common use in biogeography when referring to patterns of distribution of living organisms, typically when the organisms are restricted to two or more of the now-discontinuous regions that were once part of Gondwana; e.g., the Proteaceae, a family of plants that is known only from Chile, South Africa, and Australia are considered to have a "Gondwanan distribution". This pattern is often considered to indicate an archaic, or relict lineage.


          


          Formation


          The assembly of Gondwana was a protracted process. Several orogenies led to its final amalgamation 550500 million years ago in the Cambrian. These include the Brasiliano Orogeny, the East African Orogeny, the Malagasy Orogeny, and the Kuunga Orogeny. The final stages of Gondwana assembly overlapped with the opening of the Iapetus Ocean between Laurentia and western Gondwana. During this interval the Cambrian Explosion occurred.


          Gondwanaland was formed by these earlier continents and microcontinents, and others, colliding in these orogenies:


          
            	Azania: much of central Madagascar, the Horn of Africa and parts of Yemen and Arabia. (Named by Collins and Pisarevsky (2005): "Azania" was a Greek name for the East African coast.)


            	The CongoTanzania Bangweulu Block of central Africa.


            	Neoproterozoic India: India, the Antongil Block in far eastern Madagascar, the Seychelles, and the Napier and Rayner Complexes in East Antarctica.


            	The Australia/ Mawson continent: Australia west of Adelaide and a large extension into East Antarctica.


            	Other blocks which helped to form Argentina and around, including a piece transferred from Laurentia when the west edge of Gondwana scraped against southeast Laurentia in the Ordovician.

          


          One of the major sites of Gondwana amalgamation was the East African Orogen (Stern, 1994), where these two major orogenies are superimposed on each other:


          The East African Orogeny (as later defined) at ~650630 Ma ago affected a large part of Arabia, north-eastern Africa, East Africa and Madagascar. Collins and Windley (2002) propose that in this orogeny Azania collided with the CongoTanzania Bangweulu Block.


          The later Malagasy orogeny at ~550515 Ma ago affected Madagascar, eastern East Africa and southern India. In it Neoproterozoic India collided with the already combined Azania and CongoTanzaniaBangweulu Block.


          At the same time, in the Kuunga Orogeny Neoproterozoic India collided with the Australia/Mawson continent.


          


          Pangaea
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              Orogens and Kuungan Orogens.
            

          


          Other large continental masses, including the cores of North America ( Canadian Shield or Laurentia), Europe ( Baltica), and Siberia were added over time to form the supercontinent Pangaea by Permian time. When Pangaea broke up (mostly during the Jurassic), two large masses, Gondwana and Laurasia, were formed.


          When Pangaea broke up, the re-formed Gondwana continent was not precisely the same as before Pangaea formed; for example, most of Florida and southern Georgia and Alabama are underlain by rocks that were originally part of Gondwana but that were left attached to North America when Pangaea broke apart.


          


          Climate


          During the late Paleozoic, Gondwana extended from a point at or near the south pole to near the equator. Across much of Gondwana, the climate was mild. India contains about 3% of the world's coal reserves and much of the mined coal is derived from the late Paleozoic Gondwana sedimentary sequence. During the Mesozoic, the world was on average considerably warmer than today. Gondwana was then host to a huge variety of flora and fauna for many millions of years. But there is strong evidence of glaciation during Carboniferous to Permian time, especially in South Africa.


          


          Breakup


          


          Mesozoic
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              Reconstruction showing final stages of assembly of Gondwana, 550 Ma ago.
            

          


          Gondwana began to break up in the mid-Jurassic (about 167 million years ago), when East Gondwana, comprising Antarctica, Madagascar, India and Australia, began to separate from Africa. South America began to drift slowly westward from Africa as the South Atlantic Ocean opened, beginning about 130 million years ago during the Early Cretaceous, and resulting in open marine conditions by 110 million years ago. East Gondwana itself began to be dismembered about 120 million years ago as India began to move northward.


          The Madagascar block, and a narrow remnant microcontinent presently occupied by the Seychelles Islands, were broken off India; elements of this breakup nearly coincide with the Cretaceous-Tertiary extinction event. The IndiaMadagascarSeychelles separations appear to coincide with the eruption of the Deccan basalts, whose eruption site may survive as the Runion hotspot.


          Australia began to separate from Antarctica perhaps 80 million years ago (Late Cretaceous), but sea-floor spreading between them became most active about 40 million years ago during the Eocene epoch of the Tertiary Period.


          New Zealand probably separated from Antarctica between 130 and 85 million years ago.


          


          Cenozoic


          As the age of mammals got underway, the continent of Australia-New Guinea began gradually to separate and move north (55 million years ago), rotating about its axis to begin with, and thus retaining some connection with the remainder of Gondwana for about 10 million years.


          About 45 million years ago, the Indian Plate collided with Asia, buckling the crust and forming the Himalayas. At about the same time, the southernmost part of Australia (modern Tasmania) finally separated from Antarctica, letting ocean currents flow between the two continents for the first time. Cooler and drier climates developed on both continents because ocean currents enveloping Antarctica were no longer directed into the subtropics, where they would have flowed around northern Australia.


          Another significant world climatic event was South America separating from West Antarctica some time during the Oligocene, perhaps 30 million years ago. Immediately before this, South America and East Antarctica were not connected directly, but the many microplates of the Antarctic Peninsula remained near southern South America acting as " stepping stones" allowing continued biological interchange and stopped oceanic current circulation. But when Drake Passage opened, there was now no barrier to force the cold waters of the Southern Ocean north, to be exchanged with warmer tropical water. Instead, a cold circumpolar current developed and Antarctica became what it is today: a frigid continent that locks up much of the world's fresh water as ice. Sea temperatures dropped by almost 10C, and the global climate became much colder.


          By about 15 million years ago, the collision between New Guinea (on the leading edge of the Australian Plate) and the southwestern part of the Pacific Plate pushed up the New Guinea highlands, causing a rain shadow effect which drastically changed weather patterns in Australia, drying it out.


          Later, South America was connected to North America via the Isthmus of Panama, cutting off a circulation of warm water and thereby creating the Arctic.


          The Red Sea and East African Rift are modern examples of the continuing dismemberment of Gondwana.


          The continent of Gondwana was named by Eduard Suess after an area of India called Gondwana (meaning "Land of the Gonds"), from which the Gondwana sedimentary sequences (Permian-Triassic) are also described.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gondwana"
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              Original 1939 film poster
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              	Victor Fleming

              Uncredited:
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              Screenplay:
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              Ben Hecht
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              	Musicby

              	Max Steiner
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              	Distributedby
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              	Running time

              	222 min
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              	English
            


            
              	Budget

              	$3,900,000 (estimated)
            


            
              	Gross revenue

              	$390,500,000
            


            
              	Allmovie profile
            


            
              	IMDb profile
            

          


          Gone with the Wind is a 1939 film adapted from Margaret Mitchell's 1936 novel of the same name. It went on to win ten Academy Awards, a record that would stand for years, and has been dubbed by the American Film Institute as fourth in the top 100 American films of the 20th Century. It has sold more tickets than any other film in history, and today has become one of the most popular films of all time, and the most enduring symbol of the golden age of Hollywood.


          


          Story


          Template:Spoiler The story opens on a large cotton plantation named Tara in rural Georgia in 1861, on the eve of the American Civil War. Scarlett O'Hara is the eldest of three daughters of Irish immigrant Gerald OHara and his wife Ellen. She is seemingly sought after by every young man in the county, except the refined Ashley Wilkes, for whom Scarlett longs. She is upset to hear of Ashleys imminent engagement to his cousin Melanie Hamilton, to be announced the next day at a barbecue at his familys home, the nearby plantation Twelve Oaks.


          At Twelve Oaks, she notices she is being admired by a handsome but roguish visitor, Rhett Butler, who had been disowned by his Charleston family. Rhett finds himself in further disfavor among the male guests when, during a discussion of the probability of war, he states that the South has no chance against the superior numbers and industrial might of the North.


          When Scarlett is alone with Ashley, she confesses her love for him. He admits he finds Scarlett attractive, but says that he and the gentle Melanie are more compatible. She accuses Ashley of misleading her and slaps him in anger, which is heightened when she realizes that Rhett has overheard the whole conversation. Sir, you are no gentleman! she protests, to which he replies, And you, miss, are no lady!


          The barbecue is disrupted by the announcement that war has broken out, and the men rush to enlist. As Scarlett watches Ashley kiss Melanie goodbye, Melanies shy young brother Charles, with whom Scarlett had been innocently flirting, asks for her hand in marriage before he goes. She consents, they are married, and she is just as quickly widowed when Charles dies not in battle, but of pneumonia.


          Scarlett's mother sends her to the Hamilton home in Atlanta to cheer her up, although the OHaras' outspoken housemaid Mammy tells Scarlett she knows she is going there like a spider, waiting for Ashleys return. Scarlett and Melanie attend a charity ball in Atlanta, where Rhett makes a surprise appearance, now a heroic blockade runner for the Confederacy. Scarlett shocks Atlanta society by accepting his bid for a dance, even though she is still in mourning. While they dance, Rhett tells her of his intention to win her, which she says will never happen.


          The tide of war turns against the Confederacy, and Scarlett makes another appeal to Ashleys heart while he is visiting on Christmas furlough. But eight months later, as the city is being besieged by the Union Army in the Battle of Atlanta, Melanie goes into a premature and difficult labor, and Scarlett must deliver the child herself. Rhett appears with a horse and wagon to take them out of the city, including a perilous ride through the burning depot and warehouse district. He leaves her with a kiss on the road to Tara, which she repays with a slap, to his bemusement, as he goes off to fight with the Confederate Army.


          On her journey back home, she finds Twelve Oaks burned out and deserted. She is relieved to find Tara still standing, but learns that her mother has just died, and her father's mind has begun to crumble under the strain. With Tara pillaged by Union troops, and the fields untended, Scarlett vows she will do anything for the survival of her family and herself: As God is my witness, Ill never be hungry again.


          Scarlett sets her family and servants to picking the cotton fields. She also fatally shoots a Union deserter who threatens her during a burglary, and finds gold coins in his haversack. With the defeat of the Confederacy and war's end, Ashley returns from being a prisoner of war. Mammy restrains Scarlett from running to him when he reunites with Melanie. The dispirited Ashley finds he is of little help to Tara, and when Scarlett begs him to run away with her, he confesses his desire for her and kisses her passionately, but says he cannot leave Melanie.


          Gerald O'Hara dies after he is thrown from his horse while chasing a Yankee carpetbagger off his property. Scarlett is left to care for the family, and realizes she can't pay the taxes on Tara. She knows that Rhett is in Atlanta. Believing he is still rich, she has Mammy make an elaborate gown for her from her mothers drapes. But upon her visit, Rhett tells her his foreign bank accounts have been blocked, and that her attempt to get his money has been in vain. However, as she departs, she encounters her sisters fianc, the middle-aged Frank Kennedy, who now owns a successful general store and lumber mill.


          Soon Scarlett is Mrs. Frank Kennedy. She becomes a hard-headed businesswoman, willing to trade with the despised Yankees and use convict laborers in her mill. When Ashley is about to take a job offer with a bank in the north, Scarlett preys on his weakness by weeping that she needs him to help run the mill; pressured by the sympathetic Melanie, he relents. One day, after Scarlett is attacked while driving alone through a nearby shantytown, Frank, Ashley, and others make a night raid on the shantytown. Ashley is wounded in a melee with Union troops, and Frank is killed.


          With Franks funeral barely over, Rhett visits Scarlett and proposes marriage. Scarlett is aghast at his poor taste, but takes him up on his offer. After a honeymoon in New Orleans, Rhett promises to restore Tara, while Scarlett builds the biggest and most crassly opulent mansion in Atlanta. A daughter, Bonnie, is born. Rhett adores her as a less spoiled version of her mother, and does everything to win the good opinion of Atlanta society for his daughters sake. Scarlett, still pining for Ashley, lets Rhett know that she wants no more children. In anger, he kicks open the door that separates their bedrooms to show her that he will decide that.


          When visiting the mill one day, Scarlett listens to a nostalgic Ashley wish for the simpler days of old that are now gone, and when she consoles him with an embrace, they are spied by two gossips  including Ashley's sister India Wilkes, who has always held a grudge against Scarlett. Scarletts reputation is again sullied, but Melanie refuses to believe in the rumors, and invites her to Ashleys birthday party. Afterwards, a drunken Rhett tells her he will make her forget Ashley, and sweeps her up the stairs in his arms, telling her, "This is one night you're not turning me out." She awakens the next morning with the look of guilty pleasure, but Rhett returns to apologize for his behaviour and offer a divorce. When he returns from a visit to London with Bonnie, Scarlett tells him resentfully that she is pregnant again. After Rhett tells her to "cheer up. Maybe you'll have an 'accident,'" Scarlett lunges at him and, when he steps out of the way, falls down the grand staircase of their home and miscarries.


          As Scarlett recovers, and Rhett attempts a reconciliation, young Bonnie, as impulsive as her grandfather, dies in a fall from her pony when she attempts to jump a fence. Scarlett and Rhett are devastated and exchange recriminations over her death. Melanie visits to comfort them, but then collapses in labor from a pregnancy she was warned could kill her. On her death bed, she asks Scarlett to look after Ashley for her, as Scarlett had looked after her for Ashley. With her dying breath, Melanie also tells Scarlett to be kind to Rhett, that he loves her. Outside, Ashley collapses in tears, helpless without his wife. Only then does Scarlett realize that she never could have meant anything to him, and that she had loved something that never really existed.


          She runs home to find Rhett packing to leave her, saying it is too late to salvage their marriage. She begs him not to leave, telling him she realizes now that she had loved him all along, that she never really loved Ashley. Rhett tells her that as long as there was Bonnie, whom he could spoil and love unconditionally, as he wished he could with Scarlett, there was a chance that they could have been happy, but now that chance was gone.


          As Rhett walks out the door, she begs him, "Rhett, if you go, where shall I go? What shall I do?" He answers, Frankly, my dear, I dont give a damn, and turns away. She sits on her stairs and weeps in despair, "What is there that matters?" She then recalls the voice of her father Gerald: "Land's the only thing that matters, it's the only thing that lasts." And Ashley: "Something you love better than me, though you may not know it. Tara." And Rhett: "It's from this you get your strength, the red earth of Tara."


          Hope lights Scarlett's face: "Tara! Home. I'll go home, and I'll think of some way to get him back! After all, tomorrow is another day!" And in the final scene, Scarlett stands once more, resolute, before Tara. Template:Spoiler-end


          


          Behind the scenes


          Producer David O. Selznick, head of Selznick International Pictures, decided that he wanted to create a film based on the novel after his story editor Kay Brown read a pre-publication copy in May 1936 and urged him to buy the film rights. A month after the book's publication in June 1936, Selznick bought the rights for $50,000, a record amount at the time. Major financing for the film was provided by Selznick business partner John Hay Whitney, a financier who later went on to become a U.S. ambassador.


          The casting of the two lead roles became a complex, two-year endeavor. Many famous or soon-to-be-famous actresses were either screen-tested, auditioned, or considered for the role of Scarlett, including Katharine Hepburn, Norma Shearer, Bette Davis, Barbara Stanwyck, Joan Crawford, Lana Turner, Susan Hayward, Carole Lombard, Irene Dunne, Merle Oberon, Ida Lupino, Joan Fontaine, Loretta Young, Miriam Hopkins, Tallulah Bankhead, Frances Dee, and Lucille Ball.


          Four actresses, including Jean Arthur and Joan Bennett, were still under consideration by December 1938. But only two finalists, Paulette Goddard and Vivien Leigh, were tested in Technicolor, both on December 20. Selznick had been quietly considering Vivien Leigh, a young English actress little known in America, for the role of Scarlett since February 1938, when Selznick saw her in Fire Over England and A Yank at Oxford. Leigh's American agent was the London representative of the Myron Selznick talent agency (headed by David Selznick's brother, one of the owners of Selznick International), and she had requested in February that her name be submitted for consideration as Scarlett. By summer of 1938, the Selznicks were negotiating with Alexander Korda, to whom Leigh was under contract, for her services later that year. But for publicity reasons David arranged to meet her for the first time on the night of December 10, 1938, when the burning of the Atlanta Depot was filmed. The story was invented for the press that Leigh and Laurence Olivier were just visiting the studio as guests of Myron Selznick, who was also Olivier's agent, and that Leigh was in Hollywood hoping for a part in Olivier's current movie, Wuthering Heights. In a letter to his wife two days later, Selznick admitted that Leigh was "the Scarlett dark horse", and after a series of screen tests, her casting was announced on January 13, 1939. Just before the shooting of the film, Selznick informed Ed Sullivan: "Scarlett O'Hara's parents were French and Irish. Identically, Miss Leigh's parents are French and Irish."


          For the role of Rhett Butler, Clark Gable was an almost immediate favorite for both the public and Selznick. But as Selznick had no male stars under long-term contract, he needed to go through the process of negotiating to borrow an actor from another studio. Gary Cooper was thus Selznick's first choice, because Cooper's contract with Samuel Goldwyn involved a common distribution company, United Artists, with which Selznick had an eight-picture deal. However, Goldwyn remained noncommittal in negotiations. Warner Bros. offered a package of Bette Davis, Errol Flynn, and Olivia de Havilland for the lead roles in return for the distribution rights. But by then Selznick was determined to get Clark Gable, and eventually found a way to borrow him from Metro-Goldwyn-Mayer. Selznick's father-in-law, MGM chief Louis B. Mayer, offered in May 1938 to fund half of the movie's budget in return for a powerful package: 50% of the profits would go to MGM, the movie's distribution would be credited to MGM's parent company, Loew's, Inc., and Loew's would receive 15 percent of the movie's gross income. Selznick accepted this offer in August, and Gable was cast. But the arrangement to release through MGM meant delaying the start of production until Selznick International completed its eight-picture contract with United Artists.


          Principal photography began January 26, 1939, and ended on June 27, 1939, with post-production work (including a fifth version of the opening scene) going to November 11, 1939. Director George Cukor, with whom Selznick had a long working relationship, and who spent almost two years in preproduction on Gone with the Wind, was replaced after less than three weeks of shooting. Victor Fleming, who had just directed The Wizard of Oz, was called in from MGM to complete the picture, although Cukor continued privately to coach Leigh's and De Havilland's performances. Another MGM director, Sam Wood, worked for two weeks in May when Fleming temporarily left the production due to exhaustion.


          Cinematographer Lee Garmes began the production, but after a month of shooting what Selznick and his associates thought was "too dark" footage, was replaced with Ernest Haller, working with Technicolor cinematographer Ray Rennahan. Most of the filming was done on "the back forty" of Selznick International with all the location scenes being photographed in California, mostly in Los Angeles County or neighboring Ventura County. Estimated production costs were $3.9 million; only Ben-Hur ( 1925) and Hell's Angels (1930) had cost more.


          


          Responses


          
            
              	Ratings
            


            
              	Argentina:

              	Atp
            


            
              	Australia:

              	PG
            


            
              	Belgium:

              	KT
            


            
              	Canada ( BC/SK):

              	G
            


            
              	Canada ( Ontario):

              	PG
            


            
              	Canada ( Manitoba):

              	PG
            


            
              	Canada ( Maritime):

              	G
            


            
              	Canada ( Quebec):

              	G
            


            
              	Chile:

              	TE
            


            
              	Finland:

              	K-16
            


            
              	Germany:

              	12
            


            
              	Iceland:

              	L
            


            
              	Netherlands:

              	AL
            


            
              	NewZealand:

              	PG
            


            
              	Norway:

              	16
            


            
              	Peru:

              	PT
            


            
              	Portugal:

              	M/12
            


            
              	SouthKorea:

              	12
            


            
              	Sweden:

              	11
            


            
              	UnitedKingdom:

              	PG
            


            
              	UnitedStates:

              	G
            

          


          


          First public preview


          When David O. Selznick was asked by the press in early September how he felt about the film, he said: "At noon I think it's divine, at midnight I think it's lousy. Sometimes I think it's the greatest picture ever made. But if it's only a great picture, I'll still be satisfied."


          On September 9, 1939, Selznick, his wife Irene, investor Jock Whitney and film editor Hal Kern drove out to Riverside, California with all of the film reels to preview it before an audience. The film was still unfinished at this stage, missing many optical effects and most of Max Steiner's music score. They arrived at the Fox Theatre, which was playing a double feature of Hawaiian Nights and Beau Geste. Kern called for the manager and explained that they had selected his theatre for the first public screening of Gone with the Wind. He was told that after Hawaiian Nights had finished, he could make an announcement of the preview, but was forbidden to say what the film was. People were permitted to leave, but the theatre would thereafter be sealed with no re-admissions and no phone calls out. The manager was reluctant, but finally agreed. His only request was to call his wife to come to the theatre immediately. Kern stood by him as he made the call to make sure he did not reveal the name of the film to her.


          When the film began, there was a buzz in the audience when Selznick's name appeared, for they had been reading about the making of the film for over two years. In an interview years later, Kern described the exact moment the audience realized what was happening:


          When Margaret Mitchell's name came on the screen, you never heard such a sound in your life. They just yelled, they stood up on the seats...I had the [manually-operated sound] box. And I had that music wide open and you couldn't hear a thing. Mrs. Selznick was crying like a baby and so was David and so was I. Oh, what a thrill! And when "Gone with the Wind" came on the screen, it was thunderous!


          In his seminal biography of Selznick, David Thomson wrote that the audience's response before the story had even started "was the greatest moment of his life, the greatest victory and redemption of all his failings."


          After the film, there was a huge ovation. In the preview cards filled out after the screening, two-thirds of the audience had rated it excellent, an unusually high rating. Most of the audience begged that the film not be cut shorter and many suggested that instead they eliminate the newsreels, shorts and B-movie feature, which is eventually how Gone with the Wind was screened and would soon become the norm in movie theatres around the world.


          [bookmark: 1939_response]


          1939 response


          The film premiered in Atlanta, Georgia, on December 15, 1939 as the climax of three days of festivities hosted by the mayor which consisted of a parade of limousines featuring stars from the film, receptions, thousands of Confederate flags, false antebellum fronts on stores and homes, and a costume ball. The governor of Georgia declared December 15 a state holiday. President Jimmy Carter would later recall it as "the biggest event to happen in the South in my lifetime."


          From December 1939 to June 1940, the film played only advance-ticket road show engagements at a limited number of theaters, before it went into general release in 1941.


          It was a sensational hit during the Blitz in London, opening in April 1940 and playing continuously for four years. It is still the most watched movie of all-time in the U.K.


          


          Worldwide release dates


          
            	Argentina: December 27, 1939


            	U.K.: April 17, 1940


            	Australia: July 4, 1940


            	Sweden: October 6, 1941


            	Spain: April 28, 1947


            	Norway: December 15, 1947


            	Netherlands: March 3, 1949


            	Belgium: March 3, 1949


            	Hong Kong: June 16, 1949


            	France: May 20, 1950


            	Finland: September 15, 1950


            	Italy: November 3, 1951


            	Japan: September 10, 1952


            	West Germany: January 15, 1953


            	Austria: January 30, 1953


            	Denmark: September 9, 1958

          


          


          Racial politics


          Some have criticized the film for romanticizing, sanitizing or even promoting the values of the antebellum South, in particular its reliance on slavery. For example, syndicated columnist Leonard Pitts has referred to it as "a romance set in Auschwitz." But the majority of filmgoers back in 1939 expressed no concerns about this. In fact, the blacks in the film were generally portrayed in a better light than the black characters in the book.


          


          Portrayal of Black characters


          The character of Mammy, played by Hattie McDaniel, has been linked with the stock character of the "happy slave", an archetype that implicitly condones slavery. However, some, as in Scarlett's Women: Gone with the Wind and Its Female Fans by Helen Taylor, have argued that Mammy's character is more complex than this, that her character represents someone who cared for others, despite the racism and oppression she suffered. Other writers also point out that despite her position as slave, she is not shy about upbraiding her white mistress, Scarlett; and indeed, she is yelling at Scarlett in her first scene.


          But Mammy frequently derides other slaves on the plantation as "field hands", implying that as a House Servant she is above the "less-refined" blacks. While never referring specifically to Mammy, civil rights leaders like Malcolm X were very critical of "house Negroes" who helped maintain the status quo of slavery and subjugation by being content with their place. Most apparent is the scene in the film where Mammy accompanies Scarlett to Atlanta, in order to convince Rhett Butler to help them pay the taxes on Tara. As they walk down the streets, Mammy passes by a Yankee carpetbagger who promises a group of ex-slaves " forty acres and a mule." The ex-slaves are excited, but Mammy glares at them disapprovingly.


          Responding to the racial critiques of the film, Selznick replied that the black characters were "lovable, faithful, high-minded people who would leave no impression but a very nice one." While Mammy is generally portrayed in a positive light, other black characters in the film are not so fortunate.


          The character of Prissy, a dim-witted slave girl, played by Butterfly McQueen, offended blacks and whites when played in the theatre. In one especially famous scene, as Melanie is about to give birth, Prissy bursts into tears and admits she lied to Scarlett: "Lawzy, we got to have a doctor. I don't know nothin' 'bout birthin' babies!" (in response, Scarlett slaps her). In The Autobiography of Malcolm X, the former civil rights leader recounted his experience of watching this particular scene as a small boy in Michigan: "I was the only Negro in the theatre, and when Butterfly McQueen went into her act, I felt like crawling under the rug."


          Others have pointed out that Scarlett also slaps Ashley, Rhett, and her sister Suellen. But none of those incidents involved Scarlett punishing a slave like Prissy who could not reasonably retaliate. Others have also argued that Prissy's frightened dim-wittedness is matched by the white matron Aunt Pittypatt, who deserts Melanie and Scarlett in their time of need. But while Aunt Pittypatt is frightened and dim-witted, she knew that unlike Prissy, she could leave without consequences.


          The role of Prissy catapulted Butterfly McQueen's film career, but within ten years she grew tired of playing black ethnic stereotypes. When she refused to continue being typecast that way, it ended her career.


          Many black actors in the film were criticized by members of the African-American community for agreeing to play a role. Oscar Polk, who played the role of Pork, wrote an op-ed in the Chicago Defender -- a prominent newspaper in the black community -- to respond to that criticism. "As a race we should be proud," he said, "that we have risen so far above the status of our enslaved ancestors and be glad to portray ourselves as we once were because in no other way can we so strikingly demonstrate how far we have come in so few years." Polk, however, failed to mention that as of 1939 in the South, African-Americans were forcibly prevented from voting, lynched and subject to Jim Crow segregation.


          


          Unquestioned racist comments


          After the Civil War, Gerald O'Hara (Scarlett's father, who owns the plantation Tara), scolds his daughter about the way she is treating Mammy and Prissy. "You must be firm to the inferior, but gentle", he advises her. While Scarlett was criticized for being too harsh on the house servants, Gerald's premise that black people are "inferior" never gets questioned in the film at all.


          Some scenes subtly undercut the apparent romanticization of Southern slavery. During the panicked evacuation of Atlanta as Union troops approach, Scarlett runs into Big Sam, the black foreman of the O'Hara plantation. Big Sam informs her that he (and a group of black field-hands who are with him) have been impressed to dig fortifications for the Confederacy. But these men are singing " Go Down Moses", a famous black spiritual that slaves would sing to call for the abolition of slavery.


          The Shantytown Raid scene was changed in the film to make it less racially divisive than the book. After Scarlett is attacked in a Shantytown outside Atlanta, her husband Frank, Ashley, and others leave to raid the Shantytown that night to avenge Scarlett's honour. In the book, Scarlett's attacker was black, and her friends are identified as members of the Ku Klux Klan. In the film, no mention of the Klan is made. In both the film and the book, her life is saved during the attack by a black man, Big Sam.


          


          Racial politics at Atlanta premiere


          Racial politics spilled into the film's premiere in Atlanta, Georgia. As Georgia was a segregated state, Hattie McDaniel could not have attended the cinema without sitting in the "colored" section of the movie theatre; to avoid troubling Selznick, she thus sent a letter saying she would not be able to attend. When Clark Gable heard that McDaniel did not want to attend because of the racial issue, he threatened to boycott the premiere unless McDaniel was able to attend; he later relented when McDaniel convinced him to go.


          At the costume ball during the premiere, local promoters recruited blacks to dress up as slaves and sing in a "Negro choir" on the steps of a white-columned plantation mansion built for the event. Many black community leaders refused to participate. But prominent Atlanta preacher Martin Luther King, Sr. attended, and he brought his 10-year-old son, future civil rights leader Martin Luther King Jr., who sang that night in the choir.


          The film also resulted in an important moment in African-American history: Hattie McDaniel won an Academy Award for Best Supporting Actress, the first time a black person won an Oscar.


          


          Sexual politics


          Whether Gone with the Wind celebrates women for being strong or pigeon-holes them into a submissive role is subject to intense debate. Advocates point to Scarlett O'Hara as a headstrong woman with an independent streak, and a source of strength and inspiration for women coming out of the Great Depression.


          But some have criticized what they consider to be the sexist nature of the film as well. Most disturbing to them is the scene where a drunken Rhett Butler grabs Scarlett against her will and takes her upstairs as she struggles furiously in his arms  apparently to force himself sexually upon her. (It should be noted that in the book, Scarlett initially resists him but becomes responsive before any sex has occurred.) However, this moment, although shocking to some modern audiences, is properly set up by the filmmakers in a previous scene in which Scarlett decides to eliminate sex from their marriage.


          However, it should be noted that these are modern-day objections to events and attitudes that are shocking only by contemporary standards. Both the book and the movie conformed to the legal and moral standards of their time, which was that a husband had a legal, moral, and ethical right to force himself sexually on his wife. This standard was true both when the book was published in 1936, as well as when the story takes place in the 1860's and 1870's.


          


          Legacy


          In an attempt to draw upon his company's profits, but to pay capital gain tax rather than a much higher personal income tax, David O. Selznick and his business partners liquidated Selznick International Pictures over a three-year period in the early 1940s. As part of the liquidation, Selznick sold his rights in Gone with the Wind to Jock Whitney, who in turn sold it to Metro-Goldwyn-Mayer in 1944. Today it is owned by Turner Entertainment, whose parent company Turner Broadcasting acquired MGM's film library in 1985. Turner itself is currently a subsidiary of Time Warner, which is the current parent company of Warner Bros. Entertainment.


          Gone with the Wind was given theatrical re-releases in 1947, 1954, 1961, 1967 (in a widescreen version), 1971, 1989, and 1998. It made its television debut on the HBO cable network in June 1976, and its broadcast debut the following November on the NBC network, where it became at that time the highest-rated television program ever presented on a single network, watched by 47.5 percent of the households in America, and 65 percent of television viewers. Ironically, it was surpassed the following year by the mini-series Roots, a saga about slavery in America.


          Gone with the Wind also holds the record as being the biggest box-office hit in the history of movies. Adjusted for inflation, it would have made $1,329,453,600 domestically and $2,699,710,936 worldwide.


          In 1998, the American Film Institute ranked it #4 on its " 100 Greatest Movies" list. The film has been selected for preservation in the United States National Film Registry and has undergone a complete digital restoration.


          Rhett Butler's infamous farewell line to Scarlett O'Hara, " Frankly, my dear, I don't give a damn", was voted in a poll by the American Film Institute in 2005 as the most memorable line in cinema history.


          In 2005, the AFI ranked Max Steiner's score for the film the second greatest of all time.


          The AFI also ranked the film #2 in their list of the greatest romances of all time (100 Years... 100 Passions).


          After filming concluded, the set of Tara sat on the backlot of the former Selznick Studios, now the Culver Studios (later owned by Lucille Ball and Desi Arnaz as Desilu Studios before being sold to Paramount and renamed "The Culver Studios") and was disguised and used as the house in the television show The Big Valley. In 1959, the facade set of Tara was dismantled and shipped to Georgia and stored in a private barn. It was given as a gift to one of the former Georgia governor's wives. Original plans were used for the reconstruction of a replica of the original set in Charleston, South Carolina for the 1994 filming of Scarlett, the sequel to Gone With the Wind. The original famous front door of Tara's set from the 1939 epic film was donated to the Margaret Mitchell House and Museum in downtown Atlanta, Georgia where it is on permanent display, featured in the Gone With The Wind film museum. Other items from the set, such as many from the set of Scarlett and Rhett's Atlanta mansion are still stored at The Culver Studios (formerly Selznick International) including the stained glass window from the top of the staircase which was actually a painting. The famous painting of Scarlett in her blue dress which hung in Rhett's bedroom hung for years in the cafeteria at Jonesboro Elementary School, but is now on permanent display at The Margaret Mitchell Museum in Atlanta, complete with stains from the glass of sherry that Rhett Butler threw at it in his rage of anger.


          


          Sequel


          Rumors of Hollywood producing a sequel to this film persisted for decades until 1994, when a sequel was finally produced for television, based upon Alexandra Ripley's novel, Scarlett, itself a sequel to Mitchell's original. Both the book and mini-series were met with mixed reviews. In the TV version, British actors played both key roles: Welsh-born actor Timothy Dalton played Rhett while Manchester-born Joanne Whalley played Scarlett.


          


          Trivia


          
            	Gone with the Wind is Ted Turner's favorite movie, as such he launched the TNT network with a broadcast of this film.

          


          


          Credits


          


          
            	Directed by

              
                	Victor Fleming


                	George Cukor (uncredited, left the production)


                	Sam Wood (uncredited, took over while Fleming was away)

              

            


            	Writing credits

              
                	Margaret Mitchell (novel)


                	Sidney Howard - adapted screenplay


                	Ben Hecht (uncredited)


                	David O. Selznick (uncredited)


                	Jo Swerling (uncredited)


                	John Van Druten (uncredited)

              

            


            	Cast

              
                	Clark Gable .... Rhett Butler


                	Vivien Leigh .... Scarlett O'Hara


                	Leslie Howard .... Ashley Wilkes


                	Olivia de Havilland .... Melanie Hamilton


                	Thomas Mitchell .... Gerald O'Hara


                	Barbara O'Neil .... Ellen O'Hara


                	Evelyn Keyes .... Suellen O'Hara


                	Ann Rutherford .... Carreen O'Hara


                	George Reeves .... Stuart Tarleton (miscredited on screen as Brent Tarleton)


                	Fred Crane (actor) .... Brent Tarleton (miscredited on screen as Stuart Tarleton)


                	Hattie McDaniel .... Mammy


                	Oscar Polk .... Pork


                	Butterfly McQueen .... Prissy


                	Victor Jory .... Jonas Wilkerson


                	Everett Brown .... Big Sam


                	Howard C. Hickman .... John Wilkes


                	Alicia Rhett .... India Wilkes


                	Rand Brooks .... Charles Hamilton


                	Carroll Nye .... Frank Kennedy


                	Marcella Martin .... Cathleen Calvert


                	Laura Hope Crews .... Aunt Pittypat Hamilton


                	Eddie Anderson .... Uncle Peter


                	Harry Davenport .... Dr. Meade


                	Leona Roberts .... Mrs. Meade


                	Jane Darwell .... Dolly Merriwether


                	Paul Hurst .... Yankee Deserter


                	Cammie King .... Bonnie Blue Butler


                	Ona Munson .... Belle Watling


                	Eric Linden .... Amputation case


                	Cliff Edwards .... Reminiscent Soldier

              

            


            	Produced by

              
                	David O. Selznick

              

            

          


          


          Academy Awards


          Winner of 10 Oscars


          
            	Best Picture - Selznick International Pictures ( David O. Selznick, producer)


            	Best Actress in a Leading Role - Vivien Leigh


            	Best Actress in a Supporting Role - Hattie McDaniel


            	Best Cinematography, Colour - Ernest Haller, and Ray Rennahan


            	Best Director - Victor Fleming


            	Best Film Editing - Hal C. Kern, and James E. Newcom


            	Best Writing, Screenplay - Sidney Howard


            	Best Art Direction - Lyle Wheeler


            	Honorary Award - William Cameron Menzies - "For outstanding achievement in the use of colour for the enhancement of dramatic mood in the production of Gone with the Wind." (plaque).


            	Technical Achievement Award - Don Musgrave - "For pioneering in the use of coordinated equipment in the production Gone with the Wind."

          


          5 additional nominations


          
            	Best Actor in a Leading Role - Clark Gable


            	Best Actress in a Supporting Role - Olivia de Havilland


            	Best Effects, Special Effects - Fred Albin (sound), Jack Cosgrove (photographic), and Arthur Johns (sound)


            	Best Music, Original Score - Max Steiner


            	Best Sound, Recording - Thomas T. Moulton (Samuel Goldwyn SSD)

          


          
            	David O. Selznick was awarded the Irving G. Thalberg Memorial Award.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gone_with_the_Wind_%28film%29"
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              	Google, Inc.
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              	Type

              	Public

              ( NASDAQ: GOOG)

              (LSE: GGEA)
            


            
              	Founded

              	Menlo Park, California ( September 7, 1998)
            


            
              	Founder

              	Sergey Brin

              Larry Page
            


            
              	Headquarters

              	[image: Flag of the United States] Googleplex, Mountain View, California, US
            


            
              	Areaserved

              	Worldwide
            


            
              	Keypeople

              	Dr. Eric E. Schmidt

              ( Chairman) & ( CEO)

              Sergey Brin

              ( Technology President)

              Larry Page

              ( Products President)
            


            
              	Industry

              	Internet, Computer software
            


            
              	Products

              	See list of Google products
            


            
              	Market cap

              	US$ 179.07 Billion (2008)
            


            
              	Revenue

              	▲55.97% US$ 16.593 Billion (2007)
            


            
              	Operating income

              	▲30.64% US$ 5.084 Billion (2007)
            


            
              	Net income

              	▲25.33% US$ 4.203 Billion (2007)
            


            
              	Total assets

              	▲ US$ 25.335 Billion (2007)
            


            
              	Total equity

              	▲ US$ 22.689 Billion (2007)
            


            
              	Employees

              	19,604 ( June 30, 2008)
            


            
              	Website

              	Google.com
            

          


          Google Inc. ( NASDAQ: GOOG and LSE: GGEA) is an American public corporation, earning revenue from advertising related to its Internet search, web-based e-mail, online mapping, office productivity, social networking, and video sharing services as well as selling advertising-free versions of the same technologies. Google's headquarters, the Googleplex, is located in Mountain View, California. As of June 30, 2008 the company has 19,604 full-time employees. As of October 31, 2007, it is the largest American company (by market capitalization) that is not part of the Dow Jones Industrial Average.


          Google was co-founded by Larry Page and Sergey Brin while they were students at Stanford University and the company was first incorporated as a privately held company on September 7, 1998. Google's initial public offering took place on August 19, 2004, raising US$1.67 billion, making it worth US$23 billion. Google has continued its growth through a series of new product developments, acquisitions, and partnerships. Environmentalism, philanthropy, and positive employee relations have been important tenets during Google's growth, the latter resulting in being identified multiple times as Fortune Magazine's #1 Best Place to Work. The company's unofficial slogan is " Don't be evil", although criticism of Google include concerns regarding the privacy of personal information, copyright, censorship, and discontinuation of services.


          


          History


          


          Google began in January 1996, as a research project by Larry Page, who was soon joined by Sergey Brin, two Ph.D. students at Stanford University in California. They hypothesized that a search engine that analyzed the relationships between websites would produce better ranking of results than existing techniques, which ranked results according to the number of times the search term appeared on a page. Their search engine was originally nicknamed "BackRub" because the system checked backlinks to estimate a site's importance. A small search engine called Rankdex was already exploring a similar strategy.


          Convinced that the pages with the most links to them from other highly relevant web pages must be the most relevant pages associated with the search, Page and Brin tested their thesis as part of their studies, and laid the foundation for their search engine. Originally, the search engine used the Stanford University website with the domain google.stanford.edu. The domain google.com was registered on September 15, 1997, and the company was incorporated as Google Inc. on September 7, 1998 at a friend's garage in Menlo Park, California. The total initial investment raised for the new company amounted to almost US$1.1 million, including a US$100,000 check by Andy Bechtolsheim, one of the founders of Sun Microsystems.


          


          In March 1999, the company moved into offices in Palo Alto, home to several other noted Silicon Valley technology startups. After quickly outgrowing two other sites, the company leased a complex of buildings in Mountain View at 1600 Amphitheatre Parkway from Silicon Graphics (SGI) in 2003. The company has remained at this location ever since, and the complex has since come to be known as the Googleplex (a play on the word googolplex). In 2006, Google bought the property from SGI for US$319 million.


          The Google search engine attracted a loyal following among the growing number of Internet users, who liked its simple design and usability. In 2000, Google began selling advertisements associated with search keywords. The ads were text-based to maintain an uncluttered page design and to maximize page loading speed. Keywords were sold based on a combination of price bid and clickthroughs, with bidding starting at US$.05 per click. This model of selling keyword advertising was pioneered by Goto.com (later renamed Overture Services, before being acquired by Yahoo! and rebranded as Yahoo! Search Marketing). While many of its dot-com rivals failed in the new Internet marketplace, Google quietly rose in stature while generating revenue.


          The name "Google" originated from a common misspelling of the word " googol", which refers to 10100, the number represented by a 1 followed by one hundred zeros. Having found its way increasingly into everyday language, the verb " google", was added to the Merriam Webster Collegiate Dictionary and the Oxford English Dictionary in 2006, meaning "to use the Google search engine to obtain information on the Internet."


          A patent describing part of Google's ranking mechanism ( PageRank) was granted on September 4, 2001. The patent was officially assigned to Stanford University and lists Lawrence Page as the inventor.


          


          Financing and initial public offering


          The first funding for Google as a company was secured in 1998, in the form of a US$100,000 contribution from Andy Bechtolsheim, co-founder of Sun Microsystems, given to a corporation which did not yet exist. Around six months later, a much larger round of funding was announced, with the major investors being rival venture capital firms Kleiner Perkins Caufield & Byers and Sequoia Capital.


          Google's IPO took place on August 19, 2004. 19,605,052 shares were offered at a price of US$85 per share. Of that, 14,142,135 (another mathematical reference as 2  1.4142135) were floated by Google, and the remaining 5,462,917 were offered by existing stockholders. The sale of US$1.67 billion gave Google a market capitalization of more than US$23 billion. The vast majority of Google's 271 million shares remained under Google's control. Many of Google's employees became instant paper millionaires. Yahoo!, a competitor of Google, also benefited from the IPO because it owned 8.4 million shares of Google as of August 9, 2004, ten days before the IPO.


          Google's stock performance after its first IPO launch has gone well, with shares hitting US$700 for the first time on October 31, 2007, due to strong sales and earnings in the advertising market, as well as the release of new features such as the desktop search function and its iGoogle personalized home page. The surge in stock price is fueled primarily by individual investors, as opposed to large institutional investors and mutual funds.


          The company is listed on the NASDAQ stock exchange under the ticker symbol GOOG and under the London Stock Exchange under the ticker symbol GGEA.


          


          Growth


          While the company's primary business interest is in the web content arena, Google has begun experimenting with other markets, such as radio and print publications. On January 17, 2006, Google announced that its purchase of a radio advertising company "dMarc", which provides an automated system that allows companies to advertise on the radio. This will allow Google to combine two niche advertising mediathe Internet and radiowith Google's ability to laser-focus on the tastes of consumers. Google has also begun an experiment in selling advertisements from its advertisers in offline newspapers and magazines, with select advertisements in the Chicago Sun-Times. They have been filling unsold space in the newspaper that would have normally been used for in-house advertisements.


          Google was added to the S&P 500 index on March 30, 2006. It replaced Burlington Resources, a major oil producer based in Houston which was acquired by ConocoPhillips.


          


          Acquisitions


          Since 2001, Google has acquired several small start-up companies, often consisting of innovative teams and products. One of the earlier companies that Google bought was Pyra Labs. They were the creators of Blogger, a weblog publishing platform, first launched in 1999. This acquisition led to many premium features becoming free. Pyra Labs was originally formed by Evan Williams, yet he left Google in 2004. In early 2006, Google acquired Upstartle, a company responsible for the online word processor, Writely. The technology in this product was used by Google to eventually create Google Docs & Spreadsheets.


          In 2004, Google acquired a company called Keyhole, Inc., which developed a product called Earth Viewer which was renamed in 2005 to Google Earth.


          In February 2006, software company Adaptive Path sold Measure Map, a weblog statistics application, to Google. Registration to the service has since been temporarily disabled. The last update regarding the future of Measure Map was made on April 6, 2006 and outlined many of the service's known issues.


          In late 2006, Google bought online video site YouTube for US$1.65 billion in stock. Shortly after, on October 31, 2006, Google announced that it had also acquired JotSpot, a developer of wiki technology for collaborative Web sites.


          On April 13, 2007, Google reached an agreement to acquire DoubleClick. Google agreed to buy the company for US$3.1 billion.


          On July 9, 2007, Google announced that it had signed a definitive agreement to acquire enterprise messaging security and compliance company Postini.


          


          Partnerships


          In 2005, Google entered into partnerships with other companies and government agencies to improve production and services. Google announced a partnership with NASA Ames Research Centre to build up 1,000,000square feet (93,000m) of offices and work on research projects involving large-scale data management, nanotechnology, distributed computing, and the entrepreneurial space industry. Google also entered into a partnership with Sun Microsystems in October to help share and distribute each other's technologies. The company entered into a partnership with Time Warner's AOL, to enhance each other's video search services.


          The same year, the company became a major financial investor of the new .mobi top-level domain for mobile devices, in conjunction with several other companies, including Microsoft, Nokia, and Ericsson among others. In September 2007, Google launched, "Adsense for Mobile", a service for its publishing partners which provides the ability to monetize their mobile websites through the targeted placement of mobile text ads, and acquired the mobile social networking site, Zingku.mobi, to "provide people worldwide with direct access to Google applications, and ultimately the information they want and need, right from their mobile devices."


          In 2006, Google and News Corp.'s Fox Interactive Media entered into a US$900 million agreement to provide search and advertising on the popular social networking site, MySpace.


          On November 5, 2007 Google announced the Open Handset Alliance to develop an open platform for mobile services called Android.


          On March,2008 Google, Sprint, Intel, Comcast, Time Warner Cable, Bright House Networks, Clearwire together found Xohm to provide wireless telecommunication service.


          


          Products and services
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          Google has created services and tools for the general public and business environment alike; including Web applications, advertising networks and solutions for businesses.


          


          Advertising


          Most of Google's revenue is derived from advertising programs. For the 2006 fiscal year, the company reported US$10.492 billion in total advertising revenues and only US$112 million in licensing and other revenues. Google AdWords allows Web advertisers to display advertisements in Google's search results and the Google Content Network, through either a cost-per-click or cost-per-view scheme. Google AdSense website owners can also display adverts on their own site, and earn money every time ads are clicked.


          


          Web-based software


          The Google web search engine is the company's most popular service. As of August 2007, Google is the most used search engine on the web with a 53.6% market share, ahead of Yahoo! (19.9%) and Live Search (12.9%). Google indexes billions of Web pages, so that users can search for the information they desire, through the use of keywords and operators. Google has also employed the Web Search technology into other search services, including Image Search, Google News, the price comparison site Google Product Search, the interactive Usenet archive Google Groups, Google Maps, and more.


          In 2004, Google launched its own free web-based e-mail service, known as Gmail (or Google Mail in some jurisdictions). Gmail features spam-filtering technology and the capability to use Google technology to search e-mail. The service generates revenue by displaying advertisements and links from the AdWords service that are tailored to the choice of the user and/or content of the e-mail messages displayed on screen.


          In early 2006, the company launched Google Video, which not only allows users to search and view freely available videos but also offers users and media publishers the ability to publish their content, including television shows on CBS, NBA basketball games, and music videos. In August 2007, Google announced that it would shut down its video rental and sale program and offer refunds and Google Checkout credits to consumers who had purchased videos to own.


          On February 28, 2008 Google launched the Google Sites wiki as a Google Apps component.


          Google has also developed several desktop applications, including Google Earth, an interactive mapping program powered by satellite and aerial imagery that covers the vast majority of the planet. Google Earth is generally considered to be remarkably accurate and extremely detailed. Many major cities have such detailed images that one can zoom in close enough to see vehicles and pedestrians clearly. Consequently, there have been some concerns about national security implications. Specifically, some countries and militaries contend the software can be used to pinpoint with near-precision accuracy the physical location of critical infrastructure, commercial and residential buildings, bases, government agencies, and so on. However, the satellite images are not necessarily frequently updated, and all of them are available at no charge through other products and even government sources. For example, NASA and the National Geospatial-Intelligence Agency. Some counter this argument by stating that Google Earth makes it easier to access and research the images.


          Many other products are available through Google Labs, which is a collection of incomplete applications that are still being tested for use by the general public.


          Google has promoted their products in various ways. In London, Google Space was set-up in Heathrow Airport, showcasing several products, including Gmail, Google Earth and Picasa. Also, a similar page was launched for American college students, under the name College Life, Powered by Google.


          In 2007, some reports surfaced that Google was planning the release of its own mobile phone, possibly a competitor to Apple's iPhone. The project, called Android provides a standard development kit that will allow any "Android" phone to run software developed for the Android SDK, no matter the phone manufacturer. In October 2007, Google SMS service was launched in India allowing users to get business listings, movie showtimes, and information by sending an SMS.


          


          Enterprise products


          In 2007, Google launched Google Apps Premier Edition, a version of Google Apps targeted primarily at the business user. It includes such extras as more disk space for e-mail, API access, and premium support, for a price of US$50 per user per year. A large implementation of Google Apps with 38,000 users is at Lakehead University in Thunder Bay, Ontario, Canada.


          


          Platform


          Google runs its services on several server farms, each comprising thousands of low-cost commodity computers running stripped-down versions of Linux. While the company divulges no details of its hardware, a 2006 estimate cites 450,000 servers, "racked up in clusters at data centers around the world."


          


          Corporate affairs and culture
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          Google is known for its relaxed corporate culture, of which its playful variations on its own corporate logo are an indicator. In 2007 and 2008, Fortune Magazine placed Google at the top of its list of the hundred best places to work. Google's corporate philosophy embodies such casual principles as "you can make money without doing evil," "you can be serious without a suit," and "work should be challenging and the challenge should be fun."


          Google has been criticized for having salaries below industry standards. For example, some system administrators earn no more than US$35,000 per year  considered to be quite low for the Bay Area job market. However, Google's stock performance following its IPO has enabled many early employees to be competitively compensated by participation in the corporation's remarkable equity growth. Google implemented other employee incentives in 2005, such as the Google Founders' Award, in addition to offering higher salaries to new employees. Google's workplace amenities, culture, global popularity, and strong brand recognition have also attracted potential applicants.


          After the company's IPO in August 2004, it was reported that founders Sergey Brin and Larry Page, and CEO Eric Schmidt, requested that their base salary be cut to US$1.00. Subsequent offers by the company to increase their salaries have been turned down, primarily because, "their primary compensation continues to come from returns on their ownership stakes in Google. As significant stockholders, their personal wealth is tied directly to sustained stock price appreciation and performance, which provides direct alignment with stockholder interests." Prior to 2004, Schmidt was making US$250,000 per year, and Page and Brin each earned a salary of US$150,000.


          They have all declined recent offers of bonuses and increases in compensation by Google's board of directors. In a 2007 report of the United States' richest people, Forbes reported that Sergey Brin and Larry Page were tied for #5 with a net worth of US$18.5 billion each.


          In 2007 and through early 2008, Google has seen the departure of several top executives. Justin Rosenstein, Googles product manager, left in June of 2007. Shortly thereafter, Gideon Yu, former chief financial officer of YouTube, a Google unit, joined Facebook along with Benjamin Ling, a high-ranking engineer, who left in October 2007. In March 2008, two senior Google leaders announced their desire to pursue other opportunities. Sheryl Sandburg, ex-VP of global online sales and operations began her position as COO of Facebook while Ash ElDifrawi, former head of brand advertising, left to become CMO of Netshops Inc.


          


          Googleplex
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          Google's headquarters in Mountain View, California, is referred to as "the Googleplex" in a play of words; a googolplex being 1 followed by a googol of zeros, and the HQ being a complex of buildings (cf. multiplex, cineplex, etc). The lobby is decorated with a piano, lava lamps, old server clusters, and a projection of search queries on the wall. The hallways are full of exercise balls and bicycles. Each employee has access to the corporate recreation centre. Recreational amenities are scattered throughout the campus and include a workout room with weights and rowing machines, locker rooms, washers and dryers, a massage room, assorted video games, Foosball, a baby grand piano, a pool table, and ping pong. In addition to the rec room, there are snack rooms stocked with various foods and drinks.
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          In 2006, Google moved into 311,000square feet (28,900m) of office space in New York City, at 111 Eighth Ave. in Manhattan. The office was specially designed and built for Google and houses its largest advertising sales team, which has been instrumental in securing large partnerships, most recently deals with MySpace and AOL. In 2003, they added an engineering staff in New York City, which has been responsible for more than 100 engineering projects, including Google Maps, Google Spreadsheets, and others. It is estimated that the building costs Google US$10 million per year to rent and is similar in design and functionality to its Mountain View headquarters, including foosball, air hockey, and ping-pong tables, as well as a video game area. In November 2006, Google opened offices on Carnegie Mellon's campus in Pittsburgh. By late 2006, Google also established a new headquarters for its AdWords division in Ann Arbor, Michigan.


          The size of Google's search system is presently undisclosed. The best estimates place the total number of the company's servers at 450,000, spread over twenty five locations throughout the world, including major operations centers in Dublin (European Operations Headquarters) and Atlanta, Georgia. Google is also in the process of constructing a major operations centre in The Dalles, Oregon, on the banks of the Columbia River. The site, also referred to by the media as Project 02, was chosen due to the availability of inexpensive hydroelectric power and a large surplus of fibre optic cable, remnants of the dot com boom of the late 1990s. The computing centre is estimated to be the size of two football fields, and it has created hundreds of construction jobs, causing local real estate prices to increase 40%. Upon completion, the centre is expected to create 60 to 200 permanent jobs in the town of 12,000 people.


          Google is taking steps to ensure that their operations are environmentally sound. In October 2006, the company announced plans to install thousands of solar panels to provide up to 1.6 megawatts of electricity, enough to satisfy approximately 30% of the campus' energy needs. The system will be the largest solar power system constructed on a U.S. corporate campus and one of the largest on any corporate site in the world. In June 2007, Google announced that they plan to become carbon neutral by 2008, which includes investing in energy efficiency, renewable energy sources, and purchasing carbon offsets, such as investing in projects like capturing and burning methane from animal waste at Mexican and Brazilian farms.


          


          Innovation time off


          As an interesting motivation technique (usually called Innovation Time Off), all Google engineers are encouraged to spend 20% of their work time (one day per week) on projects that interest them. Some of Google's newer services, such as Gmail, Google News, Orkut, and AdSense originated from these independent endeavors. In a talk at Stanford University, Marissa Mayer, Google's Vice President of Search Products and User Experience, stated that her analysis showed that half of the new product launches originated from the 20% time.


          


          Easter eggs and April Fool's Day jokes


          Google has a tradition of creating April Fool's Day jokessuch as Google MentalPlex, which allegedly featured the use of mental power to search the web. In 2002, they claimed that pigeons were the secret behind their growing search engine. In 2004, they featured Google Lunar (which claimed to feature jobs on the moon), and in 2005, a fictitious brain-boosting drink, termed Google Gulp was announced. In 2006, they came up with Google Romance, a hypothetical online dating service. In 2007, Google announced two joke products. The first was a free wireless Internet service called TiSP (Toilet Internet Service Provider) in which one obtained a connection by flushing one end of a fibre-optic cable down their toilet and waiting only an hour for a "Plumbing Hardware Dispatcher (PHD)" to connect it to the Internet. Additionally, Google's Gmail page displayed an announcement for Gmail Paper, which allows users of their free email service to have email messages printed and shipped to a snail mail address.


          Google's services contain a number of Easter eggs; for instance, the Language Tools page offers the search interface in the Swedish Chef's "Bork bork bork," Pig Latin, Hacker (actually leetspeak), Elmer Fudd, and Klingon. In addition, the search engine calculator provides the Answer to Life, the Universe, and Everything from Douglas Adams' The Hitchhiker's Guide to the Galaxy. As Google's search box can be used as a unit converter (as well as a calculator), some non-standard units are built in, such as the Smoot. Google also routinely modifies its logo in accordance with various holidays or special events throughout the year, such as Christmas, Mother's Day, or the birthdays of various notable individuals.


          


          IPO and culture


          Many people speculated that Google's IPO would inevitably lead to changes in the company's culture, because of shareholder pressure for employee benefit reductions and short-term advances, or because a large number of the company's employees would suddenly become millionaires on paper. In a report given to potential investors, co-founders Sergey Brin and Larry Page promised that the IPO would not change the company's culture. Later Mr. Page said, "We think a lot about how to maintain our culture and the fun elements. We spent a lot of time getting our offices right. We think it's important to have a high density of people. People are packed together everywhere. We all share offices. We like this set of buildings because it's more like a densely packed university campus than a typical suburban office park."


          However, many analysts are finding that as Google grows, the company is becoming more "corporate". In 2005, articles in The New York Times and other sources began suggesting that Google had lost its anti-corporate, no evil philosophy. In an effort to maintain the company's unique culture, Google has designated a Chief Culture Officer in 2006, who also serves as the Director of Human Resources. The purpose of the Chief Culture Officer is to develop and maintain the culture and work on ways to keep true to the core values that the company was founded on in the beginninga flat organization, a lack of hierarchy, a collaborative environment.


          


          Philanthropy


          In 2004, Google formed a for-profit philanthropic wing, Google.org, with a start-up fund of US$1 billion. The express mission of the organization is to create awareness about climate change, global public health, and global poverty. One of its first projects is to develop a viable plug-in hybrid electric vehicle that can attain 100 mpg. The founding and current director is Dr. Larry Brilliant.


          


          Criticism


          As it has grown, Google has found itself the focus of several controversies related to its business practices and services. For example, Google Book Search's effort to digitize millions of books and make the full text searchable has led to copyright disputes with the Authors Guild. Google's cooperation with the governments of China, and to a lesser extent France and Germany (regarding Holocaust denial) to filter search results in accordance to regional laws and regulations has led to claims of censorship. Google's persistent cookie and other information collection practices have led to concerns over user privacy. As of December 11, 2007, Google, like the Microsoft search engine, stores "personal information for 18 months" and by comparison, Yahoo! and AOL ( Time Warner) "retain search requests for 13 months."


          A number of Indian state governments have raised concerns about the security risks posed by geographic details provided by Google Earth's satellite imaging. Google has also been criticized by advertisers regarding its inability to combat click fraud, when a person or automated script is used to generate a charge on an advertisement without really having an interest in the product. Industry reports in 2006 claim that approximately 14 to 20 percent of clicks were in fact fraudulent or invalid. Further, Google has faced allegations of sexism and ageism from former employees. Google has also faced accusations in Harper's Magazine of being extremely excessive with their energy usage, and were accused of employing their " Don't be evil" motto as well as their very public energy saving campaigns as means of trying to cover up or make up for the massive amounts of energy their servers actually require.


          Also, US District Court Judge Louis Stanton, on July 1, 2008 ordered Google to give YouTube user data / log to Viacom to support its case in a billion-dollar copyright lawsuit against Google. Google and Viacom, however, on July 14, 2008, agreed in compromise to protect YouTube users' personal data in the $ 1 billion ( 497 million) copyright lawsuit. Google agreed it will make user information and internet protocol addresses from its YouTube subsidiary anonymous before handing over the data to Viacom. The privacy deal also applied to other litigants including the FA Premier League, the Rodgers & Hammerstein Organisation and the Scottish Premier League. The deal however did not extend the anonymity to employees, since Viacom would prove that Google staff are aware of uploading of illegal material to the site. The parties therefore will further meet on the matter lest the data be made available to the court.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Google"
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              Screenshot of Google Maps showing a route from Toronto to Ottawa on the 400-Series highways.
            


            
              	URL

              	maps.google.com
            


            
              	Type of site

              	web mapping
            


            
              	Registration

              	no
            


            
              	Available language(s)

              	multilingual
            


            
              	Owner

              	Google
            


            
              	Created by

              	Google
            


            
              	Current status

              	active
            

          


          Google Maps (for a time named Google Local) is a free web mapping service application and technology provided by Google that powers many map-based services including the Google Maps website, Google Ride Finder and embedded maps on third-party websites via the Google Maps API. It offers street maps, a route planner, and an urban business locator for numerous countries around the world.


          A related product is Google Earth, a standalone program for Microsoft Windows, Mac OS X and Linux which offers enhanced globe-viewing features.


          


          Features


          Google Maps features a map that users can pan (by dragging the mouse) and zoom (by using the mouse wheel). Users may enter an address, intersection or general area to quickly find it on the map.


          Users can also search for businesses and attractions (for example, theatres, restaurants and hotels) in or near a given place. For example, a user can enter a query such as " Waffles in Ottawa" to find restaurants serving waffles in the city.


          Like many other map services, Google Maps can generate driving directions between any pair of locations in the United States and Canada and within certain other countries. It shows turn-by-turn instructions, an estimate of the trip time, and the distance between the two locations. Since July 2007, a user can drag any point on the route to another location to add a waypoint, and instantly see the revised route and length while dragging.


          Starting November 21, 2007, users with a Google account can adjust the location of markers for businesses and other destinations. According to a video posted on " YouTube" "Sometimes a location can be a little off on a map and your friends can't find you. Now you can fix that." If a user moves the marker by more than 200 meters, the change must go through moderation before it appears online.


          Google Maps offers five viewing modes by default: Map (topographic and street map), Satellite (satellite and high-resolution aerial photographs), "Terrain" (geographic features in high relief with street overlay), Street View (ground level 360 degree view of certain streets, introduced on May 30, 2007), and Traffic' (traffic congestion maps).


          The "link to this page" link on each Google Maps map targets a URL which can be used to find the location on the map at a later time. The latitude and longitude can be used as input to NASA World Wind or TerraServer-USA, which in some cases have higher-resolution imagery.


          


          Satellite view


          Google Maps provides high-resolution satellite images for most urban areas in Canada and the United States (including Hawaii, Alaska, Puerto Rico, and the U.S. Virgin Islands) as well as parts of New Zealand, Australia, Egypt, France, Germany, Hong Kong, Iran, Iceland, Italy, Ireland, Iraq, Japan, Taiwan, the Bahamas, Bermuda, Kuwait, Mexico, the Netherlands, the United Kingdom, and many other countries. Google Maps also covers many cities including Moscow, Istanbul, and most of India.


          All the images shown in Google Maps' satellite mode are at least a year old and in some places like New Jersey date back to 2001. Various governments have complained about the potential for terrorists to use the satellite images in planning attacks. Google has blurred some areas for security (mostly in the United States), including the U.S. Naval Observatory area (where the official residence of the Vice President is located), and until recently, the United States Capitol and the White House (which formerly featured erased housetop). Other well-known government installations are visible including Area 51 in the Nevada desert.


          With the introduction of an easily pannable and searchable mapping and satellite imagery tool, Google's mapping engine prompted a surge of interest in satellite imagery. Sites were established which feature satellite images of interesting natural and man-made landmarks, including such novelties as "large type" writing visible in the imagery, as well as famous stadia and unique earth formations.


          Although Google uses the word "satellite", some of the high-resolution imagery is aerial photography taken from airplanes rather than from satellites.


          


          Implementation


          Like many other Google web applications, Google Maps uses JavaScript extensively. As the user drags the map, the grid squares are downloaded from the server and inserted into the page. When a user searches for a business, the results are downloaded in the background for insertion into the side panel and map - the page is not reloaded. Locations are drawn dynamically by positioning a red pin (composed of several partially-transparent PNGs) on top of the map images.


          The technique of providing greater user-interactivity by performing asynchronous network requests with Javascript and XMLHttpRequest has recently become known as Ajax. Maps actually uses XmlHttpRequest sparingly, preferring a hidden IFrame with form submission because it preserves browser history. It also uses JSON for data transfer rather than XML, for performance reasons. These techniques both fall under the broad Ajax umbrella.


          The GIS (Geographic Information System) data used in Google Maps are provided by Tele Atlas, NAVTEQ and MAPIT MSC, Malaysia, while the small patches of high-resolution satellite imagery are largely provided by DigitalGlobe and its QuickBird satellite, with some imagery also from government sources. The main global imagery base called NaturalVue was derived from Landsat 7 imagery by MDA Federal (formerly Earth Satellite Corporation). This global image base provides the essential foundation for the entire application.


          


          Extensibility and customization


          As the Google Maps code is almost entirely JavaScript and XML, some end-users reverse-engineered the tool and produced client-side scripts and server-side hooks which allowed a user or website to introduce expanded or customised features into the Google Maps interface.


          Using the core engine and the map/satellite images hosted by Google, such tools can introduce custom location icons, location coordinates and metadata, and even custom map image sources into the Google Maps interface. The script-insertion tool Greasemonkey provides a large number of client-side scripts to customize Google Maps data, and the mygmaps.com website provides an interface for easily adding your own set of locations and viewing them on Google Maps.


          Combined with photo sharing websites such as Flickr, a phenomenon called "memory maps" emerged. Using copies of the Keyhole satellite photos of their home towns or other favorite places, the users take advantage of image annotation features to provide personal histories and information regarding particular points of the area.


          


          Google Maps API


          Google created the Google Maps API to facilitate developers integrating Google Maps into their web sites with their own data points. It is a free service, which currently does not contain ads, but Google states in their terms of use that they reserve the right to display ads in the future.


          By using the Google Maps API you can embed the full Google Maps on an external web site. Start by creating an API Key, it will be bound to the web site and directory you enter when creating the key. Creating your own map interface involves adding the Google JavaScript code to your page, and then using Javascript functions to add points to the map.


          When the API first launched, it lacked the ability to geocode addresses, requiring you to manually add points in (latitude, longitude) format. This has since been rectified.


          At the same time as the release of the Google Maps API, Yahoo! released their own Maps API. Both were released to coincide with the O'Reilly Web 2.0 Conference. Yahoo! Maps lacks international support, but included a geocoder in the first release.


          As of October 2006, Google Gadgets' Google maps implementation is much easier to use with just the need of one line of script. The drawback is that it is not as customizable as the full API.


          In late 2006, Yahoo began a campaign to upgrade their maps, to compete better with Google Local and other online map companies. Several of the maps used in a survey were similar to Google maps.


          Google Maps actively promotes the commercial use of their API. One of its earliest adopters at large scale are real estate mashup sites. Google's case study is about Nestoria, a property search engine in the UK and Spain.


          


          Google Maps for Mobile


          In late 2006, Google introduced a Java application called Google Maps for Mobile, which is intended to run on any Java based phone or mobile device. Most, if not all, web based features are available from within the application. On November 28th, 2007, Google Maps for Mobile 2.0 was released. It introduced a GPS-like location service that does not require a GPS receiver. As of April 20, 2008, this service is available for Windows Mobile | Palm OS | Nokia/Symbian (S60 3rd edition only) | Symbian OS (UIQ v3).


          


          Google Maps parameters


          In Google Maps, the URL parameters may be tweaked to offer views and options not normally available through on-screen controls.


          For instance, the maximum zoom level offered is normally 18, but if higher-resolution images are available, changing the z parameter, which sets the zoom level, will allow the user to access them, as in this view of elephants or this view of people at a well deep in Chad, Africa using the parameter z=23.


          A list of Google Maps parameters and their descriptions is available.


          


          Development history


          Google Maps was first announced on the Google Blog on February 8 2005, and was located at http://maps.google.com/. It originally only supported users of Internet Explorer and Mozilla web browsers, but support for Opera and Safari was added on February 25, 2005. Currently ( July 1, 2006) Internet Explorer 6.0+, Firefox 0.8+, Safari 1.2.4+, Netscape 7.1+, Mozilla 1.4+, and Opera 8.02+ are supported. It was in beta for six months before becoming part of Google Local on October 6, 2005.


          
            
              	
                
                  	In early April 2005, an alternate view was activated to show Satellite images of the area displayed.


                  	In late April 2005, Google created Google Ride Finder using Google Maps.


                  	In late June 2005, Google released the Extensibility and customisation.


                  	In mid July 2005, Google began Google Maps and Google Local services for Japan, including road maps.


                  	On July 22, 2005, Google released "Hybrid View". Together with this change, the satellite image data was converted from plate carre to Mercator projection, which makes for a less distorted image in the temperate climes latitudes.


                  	In July 2005, in honour of the thirty-sixth anniversary of the Apollo Moon landing, Google Moon was launched.


                  	In September 2005, in the aftermath of Hurricane Katrina, Google Maps quickly updated its satellite imagery of New Orleans to allow users to view the extent of the flooding in various parts of that city. (Oddly, in March 2007, imagery showing hurricane damage was replaced with images from before the storm; this replacement was not made on Google Earth, which still uses post-Katrina imagery.


                  	As of January 2, 2006, Google Maps features road maps for the United States, Puerto Rico, Canada, the United Kingdom, Japan, and certain cities in the Republic of Ireland. Coverage of the area around Turin was added in time for the 2006 Winter Olympics.


                  	On January 23, 2006, Google Maps was updated to use the same satellite image database as Google Earth.


                  	On March 12, 2006, Google Mars was launched, which features a draggable map and satellite imagery of the planet Mars.


                  	In late April 2006, Google Local was merged into the main Google Maps site.


                  	On April 3, 2006, version 2 of the Maps API was released.


                  	On June 11, 2006, Google added geocoding capabilities to the API, satisfying what it called the most requested feature for this service.


                  	On June 14, 2006, Google Maps for Enterprise was officially launched. As a commercial service, it features intranet and advertisement-free implementations.


                  	Beginning in February 2007, buildings and subway stops are displayed in Google Maps "map view" for parts of New York City, Washington, D.C., London, San Francisco, and some other cities.


                  	On February 28, 2007, Google Traffic info was officially launched to automatically include real-time traffic flow conditions to the maps of 30 major cities of the United States.


                  	On May 29, 2007, Google driving directions support was added to the Google Maps API.


                  	On May 30, 2007, Street View was added. It gives ground level 360 degree view of streets in some major cities in United States.


                  	On June 28, 2007, draggable driving directions were introduced.


                  	On July 31, 2007, support for hCard was announced; Google Maps search results will now output the hCard microformat.


                  	On November 27, 2007, "Terrain" view showing basic topographic features was added. The button for "Hybrid" view was removed, and replaced with a "Show labels" checkbox under the "Satellite" button to switch between "Hybrid" and "Satellite" views.

                

              
            

          


          


          Google's use of Google Maps


          The main Google Maps site includes a local search feature, finding businesses of a certain category in a geographic area.


          


          Google Ditu


          Google Ditu (谷歌地图 lit. "Google Map") was released to the public on February 9, 2007, and replaced the old Google Bendi (谷歌本地 lit. "Google Local"). This is the Chinese localized Google Maps and Google Local services only cover mainland China.


          There are some differences in frontier alignments between Google Ditu and Google Maps. On Google Maps, sections of the Chinese border with India, Pakistan and Tajikistan are shown with dotted lines, indicating areas or frontiers in dispute. However, Google Ditu shows the Chinese frontier strictly according to Chinese claims with no "dotted lines" anywhere. For example the area now administered by India called Arunachal Pradesh (referred to as "South Tibet" by Chinese official sources) is shown inside the Chinese frontier by Google Ditu. Google Ditu also shows Taiwan and the surrounding islands as part of China.


          


          Google Moon


          


          In honour of the 36th anniversary of the Apollo 11 moon landing on July 20, 1969, Google took public domain imagery of the Moon, integrated it into the Google Maps interface, and created a tool called Google Moon. By default this tool, with a reduced set of features, also displays the points of landing of all Apollo spacecraft to land on the Moon. It also included an easter egg, displaying a Swiss cheese design at the highest zoom level, which Google has since removed. A recent collborative project between NASA Ames Research Centre and Google is integrating and improving the data that is used for Google Moon. This is the Planetary Content Project. Google Moon was linked from a special commemorative version of the Google logo displayed at the top of the main Google search page for July 20, 2005 ( UTC) webarchive.org.


          


          Google Mars
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              Google Mars
            

          


          Google Mars provides a visible imagery view, like Google Moon, as well as infrared imagery and shaded relief ( elevation). Users can toggle between the elevation, visible, and infrared data, in the same manner as switching between map, satellite, and hybrid modes of Google Maps. In collaboration with NASA scientists at Arizona State University, Google has provided the public with data collected from two NASA Mars missions, Mars Global Surveyor and 2001 Mars Odyssey. At present, the Google Earth desktop client cannot access the data, but the feature is in development.


          It is currently not known if Google Mars will become a standalone program.


          NASA has made available a number of Google Earth desktop client maps for Mars at http://onmars.jpl.nasa.gov/.


          More Mars data sets with more recent data are available at Google Maps based interface at http://jmars.asu.edu/maps provided by Arizona State University


          


          Google Ride Finder
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          Google launched an experimental Google Maps-based tool called Ride Finder, tapping into in-car GPS units for a selection of participating taxi and limousine services. The tool displays the current location of all supported vehicles of the participating services in major US cities, including Chicago and San Francisco on a Google Maps street map.


          


          Google Transit


          In December 2005, Google launched Google Transit. This is a web application (listed in Google Labs), that plans a trip using public transportation options. Google Transit launched with support for Portland, Oregon. Information for Eugene, Oregon; Honolulu, Hawaii; Pittsburgh, Pennsylvania; Seattle, Washington; and Tampa, Florida was added on September 27 2006, with more added since including adding cities in Canada, Europe, and Japan. The service calculates route, transit time and cost, and can compare the trip to one using a car.


          


          Google My Maps


          In April 2007, My Maps was a new feature added to Google's local search maps. My Maps lets users and businesses create their own map by positioning markers, polylines and polygons onto a map. The interface is a straightforward overlay on the map. A set of eighty-four pre-designed markers is available, ranging from bars and restaurants to webcam and earthquake symbols. Polyline and Polygon colour, width and opacity are selectable. Maps modified using My Maps can be saved for later viewing and made public (or marked as private), but cannot be printed.


          Each element added to a My Map has an editable tag. This tag can contain text, rich text or HTML. Embeddable video and other content can be included within the HTML tag.


          Upon the launch of My Maps there was no facility to embed the created maps into a webpage or blog. A few independent websites have now produced tools to let users embed maps and add further functionality to their maps. This has been resolved with version 2.78.


          


          Google Street View


          On May 25, 2007, Google released Street View, a new feature of Google Maps which provides 360 panoramic street-level views of various U.S. cities. On this date, the feature only included five cities, but has since expanded to twenty-three, with plans for more U.S. and Canadian cities in the future. Some cities, like San Francisco, are in high resolution, while other cities are limited in resolution. The feature has raised privacy concerns.


          


          Copyright


          Google Maps Terms and Conditions state that usage of material from Google Maps is regulated by Google Terms of Service and some additional restrictions. Terms and Conditions, among others, state:


          
            	For individual users, Google Maps [...] is made available for your personal, non-commercial use only. For business users, Google Maps is made available for your internal use only and may not be commercially redistributed [...]

          


          


          Criticism


          Street map overlays, in some areas, may not match up precisely with the corresponding satellite images. The street data may be entirely erroneous, or simply out of date:


          
            
              The biggest challenge is the currency of data, the authenticity of data," said Google Earth representative Brian McLendon. In other words: The main complaints the Google guys get are "that's not my house" and "that's not my car." Google Maps satellite images are not in real time; they are several years old.

            

          


          As a result, Google has recently added a feature to edit the locations of houses and businesses.


          Restrictions have been placed on Google Maps through the apparent censoring of locations deemed potential security threats. In some cases the area of redaction is for specific buildings, but in other cases, such as Washington, DC, the restriction is to use outdated imagery. These locations are fully listed on Satellite images censored by Google Maps.


          Google Street View has also gained a significant amount of controversy in the days following its release; privacy concerns have erupted due to the uncensored nature of its panoramic photographs.


          Canadian driving directions where the starting address is close to the US border have switched to imperial measurements, giving all directions in feet and miles, though the rest of Canada receives directions in standard metric. There is also no option to use the metric system in the United Kingdom, despite it being used officially alongside the Imperial system.


          Sometimes objects on Google Maps are hidden by normal clouds. For example, the mast of Arbr Transmitter near Bollns in Sweden is hidden under a cloud .


          A further weakness is that date and time when the photograph is made are not available. If it were, it would be possible to determine the height of a tall structure by measuring the length of its shadow.


          Also, the map uses the Mercator projection, which is increasingly distorted towards the polar regions.


          


          Popular culture


          
            	In the SNL Digital Short Lazy Sunday starring Andy Samberg and Chris Parnell, the two comedians rap about a trip to the movies and mention "Google Maps is the best", "True dat", and "Double True" in a writing scheme similar to that of Google. This was in comparison to Yahoo! Maps and Mapquest.


            	In the Simpsons episode " Marge Gamer", Marge used Google Maps to view her house from above. Unlike Google Maps, the satellite view is shown live and the URL that Marge used was www.google.com instead of maps.google.com.


            	In the South Park episode " The Snuke", Stan suggests the Counter Terrorist Unit-like staffers search Google Maps instead of Mapquest because it has live traffic.


            	In the Australian radio show Get This, the hosts make constant references to using Google Earth to ' downblouse' unsuspecting women.


            	In the movie Shooter, an FBI agent talks about having used Google Maps.


            	The movie Crank uses Google Maps satellite images, with the Google logo clearly visible, in many scenes transitioning between different locations.
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          Goose (plural: geese) is the English name for a considerable number of birds, belonging to the family Anatidae. This family also includes swans, most of which are larger than geese, and ducks, which are smaller.


          This article deals with the true geese in the subfamily Anserinae, tribe Anserini.


          A number of other waterbirds, mainly related to the shelducks, have "goose" as part of their name.


          


          Description
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              A flock of Greylag Geese

              (Anser anser)
            

          


          True geese are medium to large birds, always (with the exception of the Nēnē) associated to a greater or lesser extent with water. Most species in Europe, Asia, and North America are strongly migratory as wild birds, breeding in the far north and wintering much farther south. However, escapes and introductions have led to resident feral populations of several species.


          Geese have been domesticated for centuries. In the West, farmyard geese are descended from the Greylag, but in Asia the Swan Goose has been farmed for at least as long.


          All geese eat a largely vegetarian diet, and can become pests when flocks feed on arable crops or inhabit ponds or grassy areas in urban environments. They also take invertebrates if the opportunity presents itself; domestic geese will try out most novel food items for edibility.
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              Goose headcount in 2004
            

          


          Geese usually mate for life, though a small number will "divorce" and remate. They tend to lay a smaller number of eggs than ducks but both parents protect the nest and young, which usually results in a higher survival rate for the young geese.


          Not all couples are heterosexual, as both females and males will form long-term same-sex couples with greater or lesser frequency depending on species. Of the heterosexual couples, a significant proportion are non-breeding despite having an active sexual life.


          


          Etymology
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          Goose in its origins is one of the oldest words of the Indo-European languages (Crystal), the modern names deriving from the proto-Indo-European root, ghans, hence Sanskrit hamsa (feminine hamsii), Latin anser, Greek khn etc.


          In the Germanic languages, the root word led to Old English gos with the plural gs, German Gans and Old Norse gas. Other modern derivatives are Russian gus and Old Irish giss; the family name of the cleric Jan Hus is derived from the Czech derivative husa.


          The male goose is called a gander (Anglo-Saxon gandra) and the female is the goose ( Webster's Revised Unabridged Dictionary (1913)); young birds before fledging are known as goslings. A group of geese on the ground is called a gaggle; when flying in formation, it is called a wedge or a skein (see also List of collective nouns for birds).


          


          True geese


          The following are the living genera of true geese:


          
            	Anser - Grey Geese, including the domesticated goose and the Swan Goose


            	Chen - White Geese (often included in Anser)


            	Branta - Black Geese, such as the Canada goose

          


          The following two genera are only tentatively placed in the Anserinae; they may belong to the shelducks or form a subfamily on their own:


          
            	Cereopsis - Cape Barren Goose


            	Cnemiornis - New Zealand Geese ( prehistoric)

          


          Either these or - more probably - the goose-like Coscoroba Swan is the closest living relative of the true geese.


          Fossils of true geese are hard to assign to genus; all that can be said is that their fossil record, particularly in North America, is dense and comprehensively documents a lot of the different species of true geese that have been around since about 10 million years ago in the Miocene. The aptly-named Anser atavus ("Great-great-great-grandfather goose") from some 12 million years ago had even more plesiomorphies in common with swans. In addition, there are some goose-like birds known from subfossil remains found on the Hawaiian Islands. See Anserinae for more.


          


          Other birds called "geese"


          There are a number of mainly southern hemisphere birds called "geese", most of which belong to the shelduck subfamily Tadorninae. These are:


          
            	Orinoco Goose, Neochen jubata


            	Egyptian Goose, Alopochen aegyptiacus


            	The South American sheldgeese, genus Chloephaga


            	The prehistoric Madagascar Sheldgoose, Centrornis majori, the "Woodard"

          


          The Blue-winged Goose, Cyanochen cyanopterus belongs either to these, or to lineage closer to ducks.


          The Spur-winged Goose, Plectropterus gambensis, is most closely related to the shelducks, but distinct enough to warrant its own subfamily, the Plectropterinae.


          The three species of small waterfowl in the genus Nettapus are named "pygmy geese", e.g. the Cotton Pygmy Goose (N. javanica). They seem to represent an ancient lineage like the Cape Barren Goose and the Spur-winged Goose.


          A genus of prehistorically extinct seaducks, Chendytes, is sometimes called "diving-geese" due to their large size.


          The unusual Magpie-goose is in a family of its own, the Anseranatidae.


          The Northern Gannet, a seabird, is also known as the "Solan Goose" although it is a bird unrelated to the true geese, or any other Anseriformes for that matter.
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          James Gordon Brown (born 20 February 1951) is the Prime Minister of the United Kingdom of Great Britain and Northern Ireland. He took office on 27 June 2007, three days after becoming leader of the Labour Party. Prior to this he served as the Chancellor of the Exchequer under Tony Blair from 1997 to 2007, becoming the United Kingdom's longest serving Chancellor since Nicholas Vansittart in the early 19th century. He has a PhD in history from the University of Edinburgh, and, as Prime Minister, he also holds the positions of First Lord of the Treasury and the Minister for the Civil Service. He has been a Member of Parliament since 1983; firstly for Dunfermline East and since 2005 for Kirkcaldy and Cowdenbeath.


          


          Early life and career before parliament


          Gordon Brown was born in Govan, Glasgow, Scotland, although media have occasionally given his place of birth as Giffnock, Renfrewshire, where his parents were living at the time.


          His father, John Ebenezer Brown, was a strong influence on Brown and died aged 84. His mother Elizabeth, known as Bunty, died in 2004 aged 86. Gordon was brought up with his brothers John and Andrew Brown in a manse in Kirkcaldythe largest town in Fife, Scotland across the Firth of Forth from Edinburgh. In common with many other notable Scots, he is therefore often referred to as a "son of the manse". Brown was educated first at Kirkcaldy West Primary School where he was selected for an experimental fast stream education programme, which took him two years early to Kirkcaldy High School for an academic hothouse education taught in separate classes. At age 16 he wrote that he loathed and resented this "ludicrous" experiment on young lives.


          He was accepted by the University of Edinburgh to study history at the age of only 16. He suffered a retinal detachment after being kicked in the head during an end-of-term rugby union match at his old school. He was left blind in his left eye, despite treatment including several operations and lying in a darkened room for weeks at a time. He has since been fitted with an artificial eye. Later at Edinburgh, while playing tennis, he noticed the same symptoms in his right eye. Brown underwent experimental surgery at Edinburgh Royal Infirmary and his eye was saved. Brown graduated from Edinburgh with First Class Honours MA in 1972, and stayed on to complete his PhD (which he gained in 1982), titled The Labour Party and Political Change in Scotland 1918-29.


          In 1972, while still a student and with strong connections with the previous Dean of Admissions, Brown was elected Rector of the University of Edinburgh, the convener of the University Court. Brown served as Rector until 1975, and he also edited The Red Paper on Scotland. From 1976 to 1980 he was employed as a lecturer in Politics at Glasgow College of Technology. After that he worked as a journalist at Scottish Television, later serving as current affairs editor until his election to parliament in 1983.


          In the 1979 general election, Brown stood for the Edinburgh South constituency, but lost to the Conservative candidate, Michael Ancram.


          


          Election to parliament and opposition


          Gordon Brown was elected to Parliament on his second attempt as a Labour MP for Dunfermline East in 1983 general election and became opposition spokesman on Trade and Industry in 1985. In 1986, he published a biography of the Independent Labour Party politician James Maxton, the subject of his PhD thesis. Brown was Shadow Chief Secretary to the Treasury from 1987 to 1989 and then Shadow Secretary of State for Trade and Industry, before becoming Shadow Chancellor in 1992.


          After the sudden death of Labour leader John Smith in May 1994, Brown was tipped as a potential party leader, but did not contest the leadership after Tony Blair became favourite. It has long been rumoured a deal was struck between Blair and Brown at the former Granita restaurant in Islington, in which Blair promised to give Brown control of economic policy in return for Brown not standing against him in the leadership election. Whether this is true or not, the relationship between Blair and Brown has been central to the fortunes of " New Labour", and they have mostly remained united in public, despite reported serious private rifts.


          As Shadow Chancellor, Brown worked to present himself as a fiscally competent Chancellor-in-waiting, to reassure business and the middle class that Labour could be trusted to run the economy without fuelling inflation, increasing unemployment, or overspending  legacies of the 1970s. He publicly committed Labour to following the Conservatives' spending plans for the first two years after taking power.


          Following a reorganisation of parliamentary constituencies in Scotland, Brown became MP for Kirkcaldy and Cowdenbeath at the 2005 election.


          


          Brown as Chancellor of the Exchequer
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          Brown's 10 years and 2 months as Chancellor of the Exchequer made him the longest-serving Chancellor in modern history.


          The Prime Minister's website singles out three achievements in particular from Brown's decade as Chancellor: presiding over "the longest ever period of growth", making the Bank of England independent and delivering an agreement on poverty and climate change at the G8 summit in 2005.


          


          Acts as Chancellor


          
            	Bank of England independence On taking office as Chancellor of the Exchequer, Brown gave the Bank of England operational independence in monetary policy, and thus responsibility for setting interest rates.


            	Tax In the 1997 election and subsequently, Brown pledged to not increase the basic or higher rates of income tax. Over his Chancellorship, he reduced the starting rate from 20% to 10% in 1999 before abolishing the starting rate in 2007, and reduced the basic rate from 23% to 20%. However, in all but his final budget, Brown increased the tax thresholds in line with inflation, rather than earnings, resulting in fiscal drag. Corporation tax fell under Brown, from a main rate of 33% to 28%, and from 24% to 19% for small businesses.


            	Spending Once the two-year period of following the Conservatives' spending plans was over, Brown's 2000 Spending Review outlined a major expansion of government spending, particularly on health and education. In his April 2002 budget, Brown raised national insurance to pay for health spending. Brown changed tax policy in other ways, such as the working tax credits.


            	Growth An OECD report shows UK economic growth averaged 2.7% between 1997 and 2006, higher than the Eurozone's 2.1%, though lower than in any other English-speaking country. UK unemployment is 5.5%, down from 7% in 1997 and lower than the Eurozone's average of 8.1%.


            	Euro In October 1997, Brown took control of the United Kingdom's membership of the European single currency issue by announcing the Treasury would set five economic tests to ascertain whether the economic case had been made. In June 2003 the Treasury indicated the tests had not been passed.
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            	Gold sales Between 1999 and 2002 Brown sold 60% of the UK's gold reserves at $275 an ounce. It was later attacked as a "disastrous foray into international asset management" as he had sold at close to a 20-year low. He pressured the IMF to do the same, but it resisted. The gold sales have earned him the pejorative nickname Golden Brown, and there is also a satirical parody song by the same name.


            	Spectrum auctions Under Brown, telecom radio frequency auctions gathered 22.5 billion for the government. By using a system of sealed bids and only selling a restricted number of licences, they extracted high prices from the telecom operators. Germany at this time applied a similar auction, and these together caused a severe recession in the European telecoms development industry (2001 Telecoms crash) with the loss of 100,000 jobs across Europe, 30,000 of those in the UK.


            	Debt relief and development Brown believes it is appropriate to remove much of the unpayable Third World debt but does not think all debt should be wiped out. On 20 April 2006, in a speech to the United Nations Ambassadors, Brown outlined a " Green" view of global development.

          


          


          Analysis of policies as Chancellor


          
            	Growth Brown states that his Chancellorship had seen the longest period of sustained economic growth in the history of the United Kingdom. The details in Brown's growth figures have been challenged.


            	Anti-Poverty The Centre for Policy Studies found that the poorest fifth of households, which accounted for 6.8% of all taxes in 1996-7, accounted for 6.9% of all taxes paid in 2004-5. Meanwhile, their share of state benefit payouts dropped from 28.1% to 27.1% over the same period.


            	Tax According to the OECD UK taxation has increased from a 39.3% share of gross domestic product in 1997 to 42.4% in 2006, going to a higher level than Germany. This increase has mainly been attributed to active government policy, and not simply to the growing economy.


            	Pensions The Conservatives have accused Brown of imposing " stealth taxes". A commonly reported example resulted in 1997 from a technical change in the way corporation tax is collected, the indirect effect of which was for the dividends on stock investments held within pensions to be taxed, thus lowering pension returns and contributing to the demise of some pension funds. The Treasury contend that this tax change was crucial to long-term economic growth.

          


          


          Other policy stances as Chancellor


          
            	Higher education In 2000, Brown started a political row about higher education (referred to as the Laura Spence Affair) when he accused the University of Oxford of elitism in its admissions procedures, describing its decision not to offer a place to state school pupil Laura Spence as "absolutely outrageous". Lord Jenkins, then Oxford Chancellor, said "nearly every fact he used was false."


            	Anti-racism and popular culture During a diplomatic visit to India in January 2007, Brown responded to questions concerning perceived racism and bullying against Bollywood actress Shilpa Shetty on the British reality TV show Celebrity Big Brother saying, "There is a lot of support for Shilpa. It is pretty clear we are getting the message across. Britain is a nation of tolerance and fairness." He later said the debate showed Britain wanted to be "defined by being a tolerant, fair and decent country."

          


          


          Run up to succeeding Blair


          In October 2004 Tony Blair announced he would not lead the party into a fourth general election, but would serve a full third term. Political controversy over the relationship between Brown and Blair continued up to and beyond the 2005 election, which Labour won with a reduced parliamentary majority and reduced vote share. The two campaigned together but the British media remained  and remain  full of reports on their mutual acrimony.


          Blair, under pressure from within his own party, announced on 7 September 2006 that he would step down within a year. Brown was the clear favourite to succeed Blair for several years with experts and the bookmakers; he was the only candidate spoken of seriously in Westminster. Appearances and news coverage leading up to the handover were interpreted as preparing the ground for Brown to become Prime Minister, in part by creating the impression of a statesman with a vision for leadership and global change.


          Brown is the first prime minister from a Scottish constituency since the Conservative/ SUP Sir Alec Douglas-Home in 1964. He is also one of only four prime ministers who attended a university other than Oxford or Cambridge, along with the Earl of Bute ( Leiden), Lord John Russell ( Edinburgh) and Neville Chamberlain ( Mason Science College, later Birmingham). Many Prime Ministers were not university-educated at all, including the Duke of Wellington, Benjamin Disraeli, David Lloyd George, Winston Churchill, James Callaghan and John Major.


          On 9 September 2006 Charles Clarke said in an interview that the Chancellor had "psychological" issues he must confront and accused him of being a " control freak" and "totally uncollegiate". Brown was also "deluded", Clarke said, to think Blair can and should anoint him as his successor now. Environment Secretary David Miliband stressed his support for Brown.


          From January 2007 the media reported Brown had now "dropped any pretence of not wanting, or expecting, to move into Number 10 in the next few months"  although he and his family will likely use the more spacious 11 Downing Street. This enabled Brown to signal the most significant priorities for his agenda as Prime Minister - stressing education, international development, narrowing inequalities (to pursue 'equality of opportunity and fairness of outcome'), renewing Britishness, restoring trust in politics, and winning hearts and minds in the war on terror as key priorities - speaking at a Fabian Society conference on 'The Next Decade' in January 2007.


          In March 2007 Brown's character was attacked by Lord Turnbull who worked for Brown as Permanent Secretary at the Treasury from 1998 to 2002. Turnbull accused Brown of running the Treasury with "Stalinist ruthlessness" and treating Cabinet colleagues with "more or less complete contempt". This was especially picked-up on by the British media as the comments were made on the eve of Brown's budget report.


          


          Brown as Prime Minister


          Brown ceased to be Chancellor and, upon the approval of Her Majesty Queen Elizabeth II, became the Prime Minister of the United Kingdom on 27 June 2007. Like all modern Prime Ministers, Brown concurrently serves as the First Lord of the Treasury and the Minister for the Civil Service, is a member of the Cabinet of the United Kingdom and, hence, also a Privy Counsellor. He is also Leader of the Labour Party and Member of Parliament for the constituency of Kirkcaldy and Cowdenbeath. He is the sixth of the twelve post-war Prime Ministers to be appointed to the role without having won a general election.


          


          Policies


          Brown has proposed moving some traditional prime ministerial powers conferred by royal prerogative to the realm of Parliament, such as the power to declare war and approve appointments to senior positions. Brown wants Parliament to gain the right to ratify treaties and have more oversight into the intelligence services. He has also proposed moving some powers from Parliament to citizens, including the right to form "citizen's juries", easily petition Parliament for new laws, and rally outside Westminster. He has asserted that the attorney general should not have the right to decide whether to prosecute in individual cases, such as in the loans for peerages scandal.


          During his Labour leadership campaign, Brown proposed some policy initiatives, suggesting that a Brown-led government would introduce the following:


          
            	End to corruption Following the cash for honours scandal, Brown emphasised cracking down on corruption. This has led to a belief that Brown will introduce a new ministerial code which sets out clear standards of behaviour for ministers.


            	Constitutional reform Brown has not stated whether he proposes a U.S.-style written constitution  something the UK has never had  or a looser bill of rights. He said in a speech when announcing his bid that he wants a better constitution that is clear about the rights and responsibilities of being a citizen in Britain today. He plans to set up an all-party convention to look at new powers for Parliament . This convention may also look at rebalancing powers between Whitehall and local government. Brown has said he will give Parliament the final say on whether British troops are sent into action in future.


            	Housing House planning restrictions are likely to be relaxed. Brown said he wants to release more land and ease access to ownership with shared equity schemes. He backed a proposal to build five new eco-towns, each housing between 10,000 and 20,000 homeowners  up to 100,000 new homes in total.


            	Health Brown intends to have doctors' surgeries open at the weekends, and GPs on call in the evenings. Doctors were given the right of opting out of out-of-hours care two years ago, under a controversial pay deal, signed by then-Health Secretary John Reid, which awarded them a 22% pay rise in 2006. Brown stated that the NHS was his "top priority", yet he had just cut the capital budget of the English NHS from 6.2bn to 4.2bn..

          


          


          Foreign policy
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          Brown remains committed to the Iraq War, but said in a speech in June 2007 that he would "learn the lessons" from the mistakes made in Iraq.


          In a speech given to the Labour Friends of Israel in April 2007, Brown stated:


          
            	"Many of you know my interest in Israel and in the Jewish community has been long-standing... My father was the chairman of the Church of Scotland's Israel Committee. Not only as I've described to some of you before did he make visits on almost two occasions a year for 20 years to Israel  but because of that, although Fife, where I grew up, was a long way from Israel with no TV pictures to link us together  I had a very clear view from household slides and projectors about the history of Israel, about the trials and tribulations of the Jewish people, about the enormous suffering and loss during the Holocaust, as well as the extraordinary struggle that he described to me of people to create this magnificent homeland."

          


          


          Diplomatic relationship with the U.S.


          There has been widespread speculation on the nature of the UK's relationship with the United States under Brown's government. A Washington, D.C. speech by Brown's close aide Douglas Alexander was widely reported as both a policy shift and a message to the U.S.: "In the 21st century, strength should be measured on what we can build together ... we need to demonstrate by our deeds, words and our actions that we are internationalist, not isolationist, multilateralist, not unilateralist, active and not passive, and driven by core values, consistently applied, not special interests."
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          However Downing Street's spokesman strongly denied the suggestion that Alexander was trying to distance Britain from U.S. foreign policy and show that Britain would not necessarily, in Tony Blair's words, stand "shoulder to shoulder" with George W. Bush over future military interventions: "I thought the interpretation that was put on Douglas Alexander's words was quite extraordinary. To interpret this as saying anything at all about our relationship with the U.S. is nonsense."


          Brown personally clarified his position; "We will not allow people to separate us from the United States of America in dealing with the common challenges that we face around the world. I think people have got to remember that the relationship between Britain and America and between a British prime minister and an American president is built on the things that we share, the same enduring values about the importance of liberty, opportunity, the dignity of the individual. I will continue to work, as Tony Blair did, very closely with the American administration."


          


          Married life and family


          Brown's early girlfriends included the journalist Sheena McDonald, Marion Calder and Princess Margarita, the eldest daughter of exiled King Michael of Romania. She has said about their relationship: "It was a very solid and romantic story. I never stopped loving him but one day it didn't seem right any more, it was politics, politics, politics, and I needed nurturing."


          Brown married Sarah Macaulay in a private ceremony at his home in North Queensferry, Fife, on 3 August 2000. On 28 December 2001, a daughter, Jennifer Jane, was born prematurely and died on 8 January 2002. Gordon Brown commented at the time that their recent experiences had changed him and his wife:


          
            	"I don't think we'll be the same again, but it has made us think of what's important. It has made us think that you've got to use your time properly. It's made us more determined. Things that we feel are right we have got to achieve, we have got to do that. Jennifer is an inspiration to us."

          


          They have two children, John and James Fraser. In November 2006, James Fraser was diagnosed with cystic fibrosis.


          Sarah Brown, unlike Cherie Blair, rarely appears at public events with her husband and until recently even missed his Budget speeches. She intends to remain out of the limelight as much as possible but accepts that her life will change as she moves into 10 Downing Street. She has never given a magazine or television interview and even inundated with requests now, she is unlikely to do so.


          Gordon Brown does not possess a driving licence.


          Of his two brothers, John Brown is Head of Public Relations in the Glasgow City Council. His brother Andrew Brown has been Head of Media Relations in the UK for the French-owned utility company EDF Energy since 2004. He was previously director of media strategy at the world's largest public relations firm Weber Shandwick from June 2003 to 2004. Previously he was editor of the Channel 4 political programme Powerhouse from 1996 to 2003, and worked at the BBC from the late 1970s to early 1980s.


          


          Controversies


          


          Polluting car


          Gordon Brown was criticised after the Treasury admitted he had not kept his promise to switch to a more environmentally friendly ministerial car. Brown's aides briefed the media that he was preparing to exchange his existing car for a Japanese made Toyota Prius, a hybrid car with relative high fuel efficiency. Brown has instead chosen a British made 4.2 litre Jaguar XJ V8 which falls into the government's worst emissions band.


          


          Links with nuclear power industry


          Another controversial issue was the link between Brown's brother Andrew and one of the main nuclear lobbyists, EDF Energy, given the finding that the government did not carry a proper public consultation on the use of nuclear power in its 2006 Energy Review. Attention has also been drawn to the fact that the father-in-law of Brown's closest adviser Ed Balls, Tony Cooper (father of the Labour minister Yvette Cooper) has close links with the nuclear industry. Cooper was described as an "articulate, persuasive and well-informed advocate of nuclear power over the last ten years" by the Nuclear Industry Association on his appointment as Chairman of the British Nuclear Industry Forum in June 2002. He is also a member of the Nuclear Decommissioning Authority and was appointed to the Energy Advisory Panel by the previous Conservative administration.


          


          Inviting Margaret Thatcher to Downing Street


          There was mild controversy in September of 2007 over invitations by Brown to former Prime Minister Margaret Thatcher; however, a spokesman dismissed accusations that this was an attempt to curry favour with " Middle England" saying that it is customary for Prime Ministers to invite their predecessors to Number 10.


          


          The "non-election"


          Gordon Brown caused controversy during September and early October 2007 by letting speculation continue on whether he would call a snap general election. Following David Cameron's 'off the cuff' speech and an opinion poll showing Labour 6% behind the Conservative Party in key marginal seats, he finally announced that there would be no election in the near future and seemed to rule out an election in 2008. This has been taken by some in the media and opposition as a sign of weakness.


          


          Military covenant


          November 2007 has seen Gordon Brown face intense criticism of not adhering to the military covenant, a convention within British politics stating that in exchange for them putting their lives at risk for the sake of national security, the armed forces should in turn be suitably looked after by the government. Criticism has come from several former Chiefs of Defence, including General Lord Guthrie, First Sea Lord Lord Boyce, Air Chief Marshal Lord Craig, Field Marshal Lord Bramall and Field Marshal Lord Inge. Poor housing, lack of equipment and adequate healthcare provisions are some of the major issues Brown has been accused of neglecting.


          [bookmark: .22Stealing.22_opposition_policies]


          "Stealing" opposition policies


          The Labour Government was alleged to have copied three opposition tax policies which had proven popular in the country. These included raising the inheritance tax threshold, taxing non-domiciles and taxing airlines for their pollution. This led to accusations of stealing policies and making up budgets as they went along, with no overall vision.


          


          Europe


          Brown has continued to be dogged by controversy about not holding a referendum on the EU Treaty of Lisbon, despite a Labour manifesto pledge to give the British public a referendum on the original EU Constitution. Brown has argued that the Treaty significantly differs from the Constitution, and as such does not require a referendum. This approach has seen Brown come under heavy fire from opponents on both sides of the House and in the press. Brown has responded with plans for a lengthy debate on the topic, stating that he believes the issue to be too complex for the British people to decide. This has led to him being labelled patronising and out of touch with popular opinion. Brown's stubbornness on the issue may largely be due to the fact that he thinks he would lose a referendum on account of widespread Euroscepticism in the United Kingdom.


          


          Depictions of Brown in popular culture


          Brown's reputed dourness while holding a high public office comes across in the way he is portrayed on both the screenwhere he was played by David Morrissey in the Stephen Frears directed TV movie The Deal and by Peter Mullen in the TV movie The Trial of Tony Blairand stage: he features as a character in the 2007 Musical TONY! The Blair Musical, written by Chris Bush and Ian McCluskey. During its run in York, he was played by Bush, and then by Michael Slater at the 2007 Edinburgh Fringe Festival and subsequently at the Pleasance Theatre in Islington, London. Also drawing on this perception, radio presenter Nick Abbot plays a sound effect of Darth Vader because of the way Gordon Brown's jaw appears to detach as he breathes in.


          In keeping with its tradition of having a comic strip for every Prime Minister, Private Eye features a comic strip, The Broonites (itself a parody of The Broons), parodying Brown's government. The Eye has also started a column titled "Prime Ministerial Decree", a parody of statements that would be issued by Communist governments in the former Eastern Bloc. This is in reference to a criticism of Brown having " Stalinist tendencies".


          The Blair-Brown rivalry has also been the subject of substantial cultural attention, and indeed the television and stage productions mentioned above touch on it. Furthermore, the Franz Ferdinand song "You're the Reason I'm Leaving" (from You Could Have It So Much Better) is believed to be at least partially about the end of the Blair-Brown rivalry, as told from Blair's perspective. The song contains the lyric: I'd no idea that in four years I'd be hanging from a beam behind the door of number ten, singing "fare thee well, I am leaving, yes I leave it all to you."


          In the movie The Queen, when Tony Blair (played by Michael Sheen) is talking with Alastair Campbell (played by Mark Bazeley) about the result of the meeting of Princess Diana's funeral and the press' response to Tony Blair's speech about Diana's death, there is a call from someone named Gordon, and Tony Blair told his secretary to put him on hold. This could be a reference to Gordon Brown.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gordon_Brown"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Gorilla


        
          

          
            
              	Gorilla
            


            
              	
                [image: Western Gorilla(Gorilla gorilla)]


                
                  Western Gorilla

                  (Gorilla gorilla)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Primates

                  


                  
                    	Family:

                    	Hominidae

                  


                  
                    	Subfamily:

                    	Homininae

                  


                  
                    	Tribe:

                    	Gorillini

                  


                  
                    	Genus:

                    	Gorilla

                    I. Geoffroy, 1852
                  

                

              
            


            
              	Type species
            


            
              	Troglodytes gorilla

              Savage, 1847
            


            
              	
                [image: distribution of Gorilla]


                
                  distribution of Gorilla
                

              
            


            
              	Species
            


            
              	
                Gorilla gorilla

                Gorilla beringei

              
            

          


          Gorillas, the largest of the living primates, are ground-dwelling herbivores that inhabit the forests of Africa. Gorillas are divided into two species and (still under debate as of 2008) either four or five subspecies. The DNA of gorillas is 97%98% identical to that of a human, and they are the next closest living relatives to humans after the two chimpanzee species.


          Gorillas live in tropical or subtropical forests. Although their range covers a small percentage of Africa, gorillas cover a wide range of elevations. The Mountain Gorilla inhabits the Albertine Rift montane cloud forests of the Virunga Volcanoes, ranging in altitude from 2225 to 4267m (7300-14000ft). Lowland Gorillas live in dense forests and lowland swamps and marshes as low as sea level.


          


          Etymology


          The American physician and missionary Thomas Staughton Savage first described the Western Gorilla (he called it Troglodytes gorilla) in 1847 from specimens obtained in Liberia. The name was derived from the Greek word Gorillai (a "tribe of hairy women") described by Hanno the Navigator, a Carthaginian navigator and possible visitor (circa 480 BC) to the area that later became Sierra Leone.


          


          Classification
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          Until recently there were considered to be three gorilla species: the Western Lowland Gorilla, the Eastern Lowland Gorilla and the Mountain Gorilla. There is now agreement that there are two species with two subspecies each. More recently it has been claimed that a third subspecies exists in one of the species.


          Primatologists continue to explore the relationships between various gorilla populations. The species and subspecies listed here are the ones upon which most scientists agree.
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                	Western Gorilla (Gorilla gorilla)

                  
                    	Western Lowland Gorilla (Gorilla gorilla gorilla)


                    	Cross River Gorilla (Gorilla gorilla diehli)

                  

                


                	Eastern Gorilla (Gorilla beringei)

                  
                    	Mountain Gorilla (Gorilla beringei beringei)


                    	Eastern Lowland Gorilla (Gorilla beringei graueri)

                  

                

              

            

          


          The proposed third subspecies of Gorilla beringei, which has not yet received a trinomen, is the Bwindi population of the Mountain Gorilla, sometimes called the Bwindi Gorilla.


          


          Physical characteristics
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          Gorillas move around by knuckle-walking. Adult males range in height from 165-175 cm (5 ft 5 in  5 ft 9 in), and in weight from 140204.5 kg (310450 lb). Adult females are often half the size of a silverback, averaging about 140 cm (4 ft 7 in) tall and 100 kg (220 lb). Occasionally, a silverback of over 183 cm (6 ft) and 225 kg (500 lb) has been recorded in the wild. However, obese gorillas in captivity have reached a weight of 270 kg (600 lb). Gorillas have a facial structure which is described as mandibular prognathism, that is, their mandible protrudes farther out than the maxilla.


          The Eastern Gorilla is more darkly colored than the Western Gorilla, with the Mountain Gorilla being the darkest of all. The Mountain Gorilla also has the thickest hair. The Western Lowland Gorilla can be brown or grayish with a reddish forehead. In addition, gorillas that live in lowland forests are more slender and agile than the more bulky Mountain Gorilla.


          Almost all gorillas share the same blood type (B) and, like humans, have individual finger prints.


          


          Behaviour
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          A silverback is an adult male gorilla, typically more than 12 years of age and named for the distinctive patch of silver hair on his back. A silverback gorilla has large canine teeth that come with maturity. Black backs are sexually mature males of up to 11 years of age.


          Silverbacks are the strong, dominant troop leaders. Each typically leads a troop ( group size ranges from 5 to 30) and is in the centre of the troop's attention, making all the decisions, mediating conflicts, determining the movements of the group, leading the others to feeding sites and taking responsibility for the safety and well-being of the troop. Younger males called blackbacks may serve as backup protection.


          Males will slowly begin to leave their original troop when they are about 11 years old, traveling alone or with a group of other males for 25 years before being able to attract females to form a new group and start breeding. While infant gorillas normally stay with their mother for 34 years, silverbacks will care for weaned young orphans, though never to the extent of carrying the little gorillas.
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          If challenged by a younger or even by an outsider male, a silverback will scream, beat his chest, break branches, bare his teeth, then charge forward. Sometimes a younger male in the group can take over leadership from an old male. If the leader is killed by disease, accident, fighting or poachers, the group will split up, as the animals disperse to look for a new protective male. Very occasionally, a group might be taken over in its entirety by another male. There is a strong risk that the new male may kill the infants of the dead silverback.


          


          Food and foraging


          Gorillas are herbivores, eating fruits, leaves, and shoots. Further they are classified as foliovores. Much like other animals that feed on plants and shoots, they sometimes ingest small insects also. Gorilla spend most of the day eating. Their large sagittal crest and long canines allow them to crush hard plants like bamboo. Lowland gorillas feed mainly on fruit while Mountain gorillas feed mostly on herbs, stems and roots.


          


          Reproduction and lifespan


          Gestation is 8 months. There are typically 3 to 4 years between births. Infants stay with their mothers for 34 years. Females mature at 1012 years (earlier in captivity); males at 1113 years. Lifespan is between 3050 years, although there have been exceptions. For example the Dallas Zoo's Jenny is still alive at age 55. Recently, gorillas have been observed engaging in face-to-face sex, a trait that was once considered unique to humans and the Bonobo.


          


          Intelligence
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          Gorillas are closely related to humans and are considered highly intelligent. A few individuals in captivity, such as Koko, have been taught a subset of sign language (see animal language for a discussion).


          


          Tool use


          The following observations were made by a team led by Thomas Breuer of the Wildlife Conservation Society in September 2005. Gorillas are now known to use tools in the wild. A female gorilla in the Nouabal-Ndoki National Park in the Republic of Congo was recorded using a stick as if to gauge the depth of water whilst crossing a swamp. A second female was seen using a tree stump as a bridge and also as a support whilst fishing in the swamp. This means that all of the great apes are now known to use tools.


          In September 2005, a two and a half year old gorilla in the Republic of Congo was discovered using rocks to smash open palm nuts inside a game sanctuary. While this was the first such observation for a gorilla, over forty years previously chimpanzees had been seen using tools in the wild, famously 'fishing' for termites. It is a common tale among native peoples that gorillas have used rocks and sticks to thwart predators, even rebuking large mammals. Great apes are endowed with a semi-precision grip, and certainly have been able to use both simple tools and even weapons, by improvising a club from a convenient fallen branch.


          


          Studies


          The word "gorilla" comes from the history of Hanno the Navigator, a Carthaginian explorer on an expedition on the west African coast. They encountered "a savage people, the greater part of whom were women, whose bodies were hairy, and whom our interpreters called Gorillae" . The word was then later used as the species name, though it is unknown whether what these ancient Carthaginians encountered were truly gorillas, another species of ape or monkeys, or humans.


          American physician and missionary Thomas Staughton Savage obtained the first specimens (the skull and other bones) during his time in Liberia in Africa. The first scientific writings about describing gorillas date back to the publication of an article in 1847 in Proceedings of the Boston Society of Natural History, where Troglodytes gorilla is described, now known as the Western Gorilla. Other species of gorilla are described in the next couple of years.


          Explorer Paul du Chaillu was the first westerner to see a live gorilla during his travel through western equatorial Africa from 1856 to 1859. He brought dead specimens to England in 1861 .


          The first systematic study was not conducted until the 1920s, when Carl Akeley of the American Museum of Natural History traveled to Africa to hunt for an animal to be shot and stuffed. On his first trip he was accompanied by his friends Mary Bradley, a famous mystery writer, and her husband. After their trip, Mary Bradley wrote On the Gorilla Trail. She later became an advocate for the conservation of gorillas and wrote several more books (mainly for children). In the late 1920s and early 1930s, Robert Yerkes and his wife Ava helped further the study of gorillas when they sent Harold Bigham to Africa. Yerkes also wrote a book in 1929 about the great apes.


          After WWII, George Schaller was one of the first researchers to go into the field and study primates. In 1959, he conducted a systematic study of the Mountain Gorilla in the wild and published his work. Years later, at the behest of Louis Leakey and the National Geographic, Dian Fossey conducted a much longer and more comprehensive study of the Mountain Gorilla. It was not until she published her work that many misconceptions and myths about gorillas were finally disproved, including the myth that gorillas are violent.


          


          Endangerment


          Both species of gorilla are endangered, and have been subject to intense poaching for a long time. Threats to gorilla survival include habitat destruction and the bushmeat trade. In 2004 a population of several hundred gorillas in the Odzala National Park, Republic of Congo was essentially wiped out by the Ebola virus. A 2006 study published in Science concluded that more than 5,000 gorillas may have died in recent outbreaks of the Ebola virus in central Africa. The researchers indicated that in conjunction with commercial hunting of these apes creates "a recipe for rapid ecological extinction". Conservation efforts include the Great Ape Survival Project, a partnership between the United Nations Environment Programme and the United Nations Educational, Scientific and Cultural Organization, and also an international treaty, the Agreement on the Conservation of Gorillas and Their Habitats, concluded under UNEP-administered Convention on Migratory Species. The Gorilla Agreement is the first legally-binding instrument exclusively targeting Gorilla conservation and comes into effect on 1 June 2008.


          
            Retrieved from " http://en.wikipedia.org/wiki/Gorilla"
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              	Coordinates:
            


            
              	Country

              	Sweden
            


            
              	Municipality

              	Gothenburg Municipality,

              Hrryda Municipality,

              Partille Municipality and

              Mlndal Municipality
            


            
              	County

              	Vstra Gtaland County
            


            
              	Province

              	Vstergtland and Bohusln
            


            
              	Charter

              	1621
            


            
              	Government
            


            
              	- Mayor

              	Gran Johansson
            


            
              	Area
            


            
              	-City

              	450 km(173.7 sqmi)
            


            
              	- Water

              	14.5km(5.6sqmi) 3.2%
            


            
              	- Urban

              	198.16km(76.5sqmi)
            


            
              	- Metro

              	3,717km(1,435.1sqmi)
            


            
              	Population (2008)
            


            
              	-City

              	494,806
            


            
              	- Density

              	1,083/km(2,805/sqmi)
            


            
              	- Urban

              	510,491
            


            
              	- Urban Density

              	2,576/km(6,671.8/sqmi)
            


            
              	- Metro

              	896,157
            


            
              	- Metro Density

              	238/km(616.4/sqmi)
            


            
              	Time zone

              	CET ( UTC+1)
            


            
              	-Summer( DST)

              	CEST ( UTC+2)
            


            
              	Website: www.goteborg.se
            

          


          Gothenburg ( Swedish: Gteborg) /jte'bɔrj/) is a city, a municipality, and an urban area on the west-coast of Sweden.


          As of 2006, the population was 489,787 in the municipality and 510,491 in the urban area, making it the second largest city in Sweden, after Stockholm and the fifth largest amongst the Nordic countries. The metropolitan area, which is a statistical area, encompassing thirteen municipalities in western Sweden has 890,000 inhabitants.


          The City of Gothenburg was founded in 1621 by the King Gustavus Adolphus of Sweden. It is situated at the mouth of Gta lv river, which crosses the city, and is the largest sea port of Sweden as well as of the Nordic countries. Gothenburg is also a significant university city with a large student population of both the University of Gothenburg, which is Scandinavia's largest university, and Chalmers University of Technology.


          



          


          Name


          The city was named after the Geats (Swedish: Gtar varied: Geatas, Gautar, Goths, Gotar, Gtar, Gtar), the inhabitants of southern Sweden - i.e. "Defense of the Geats". The river on which the city sits is the Gtalv or Gta River. Gta borg is the fort on the Gta River, built to protect the port, which was created to be Sweden's commercial window to the west.


          In Dutch, Scots, German and English - languages with a long history of being spoken in the trade and maritime-oriented city - the name Gothenburg has traditionally been used for the city, while the French form of the city name is Gothembourg. Gottenburg is seen in some older English texts. These traditional forms are now sometimes replaced with the use of the Swedish Gteborg, for example by the Gteborg Opera, Gteborg Ballet, Gteborg Film Festival, and by the city itself (in English, the City of Gteborg). Many British newspapers, and the U.S. Navy, also refer to the city in English as Gteborg. Effective February 1, 2008, however, Gteborgs Universitet, previously named Gteborg University in English, changed to the University of Gothenburg. Other old variations in Swedish are Gtheborgh, and the most common, Gtheborg.


          


          History
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          In the 16th and 17th century, the configuration of Sweden's borders made Gothenburg strategically important as the Swedish gateway to the west, lying on the west coast in the narrow area between the territories of Denmark-Norway. After several failed attempts, Gothenburg was successfully founded in 1621 by King Gustavus Adolphus (Gustaf II Adolf). The city was heavily influenced by the Dutch. Dutch city planners were contracted to build the city as they had the skills needed to build in the marshy areas around the city. The town was planned after Dutch cities to have canals like Amsterdam, and the blueprint for the canals of Gothenburg are actually the same as those used for Jakarta. The Dutchmen initially won political power and it was not until 1652, when the last Dutch politician in the city's council died, that the Swedes acquired political power over Gothenburg. During the Dutch period the town followed Dutch town laws and there were propositions to make Dutch the official language in the town.


          Along with the Dutch, the town also was influenced by the Scottish, that came to settle down in Gothenburg. Many became people of high profile and one such person was William Chalmers, who donated his fortunes to create what later became Chalmers University of Technology. The Scottish influence can still be felt in Gothenburg in present day as names like Glenn and Morgan, which in the rest of Sweden usually are rare, are not uncommon in Gothenburg, and the use of a Scottish sounding "r" in the local dialect.


          The Gothenburg coat of arms was based on the lion of the coat of arms of Sweden, symbolically holding a shield with the national emblem, the Three Crowns, to defend against its enemies.


          In the Treaty of Roskilde (1658) Denmark-Norway ceded the then Danish province Halland, to the south, and the Norwegian province of Bohus County or Bohusln to the north, leaving Gothenburg in a less exposed position. Gothenburg was able to grow into an important port and trade centre on the west coast thanks to the fact that it was the only city on the west coast that was granted, together with Marstrand, the rights to trade with merchants from other countries.


          In the 18th century, fishing was the most important industry. However, in 1731 the Swedish East India Company was founded, and the city flourished due to its foreign trade with highly profitable commercial expeditions to Asian countries.
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          The harbour developed into Sweden's main harbour for trade towards the west, and with the Swedish emigration to North America increasing, Gothenburg became Sweden's main point of departure. The impact of Gothenburg as a main port of embarkation for Swedish emigrants is reflected by Gothenburg, Nebraska, a small Swedish settlement in the United States.


          With the 19th century, Gothenburg evolved into a modern industrial city that continued on into the 20th century. The population increased tenfold in the century, from 13,000 (1800) to 130,000 (1900). In the 20th century major companies that developed included SKF (est. 1907) and Volvo (est. 1926).


          In more recent years however, the industrial section has faced a recession, which has spurred the development of new sectors such as increased merchandising, tourism and cultural and educational institutions.


          In 2001, major protests occurred in the city during the EU summit and the visit by U.S. president George W. Bush.


          


          Politics and government


          See Gothenburg Municipality


          


          Climate


          Gothenburg has humid continental climate with pleasant, mild summers and cold winters. The city has milder winter but cooler summers than most cities in same latitude.


          Typical temperatures and precipitation for each month:


          
            
              	Weather averages for Gteborg
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Average high C (F)

              	1 (34)

              	2 (35)

              	5 (41)

              	9 (49)

              	16 (61)

              	19 (67)

              	20 (68)

              	20 (68)

              	20 (68)

              	16 (61)

              	11 (52)

              	6 (43)
            


            
              	Average low C (F)

              	-3 (26)

              	-4 (25)

              	-1 (30)

              	2 (36)

              	7 (45)

              	11 (52)

              	13 (55)

              	12 (54)

              	9 (49)

              	6 (43)

              	2 (35)

              	-2 (29)
            


            
              	Precipitation mm (inches)

              	69 (2.7)

              	41 (1.6)

              	53 (2.1)

              	43 (1.7)

              	48 (1.9)

              	58 (2.3)

              	71 (2.8)

              	74 (2.9)

              	84 (3.3)

              	86 (3.4)

              	86 (3.4)

              	76 (3)

              	789 (31.1)
            


            
              	Source: World Weather Information Service 2008-01-06
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          Gothenburg is located on the west coast, in Southwestern Sweden, approximately half way between the capitals Copenhagen, Denmark, and Oslo, Norway. The location at the mouth of the river Gta lv, which feeds into Kattegatt, an arm of the North Sea, has helped the city grow in significance as a trading city. Due to the Gulf Stream the city has a mild climate and quite a lot of rain.


          The archipelago of Gothenburg consists of rough, barren rocks and cliffs, which also is typical for the coast of Bohusln.


          The Gothenburg Metropolitan Area extends to the municipalities of Ale, Hrryda, Kunglv, Lerum, Mlndal, Partille, Stenungsund, Tjrn, cker in Vstra Gtaland County, and Kungsbacka in Halland County.


          


          Transport


          


          Air


          Gothenburg-Landvetter Airport is an international airport serving the Gothenburg region in Sweden. With 5.2 million passengers in 2005 it is Sweden's second-largest airport. It is operated by the Swedish Civil Aviation Administration (Luftfartsverket). The airport is named after the small town of Landvetter, which is located in the municipality of Hrryda. It is 20 km east of Gothenburg. It traditionally has had two terminals, domestic and international, but they are now considered one single terminal. There is only one check-in area now, since all luggage has to be screened.


          Gothenburg's second international airport is Gothenburg City Airport formerly known as Sve Flygplats and Sweden's 7th largest airport. It is located within the borders of Gothenburg Municipality. Prior to the arrival of Ryanair in 2001, the airport had 9000 passengers per year. In 2005, more than 500,000 flew from City Airport. In addition to commercial airlines, the airport is also operated by a number of rescue services, including the Swedish Coast Guard. Due to its location many business jets prefer flying to City Airport rather than Landvetter. Gothenburg City Airport can handle planes up to the size of a Boeing 767, an Airbus A320 or similar jets. The airport also accommodates General Aviation acitivities, including 2 flying clubs, Aeroklubben i Gteborg, one of Europe's oldest flying clubs, and Chalmers flygklubb.


          


          Sea


          The Swedish company Stena Line operates between Gothenburg/ Fredrikshavn in Denmark and Gothenburg/ Kiel in Germany


          The "England ferry" (Englandsfrjan) to Newcastle (currently run by the Danish company DFDS Seaways) ceased at the end of October 2006, after being a Gothenburg institution since the 19th century. The company cited high fuel prices and new competition from low-cost air services, especially Ryanair, as being the cause. DFDS Seaways' sister company, DFDS Tor Line, will continue to run scheduled freight ships between Gothenburg and several English ports, and these have limited capacity for passengers, but not private vehicles. It is unclear if the Gothenburg-Kristiansand route will continue.


          


          Rail and intercity bus


          Other major transportation hubs are Centralstationen ( Gothenburg Central Station) and the Nils Ericson Terminal with trains and buses to various destinations in Sweden, as well as connections to Oslo and Copenhagen (via Malm).


          


          Freight


          Gothenburg is a logistic centre, with transports by train and truck from Sweden and Norway to Gothenburg harbour which is by far the largest port in Scandinavia with a cargo turnover of 36.9 million tonnes a year (2004).


          


          Public transport


          With about 80 km of double track the Gothenburg tram is the largest tram/light rail network in Northern Europe. The bus network, however, is almost as important. There are also some boat and ferry services. The lack of a subway is due to the soft ground on which Gteborg is situated. Tunnelling is very expensive in such conditions. There is also a commuter rail in Gothenburg.


          


          Demographics
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          Gothenburg, as with most Swedish metropolitan areas, has a large immigrant population. According to Statistics Sweden in 2005, there are 98,480 immigrants resident in Gothenburg, which is about 20% of the population, out of which 10% are from Iran and 9% from Finland. The Iranian population, as well as other immigrants from the Middle East (notably Iraq) and former Yugoslavia, is concentrated in Angered (most notably Hjllbo and Hammarkullen) and other suburbs in the north east ( Bergsjn), while other immigrants from Scandinavia, Southern Europe (notably Portugal, Italy and Greece) and Eastern Europe are far less segregated. Frlunda is also known for its larger Chinese population. Other notable East and South East Asian nationalities are the Thais and the Vietnamese.


          


          Economy
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          By its naturally advantageous location, Gothenburg houses the largest harbour installation in Scandinavia. Trade and shipping have always been important businesses and in the 18th century, the city was the home to the Swedish East India Company. Industry developed into an important business, e.g., SKF, Volvo, and Ericsson.


          The blue collar industries dominated until the early 1970s when shipyards started to shut down. The traditional industries are still important for the economy, with Volvo Cars being the largest employer not including a significant number of automotive parts suppliers, but high tech industries have grown up alongside them, with a number of smaller computer software vendors. Banking and finance are also important trades as well as the event and tourist industry.


          


          Education
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          Gothenburg has two universities, both of which started off as colleges founded by private donations in the 19th century. The (public) University of Gothenburg has approximately 50,000 students and is the largest university in Scandinavia and one of the most versatile in Sweden. Chalmers University of Technology is a notable private university located in Johanneberg 2 km south of inner city.


          There are also four folk high schools (Arbetarrrelsens Folkhgskola i Gteborg, Folkhgskolan i Angered, Gteborgs Folkhgskola, and Kvinnofolkhgskolan).


          Gothenburg has some 25-30 high schools. Three of the more notable schools are Hvitfeldtska gymnasiet, Sigrid Rudebecks Gymnasium and Gteborgs Hgre Samskola.


          


          Culture
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          The sea, trade and industrial history of the city is evident in the cultural life of Gothenburg. The biggest attraction in the city is the amusement park Liseberg (see Sites of interest). Another fact related to the industrial heritage of the city is that many of the cultural institutions, as well as hospitals and the university, were created thanks to donations from rich merchants and industrialists, for example the Rhss Museum.


          The 1923 Gothenburg Industrial Exhibition saw the creation of the art museum and a number of other institutions. The event culture of the city was an important factor behind the creation of a number of other sport and cultural institutions.


          There are many free theatre ensembles in the city, besides institutions like Gothenburg City Theatre, Backa Theatre (youth theatre), and Folkteatern.


          The Gothenburg Film Festival, held each year, is the biggest film festival in Scandinavia. Similarly, the Gothenburg Book Fair, held every year in September, is the largest such event in Scandinavia.


          


          Architecture
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          There are very few houses left from the 17th century when the city was founded, since all but the military and royal houses were built of wood. One example is Skansen Crown.


          The first major architecturally interesting period is the 18th century when the East India Company made Gothenburg an important trade city. Imposing stone houses with a Classical look were erected around the canals. One example from this period is the East India House, which today houses Gothenburgs City Museum.


          In the 19th century the wealthy bourgeoisie begun to move outside the city walls which had protected the city when the Union of Denmark and Norway was still a threat. The style now was an eclectic, academic, somewhat over decorated style which the middle-class favoured. The working class lived in the overcrowded city district Haga, in wooden houses.


          In the 19th century the first important town plan after the founding of city was created, which led to the construction of the main street Kungsportsavenyn. The perhaps most significant type of houses of the city, Landshvdingehusen, were built in the end of the 19th century; three story-houses with the first floor in stone and the other two in wood.


          A very important period in the architectural history of the city was the early 20th century, when the National Romantic style dominated. Among the many monumental building erected the Masthugget Church can be mentioned.


          And in the beginning of the 1920s, when the city celebrated its 300th anniversary, the Gtaplatsen square with its Neo-Classical look was built.


          After this the predominant style in Gothenburg and rest of Sweden was Functionalism which especially dominated the suburbs like Vstra Frlunda and Bergsjn. In the 1950s the big stadium Ullevi was erected when Sweden hosted the 1958 World Cup in football.


          The modern architecture of the city is being formed by such architects as Gert Wingrdh who started as a Post-Modernist in the 1980s.


          A further remarkable construction is Brudaremossen TV Tower, one of the few partially guyed towers in the world.


          


          Music
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          Gothenburg has a rich music life - the Gothenburg Symphony Orchestra is the best known when it comes to classical music. Gothenburg also was the birthplace of the Swedish composer Kurt Atterberg. Bands like The Soundtrack of Our Lives and Ace of Base are well known pop representatives of the city. There is also an active indie scene. For example, the musician Jens Lekman was born in the suburb of Angered and named his 2007 release Night Falls Over Kortedala after another suburb ( Kortedala).


          The city is also noted for being the centre of the melodic death metal movement (sometimes even called " The Gothenburg sound"). Gothenburg metal is unique and distinct because of its mixture of brutality and aggression with very melodic and sometimes progressive guitar riffs and solos. Often, keyboards and clean singing are incorporated (instead of just using the traditional death grunt vocals). Gothenburg's own At the Gates, In Flames and Dark Tranquillity are credited with pioneering this melodic style. Another well known band in the Gothenburg scene is Soilwork, although they reign from Helsingborg. The Gothenburg metal has influenced numerous significant death metal and metalcore scenes across Europe and the rest of the world, including Finland, the United States, and Canada.


          


          Food and drink


          Gothenburg, with its location by the sea, is famous for its many fish dishes and varieties of these dishes. Various fish restaurants exist in the city, all from low class shacks to world class eateries. The city also has a number of star chefs  over the past decade, 7 of the Swedish Chef of the Year Awards have been won by Gothenburgers. A popular place to buy fish ingredients is the Feskekrka ("Fish Church"); an indoor fish market, which got its name from the building's resemblance to a Gothic church. Five Gothenburg restaurants have a star in the 2008 Michelin Guide: 28 +, Basement, Fond, Kok&Vin and Sjmagasinet.
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                  	Held events

                


                
                  	1958 FIFA World Cup


                  	1992 European Football Championship


                  	1993 World Men's Handball Championship


                  	1993 World Championships in Table tennis


                  	1995 World Championships in Athletics


                  	1997 World Championships in Swimming (Short track)


                  	1997 Davis Cup Finals, Tennis, Sweden-United States


                  	1997 World Championships in Latin American Dance


                  	1998 World Championships in Latin Formation Dancing


                  	2002 European Men's Handball Championship


                  	2002 Ice Hockey World Championships


                  	2002 Volvo Ocean Race


                  	2003 World Championships in Skating (allround)


                  	2004 O-Ringen - A 5-days orienteering competition


                  	2004 World Championships in Skating (short track)


                  	2004 UEFA Cup Final


                  	2006 Volvo Ocean Race


                  	2006 European Championships in Athletics


                  	2008 World Figure Skating Championships

                

              

              	
                
                  	Annual events

                


                
                  	Gothia Cup


                  	Gteborgsvarvet

                


                
                  	Planned events

                


                
                  	Arenas

                


                
                  	Scandinavium (ice hockey)


                  	Frlundaborg (ice hockey)


                  	Gamla Ullevi (football)


                  	Ullevi (multisport)


                  	Nya Gamla Ullevi (football)

                


                
                  	Teams

                


                
                  	Frlunda HC (ice hockey)


                  	GAIS (football)


                  	IFK Gteborg (football)


                  	BK Hcken (football)


                  	Qviding FIF (football)


                  	Vstra Frlunda IF (football)


                  	rgryte IS (football)


                  	Kopparbergs/Gteborg FC ( women's football)


                  	Jitex BK ( women's football)


                  	Gteborg Berserkers (Australian rules football)


                  	Spartacus Rugby Club (Rugby Union)


                  	Redbergslids IK ( Team handball)


                  	IK Svehof ( Team handball)


                  	Gothia Basket (Basketball)


                  	Pixbo Wallenstam IBK ( Floorball)

                

              
            

          


          


          Sites of interest
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          Gothenburg has a number of cultural establishments. A new opera house was inaugurated in 1994, the Gothenburg Opera. Museums include art ( Gothenburg Museum of Art) and ( Gteborgs Konsthall), design and handcrafts (the Rhss Museum), sea history, natural history, science, East India, and the Museum of World Culture inaugurated in 2004.


          Kungsportsavenyn, commonly known as just Avenyn, "The Avenue", is the main boulevard. It was created in the 1860s and 1870s as a result of an international town planning competition. With a total length of about one kilometer, it stretches from the old moat at the edge of the older part of Gothenburg, and ends at the Gtaplatsen square, where the Gothenburg Museum of Art and several other cultural institutions are located.


          Avenyn passes the Stora teatern, a Neo-Renaissance theatre and opera building from 1859, and has the citys biggest concentration of pubs, discoteques and restaurants.


          The Gteborg Botanical Garden is considered to be one of the most important botanical gardens in Europe with three stars in the French Guide Rouge.


          Next to the botanical garden is Gothenburg's largest park, Slottsskogen, where the Natural History Museum (Naturhistoriska Museet) is located. The park is also home to the city's oldest observatory.


          The amusement park Liseberg located in the central part of the city, is the largest in Scandinavia by number of rides, and the most popular attraction in Sweden by number of visitors per year (>3 millions). Located near Liseberg is a science discovery centre named Universeum.


          One of Gothenburg's most popular tourist attractions is the archipelago ( Southern Gothenburg Archipelago), which can be reached by boat. lvsborg Fortress, Vinga and Styrs islands are popular places to visit.


          


          Twin towns


          
            	[image: Flag of South Africa] Port Elizabeth, Republic of South Africa

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gothenburg"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Gottfried Leibniz


        
          

          
            
              Gottfried Leibniz
            

            
              	Western Philosophy

              18th-century philosophy
            


            
              	[image: ]

              Gottfried Wilhelm Leibniz
            


            
              	Full name

              	Gottfried Wilhelm Leibniz
            


            
              	Birth

              	July 1 ( June 21 Old Style) 1646, Leipzig, Electorate of Saxony
            


            
              	Death

              	November 14, 1716, Hanover, Electorate of Hanover
            


            
              	School/tradition

              	Rationalism
            


            
              	Main interests

              	Metaphysics, Mathematics, Theodicy
            


            
              	Notable ideas

              	Infinitesimal calculus, Calculus, Monadology, Theodicy, Optimism
            


            
              	
                
                  
                    Influenced by
                  


                  
                    Plato, Aristotle, Aquinas, Surez, Descartes, Spinoza, Ramon Llull
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          Gottfried Wilhelm Leibniz (also Leibnitz or von Leibniz ( July 1, 1646 ( June 21 Old Style)  November 14, 1716) was a German polymath who wrote primarily in Latin and French.


          He occupies an equally grand place in both the history of philosophy and the history of mathematics. He invented calculus independently of Newton, and his notation is the one in general use since then. He also discovered the binary system, foundation of virtually all modern computer architectures. In philosophy, he is mostly remembered for optimism, i.e. his conclusion that our universe is, in a restricted sense, the best possible one God could have made. He was, along with Ren Descartes and Baruch Spinoza, one of the three greatest 17th century rationalists, but his philosophy also looks back to the scholastic tradition and anticipates modern logic and analysis. Leibniz also made major contributions to physics and technology, and anticipated notions that surfaced much later in biology, medicine, geology, probability theory, psychology, linguistics, and information science. He also wrote on politics, law, ethics, theology, history, and philology, even occasional verse. His contributions to this vast array of subjects are scattered in journals and in tens of thousands of letters and unpublished manuscripts. To date, there is no complete edition of Leibniz's writings.


          


          Biography


          


          Early life


          Gottfried Leibniz was born on 1 July ( 21 June Old Style) 1646 in Leipzig to Friedrich Leibniz and Catherina Schmuck. The name Leibniz was originally Slavonic - Lubeniecz . His father had passed away when he was six, so he learned his religious and moral values from his mother. These would exert a profound influence on his philosophical thought in later life. As an adult, he often styled himself "von Leibniz", and many posthumous editions of his works gave his name on the title page as "Freiherr [Baron] G. W. von Leibniz." However, no document has been found confirming that he was ever granted a patent of nobility.


          When Leibniz was six years old, his father, a Professor of Moral Philosophy at the University of Leipzig, died, leaving a personal library to which Leibniz was granted free access from age seven onwards. By 12, he had taught himself Latin, which he used freely all his life, and had begun studying Greek.


          He entered his father's university at age 14, and completed university studies by 20, specializing in law and mastering the standard university courses in classics, logic, and scholastic philosophy. However, his education in mathematics was not up to the French and British standards. In 1666 (age 20), he published his first book, also his habilitation thesis in philosophy, On the Art of Combinations. When Leipzig declined to assure him a position teaching law upon graduation, Leibniz submitted the thesis he had intended to submit at Leipzig to the University of Altdorf instead, and obtained his doctorate in law in five months. He then declined an offer of academic appointment at Altdorf, and spent the rest of his life in the service of two major German noble families.
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          Leibniz's first position was as a salaried alchemist in Nuremberg, even though he knew nothing about the subject. He soon met Johann Christian von Boineburg (16221672), the dismissed chief minister of the Elector of Mainz, Johann Philipp von Schnborn. Von Boineburg hired Leibniz as an assistant, and shortly thereafter reconciled with the Elector and introduced Leibniz to him. Leibniz then dedicated an essay on law to the Elector in the hope of obtaining employment. The stratagem worked; the Elector asked Leibniz to assist with the redrafting of the legal code for his Electorate. In 1669, Leibniz was appointed Assessor in the Court of Appeal. Although von Boineburg died late in 1672, Leibniz remained under the employment of his widow until she dismissed him in 1674.


          Von Boineburg did much to promote Leibniz's reputation, and the latter's memoranda and letters began to attract favorable notice. Leibniz's service to the Elector soon followed a diplomatic role. He published an essay, under the pseudonym of a fictitious Polish nobleman, arguing (unsuccessfully) for the German candidate for the Polish crown. The main European geopolitical reality during Leibniz's adult life was the ambition of Louis XIV of France, backed by French military and economic might. Meanwhile, the Thirty Years' War had left German-speaking Europe exhausted, fragmented, and economically backward. Leibniz proposed to protect German-speaking Europe by distracting Louis as follows. France would be invited to take Egypt as a stepping stone towards an eventual conquest of the Dutch East Indies. In return, France would agree to leave Germany and the Netherlands undisturbed. This plan obtained the Elector's cautious support. In 1672, the French government invited Leibniz to Paris for discussion, but the plan was soon overtaken by events and gone irrelevant. Napoleon's failed invasion of Egypt in 1798 can be seen as an unwitting implementation of Leibniz's plan.


          Thus Leibniz began several years in Paris, during which he greatly expanded his knowledge of mathematics and physics, and began contributing to both. He met Malebranche and Antoine Arnauld, the leading French philosophers of the day, and studied the writings of Descartes and Pascal, unpublished as well as published. He befriended a German mathematician, Ehrenfried Walther von Tschirnhaus; they corresponded for the rest of their lives. Leibniz was extraordinarily fateful when came into acquaintance of the Dutch physicist and mathematician Christiaan Huygens, who was active in Paris then. Soon after arriving in Paris, Leibniz received a rude awakening; his knowledge of mathematics and physics was spotty. Finding Huygens as mentor, he began a program of self-study that soon pushed him to making major contributions to both subjects, including inventing his version of the differential and integral calculus.


          When it became clear that France would not implement its part of Leibniz's Egyptian plan, the Elector sent his nephew, escorted by Leibniz, on a related mission to the English government in London, early in 1673. There Leibniz came into acquaintance of Henry Oldenburg and John Collins. After demonstrating a calculating machine to the Royal Society he had been designing and building since 1670, the first such machine that could execute all four basic arithmetical operations, the Society made him an external member. The mission ended abruptly when news reached it of the Elector's death, whereupon Leibniz promptly returned to Paris and not, as had been planned, to Mainz.


          The sudden deaths of Leibniz's two patrons in the same winter meant that Leibniz had to find a new basis for his career. In this regard, a 1669 invitation from the Duke of Brunswick to visit Hanover proved fateful. Leibniz declined the invitation, but began corresponding with the Duke in 1671. In 1673, the Duke offered him the post of Counsellor which Leibniz very reluctantly accepted two years later, only after it became clear that no employment in Paris, whose intellectual stimulation he relished, or with the Habsburg imperial court was forthcoming.


          


          House of Hanover 16761716


          Leibniz managed to delay his arrival in Hanover until the end of 1676, after making one more short journey to London, where he possibly was shown some of Newton's unpublished work on the calculus. This fact was deemed evidence supporting the accusation, made decades later, that he had stolen the calculus from Newton. On the journey from London to Hanover, Leibniz stopped in The Hague where he met Leeuwenhoek, the discoverer of microorganisms. He also spent several days in intense discussion with Spinoza, who had just completed his masterwork, the Ethics. Leibniz respected Spinoza's powerful intellect, but was dismayed by his conclusions that contradicted both Christian and Jewish orthodoxy.


          In 1677, he was promoted, at his request, to Privy Counselor of Justice, a post he held for the rest of his life. Leibniz served three consecutive rulers of the House of Brunswick as historian, political adviser, and most consequentially, as librarian of the ducal library. He thenceforth employed his pen on all the various political, historical, and theological matters involving the House of Brunswick; the resulting documents form a valuable part of the historical record for the period.
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          Among the few people in north Germany to warm to Leibniz were the Electress Sophia of Hanover (16301714), her daughter Sophia Charlotte of Hanover (16681705), the Queen of Prussia and her avowed disciple, and Caroline of Ansbach, the consort of her grandson, the future George II. To each of these women he was correspondent, adviser, and friend. In turn, they all warmed to him more than did their spouses and the future king George I of Great Britain.


          The population of Hanover was only about 10,000, and its provinciality eventually grated on Leibniz. Nevertheless, to be a major courtier to the House of Brunswick was quite an honour, especially in light of the meteoric rise in the prestige of that House during Leibniz's association with it. In 1692, the Duke of Brunswick became a hereditary Elector of the Holy Roman Empire. The British Act of Settlement 1701 designated the Electress Sophia and her descent as the royal family of the United Kingdom, once both King William III and his sister-in-law and successor, Queen Anne, were dead. Leibniz played a role in the initiatives and negotiations leading up to that Act, but not always an effective one. For example, something he published anonymously in England, thinking to promote the Brunswick cause, was formally censured by the British Parliament.


          The Brunswicks tolerated the enormous effort Leibniz devoted to intellectual pursuits unrelated to his duties as a courtier, pursuits such as perfecting the calculus, writing about other mathematics, logic, physics, and philosophy, and keeping up a vast correspondence. He began working on the calculus in 1674; the earliest evidence of its use in his surviving notebooks is 1675. By 1677 he had a coherent system in hand, but did not publish it until 1684. Leibniz's most important mathematical papers were published between 1682 and 1692, usually in a journal which he and Otto Mencke founded in 1682, the Acta Eruditorum. That journal played a key role in advancing his mathematical and scientific reputation, which in turn enhanced his eminence in diplomacy, history, theology, and philosophy.


          The Elector Ernst August commissioned Leibniz to write a history of the House of Brunswick, going back to the time of Charlemagne or earlier, hoping that the resulting book would advance his dynastic ambitions. From 1687 to 1690, Leibniz traveled extensively in Germany, Austria, and Italy, seeking and finding archival materials bearing on this project. Decades went by but no history appeared; the next Elector became quite annoyed at Leibniz's apparent dilatoriness. Leibniz never finished the project, in part because of his huge output on many other fronts, but also because he insisted on writing a meticulously researched and erudite book based on archival sources, when his patrons would have been quite happy with a short popular book, one perhaps little more than a genealogy with commentary, to be completed in three years or less. They never knew that he had in fact carried out a fair part of his assigned task: when the material Leibniz had written and collected for his history of the House of Brunswick was finally published in the 19th century, it filled three volumes.


          In 1711, John Keill, writing in the journal of the Royal Society and with Newton's presumed blessing, accused Leibniz of having plagiarized Newton's calculus. Thus began the calculus priority dispute which darkened the remainder of Leibniz's life. A formal investigation by the Royal Society (in which Newton was an unacknowledged participant), undertaken in response to Leibniz's demand for a retraction, upheld Keill's charge. Historians of mathematics writing since 1900 or so have tended to acquit Leibniz, pointing to important differences between Leibniz's and Newton's versions of the calculus.


          In 1711, while traveling in northern Europe, the Russian Tsar Peter the Great stopped in Hanover and met Leibniz, who then took some interest in matters Russian over the rest of his life. In 1712, Leibniz began a two year residence in Vienna, where he was appointed Imperial Court Councillor to the Habsburgs. On the death of Queen Anne in 1714, Elector Georg Ludwig became King George I of Great Britain, under the terms of the 1701 Act of Settlement. Even though Leibniz had done much to bring about this happy event, it was not to be his hour of glory. Despite the intercession of the Princess of Wales, Caroline of Ansbach, George I forbade Leibniz to join him in London until he completed at least one volume of the history of the Brunswick family his father had commissioned nearly 30 years earlier. Moreover, for George I to include Leibniz in his London court would have been deemed insulting to Newton, who was seen as having won the calculus priority dispute and whose standing in British official circles could not have been higher. Finally, his dear friend and defender, the dowager Electress Sophia, died in 1714.


          Leibniz died in Hanover in 1716: at the time, he was so out of favour that neither George I (who happened to be near Hanover at the time) nor any fellow courtier other than his personal secretary attended the funeral. Even though Leibniz was a life member of the Royal Society and the Berlin Academy of Sciences, neither organization saw fit to honour his passing. His grave went unmarked for more than 50 years. Leibniz was eulogized by Fontenelle, before the Academie des Sciences in Paris, which had admitted him as a foreign member in 1700. The eulogy was composed at the behest of the Duchess of Orleans, a niece of the Electress Sophia.


          Leibniz never married. He complained on occasion about money, but the fair sum he left to his sole heir, his sister's stepson, proved that the Brunswicks had, by and large, paid him well. In his diplomatic endeavors, he at times verged on the unscrupulous, as was all too often the case with professional diplomats of his day. On several occasions, Leibniz backdated and altered personal manuscripts, actions which cannot be excused or defended and which put him in a bad light during the calculus controversy. On the other hand, he was charming and well-mannered, with many friends and admirers all over Europe.


          


          Writings and edition


          Leibniz mainly wrote in three languages: scholastic Latin (ca. 40%), French (ca. 35%), and German (less than 25%). During his lifetime, he published many pamphlets and scholarly articles, but only two "philosophical" books, the Combinatorial Art and the Thodice. (He published numerous pamphlets, often anonymous, on behalf of the House of Brunswick-Lneburg, most notably the "De jure suprematum" a major consideration of the nature of sovereignty.) One substantial book appeared posthumously, his Nouveaux essais sur l'entendement humain, which Leibniz had withheld from publication after the death of John Locke. Only in 1895, when Bodemann completed his catalogues of Leibniz's manuscripts and correspondence, did the enormous extent of Leibniz's Nachlass become clear: about 15,000 letters to more than 1000 recipients plus more than 40,000 other items. Moreover, quite a few of these letters are of essay length. Much of his vast correspondence, especially the letters dated after 1685, remains unpublished, and much of what is published has been so only in recent decades. The amount, variety, and disorder of Leibniz's writings are a predictable result of a situation he described as follows:


          
            
              "I cannot tell you how extraordinarily distracted and spread out I am. I am trying to find various things in the archives; I look at old papers and hunt up unpublished documents. From these I hope to shed some light on the history of the [House of] Brunswick. I receive and answer a huge number of letters. At the same time, I have so many mathematical results, philosophical thoughts, and other literary innovations that should not be allowed to vanish that I often do not know where to begin". (1695 letter to Vincent Placcius in Gerhardt)

            

          


          The extant parts of the critical edition of Leibniz's writings (see photograph there) are organized as follows:


          
            	Series 1. Political, Historical, and General Correspondence. 21 vols., 16661701.


            	Series 2. Philosophical Correspondence. 1 vol., 166385.


            	Series 3. Mathematical, Scientific, and Technical Correspondence. 6 vols., 167296.


            	Series 4. Political Writings. 6 vols., 166798.


            	Series 5. Historical and Linguistic Writings. Inactive.


            	Series 6. Philosophical Writings. 7 vols., 166390, and Nouveaux essais sur l'entendement humain.


            	Series 7. Mathematical Writings. 3 vols., 167276.


            	Series 8. Scientific, Medical, and Technical Writings. In preparation.

          


          The systematic cataloguing of all of Leibniz's Nachlass was begun in 1901. Two World wars, the NS dictatorship (with Jewish genocide, including an employee of the project, and other personal consequences), and decades of German division (two states with the cold war's "iron curtain" in between, separating scholars and also scattered portions of his literary estates), greatly hampered the ambitious edition project which had and has to deal with seven languages used on ca. 200 000 pages of written and printed paper. In 1985 it was reorganized and included in a joint program of German federal and state ("Lnder") academies. Since then the branches in Potsdam, Mnster, Hannover and Berlin have jointly published 25 volumes of the critical edition (until 2006) with an average of 870 pages (compared to only 19 volumes since 1923), plus preparing index and concordance works (so, had that "speed" of work been possible from the beginning, the project would already be completed).


          


          Posthumous reputation


          When Leibniz died, his reputation was in decline. He was remembered for only one book, the Thodice, whose supposed central argument Voltaire lampooned in his Candide. Voltaire's depiction of Leibniz's ideas was so influential that many believed it to be an accurate description (this misapprehension may still be the case among certain lay people). Thus Voltaire and his Candide bear some of the blame for the lingering failure to appreciate and understand Leibniz's ideas. Leibniz had an ardent disciple, Christian Wolff, whose dogmatic and facile outlook did Leibniz's reputation much harm. In any event, philosophical fashion was moving away from the rationalism and system building of the 17th century, of which Leibniz had been such an ardent exponent. His work on law, diplomacy, and history was seen as of ephemeral interest. The vastness and richness of his correspondence went unrecognized.


          Much of Europe came to doubt that Leibniz had discovered the calculus independently of Newton, and hence his whole work in mathematics and physics was neglected. Voltaire, an admirer of Newton, also wrote Candide at least in part to discredit Leibniz's claim to having discovered the calculus and Leibniz's charge that Newton's theory of universal gravitation was incorrect. The rise of relativity and subsequent work in the history of mathematics has put Leibniz's stance in a more favorable light.


          Leibniz's long march to his present glory began with the 1765 publication of the Nouveaux Essais, which Kant read closely. In 1768, Dutens edited the first multi-volume edition of Leibniz's writings, followed in the 19th century by a number of editions, including those edited by Erdmann, Foucher de Careil, Gerhardt, Gerland, Klopp, and Mollat. Publication of Leibniz's correspondence with notables such as Antoine Arnauld, Samuel Clarke, Sophia of Hanover, and her daughter Sophia Charlotte of Hanover, began.


          In 1900, Bertrand Russell published a critical study of Leibniz's metaphysics. Shortly thereafter, Louis Couturat published an important study of Leibniz, and edited a volume of Leibniz's heretofore unpublished writings, mainly on logic. While their conclusions, especially Russell's, were subsequently challenged and often dismissed, they made Leibniz somewhat respectable among 20th century analytical and linguistic philosophers in the English speaking world (Leibniz had already been of great influence to many Germans such as Bernhard Riemann). For example, Leibniz's phrase salva veritate, meaning interchangeability without loss of or compromising the truth, recurs in Willard Quine's writings. Nevertheless, the secondary English-language literature on Leibniz did not really blossom until after World War II. This is especially true of English speaking countries; in Gregory Brown's bibliography fewer than 30 of the English language entries were published before 1946. American Leibniz studies owe much to Leroy Loemker (190485) through his translations (Loemker) and his interpretive essays in (LeClerc).


          Nicholas Jolley (Jolley 21719) has surmised that Leibniz's reputation as a philosopher is now perhaps higher than at any time since he was alive because:


          
            	Work in the history of 17th and 18th century ideas has revealed more clearly the 17th century "Intellectual Revolution" that preceded the better known Industrial and commercial revolutions of the 18th and 19th centuries.


            	The doctrinaire contempt for metaphysics, characteristic of analytic and linguistic philosophy, has faded;


            	Analytic and contemporary philosophy continue to invoke his notions of identity, individuation, and possible worlds;


            	The 17th and 18th century belief that natural science, especially physics, differs from philosophy mainly in degree and not in kind, is no longer dismissed out of hand. That modern science includes a " scholastic" as well as a "radical empiricist" element is more accepted now than in the early 20th century;


            	He is now seen as a major prolongation of the mighty endeavor begun by Plato and Aristotle: the universe and man's place in it are amenable to human reason.

          


          The University of Hannover (German spelling) is named after him.


          In 1985, the German government created the Leibniz Prize, annual awards of 1.55 million Euros for experimental results, and 770,000 Euros for theoretical ones. It is the world's largest prize for scientific achievement.


          


          Philosopher


          Leibniz's philosophical thinking appears fragmented, because his philosophical writings consist mainly of a multitude of short pieces: journal articles, manuscripts published long after his death, and many letters to many correspondents. He wrote only two philosophical treatises, and the one he published in his lifetime, the Thodice of 1710, is as much theological as philosophical.


          Leibniz dated his beginning as a philosopher to his Discourse on Metaphysics, which he composed in 1686 as a commentary on a running dispute between Malebranche and Antoine Arnauld. This led to an extensive and valuable correspondence with Arnauld (Ariew & Garber 69, Loemker 36,38); it and the Discourse were not published until the 19th century. In 1695, Leibniz made his public entre into European philosophy with a journal article titled "New System of the Nature and Communication of Substances" (Ariew & Garber 138, Loemker 47, Wiener II.4). Over 16951705, he composed his New Essays on Human Understanding, a lengthy commentary on John Locke's 1690 An Essay Concerning Human Understanding, but upon learning of Locke's 1704 death, lost the desire to publish it, so that the New Essays were not published until 1765. The Monadologie, composed in 1714 and published posthumously, consists of 90 aphorisms.


          Leibniz met Spinoza in 1676, read some of his unpublished writings, and has since been suspected of appropriating some of Spinoza's ideas. While Leibniz admired Spinoza's powerful intellect, he was also forthrightly dismayed by Spinoza's conclusions, (Ariew & Garber 27284, Loemker 14,20,21, Wiener III.8) especially when these were inconsistent with Christian orthodoxy.


          Unlike Descartes and Spinoza, Leibniz had a thorough university education in philosophy. His lifelong scholastic and Aristotelian turn of mind betrayed the strong influence of one of his Leipzig professors, Jakob Thomasius, who also supervised his BA thesis in philosophy. Leibniz also eagerly read Francisco Surez, a Spanish Jesuit respected even in Lutheran universities. Leibniz was deeply interested in the new methods and conclusions of Descartes, Huygens, Newton, and Boyle, but viewed their work through a lens heavily tinted by scholastic notions. Yet it remains the case that Leibniz's methods and concerns often anticipate the logic, and analytic and linguistic philosophy of the 20th century.


          


          The Principles


          Leibniz variously invoked one or another of seven fundamental philosophical Principles (Mates 1986: chpts. 7.3, 9):


          
            	Identity/ contradiction. If a proposition is true, then its negation is false and vice versa.


            	Identity of indiscernibles. Two things are identical if and only if they share the same properties. Frequently invoked in modern logic and philosophy.


            	Sufficient reason. "There must be a sufficient reason [often known only to God] for anything to exist, for any event to occur, for any truth to obtain." (LL 717).


            	Pre-established harmony. See Jolley (1995: 12931), Woolhouse and Francks (1998), and Mercer (2001). "[T]he appropriate nature of each substance brings it about that what happens to one corresponds to what happens to all the others, without, however, their acting upon one another directly." (Discourse on Metaphysics, XIV) A dropped glass shatters because it "knows" it has hit the ground, and not because the impact with the ground "compels" the glass to split.


            	Continuity. Natura non saltum facit. A mathematical analog to this principle would go as follows. If a function describes a transformation of something to which continuity applies, then its domain and range are both dense sets.


            	Optimism. "God assuredly always chooses the best." (LL 311).


            	Plenitude. "Leibniz believed that the best of all possible worlds would actualize every genuine possibility, and argued in Thodice that this best of all possible worlds will contain all possibilities, with our finite experience of eternity giving no reason to dispute nature's perfection." (From Plenitude.)

          


          The second principle here is often referred to as Leibniz's Law . The Identity of Indiscernibles has attracted the most controversy and criticism, especially from corpuscular philosophy and quantum mechanics.


          Leibniz would on occasion give a speech for a specific principle, but more often took them for granted. For a precis of what Leibniz meant by these and other Principles, see Mercer (2001: 47384). For a classic discussion of Sufficient Reason and Plenitude, see Lovejoy (1957).


          


          The monads


          Leibniz's best known contribution to metaphysics is his theory of monads, as exposited in Monadologie. Monads are to the metaphysical realm what atoms are to the physical/phenomenal. Monads are the ultimate elements of the universe. The monads are "substantial forms of being" with the following properties: they are eternal, indecomposable, individual, subject to their own laws, un-interacting, and each reflecting the entire universe in a pre-established harmony (a historically important example of panpsychism). Monads are centers of force; substance is force, while space, matter, and motion are merely phenomenal.


          The ontological essence of a monad is its irreducible simplicity. Unlike atoms, monads possess no material or spatial character. They also differ from atoms by their complete mutual independence, so that interactions among monads are only apparent. Instead, by virtue of the principle of pre-established harmony, each monad follows a preprogrammed set of "instructions" peculiar to itself, so that a monad "knows" what to do at each moment. (These "instructions" may be seen as analogs of the scientific laws governing subatomic particles.) By virtue of these intrinsic instructions, each monad is like a little mirror of the universe. Monads need not be "small"; e.g., each human being constitutes a monad, in which case free will is problematic. God, too, is a monad, and the existence of God can be inferred from the harmony prevailing among all other monads; God wills the pre-established harmony.


          Monads are purported to having gotten rid of the problematic:


          
            	Interaction between mind and matter arising in the system of Descartes;


            	Lack of individuation inherent to the system of Spinoza, which represents individual creatures as merely accidental.

          


          The monadology was thought arbitrary, even eccentric, in Leibniz's day and since.


          


          Theodicy and optimism


          The Thodice tries to justify the apparent imperfections of the world by claiming that it is optimal among all possible worlds. It must be the best possible and most balanced world, because it was created by a perfect God. Rutherford (1998) is a detailed scholarly study of Leibniz's theodicy.


          The statement that "we live in the best of all possible worlds" drew scorn, most notably from Voltaire, who lampooned it in his comic novel Candide by having the character Dr. Pangloss (a parody of Leibniz) repeat it like a mantra. Thus the adjective "panglossian", describing one so naive as to believe that the world about us is the best possible one.


          The mathematician Paul du Bois-Reymond, in his "Leibnizian Thoughts in Modern Science," wrote that Leibniz thought of God as a mathematician.


          
            "As is well known, the theory of the maxima and minima of functions was indebted to him for the greatest progress through the discovery of the method of tangents. Well, he conceives God in the creation of the world like a mathematician who is solving a minimum problem, or rather, in our modern phraseology, a problem in the calculus of variations  the question being to determine among an infinite number of possible worlds, that for which the sum of necessary evil is a minimum."

          


          A cautious defense of Leibnizian optimism would invoke certain scientific principles that emerged in the two centuries since his death and that are now thoroughly established: the principle of least action, the conservation of mass, and the conservation of energy. In addition, the modern observations that lead to the Fine-tuned Universe arguments seem to support his view:


          
            	The 3+1 dimensional structure of spacetime may be ideal. In order to sustain complexity such as life, a universe probably requires three spatial and one temporal dimension. Most universes deviating from 3+1 either violate some fundamental physical laws, or are impossible. The mathematically richest number of spatial dimensions is also 3 (in the sense of topological nontriviality).


            	The universe, solar system, and Earth are the "best possible" in that they enable intelligent life to exist. Such life has evolved on Earth only because the Earth, solar system, and Milky Way possess a number of unusual characteristics; see Ward & Brownlee (2000), Morris (2003: chpts. 5,6).


            	The most sweeping form of optimism derives from the Anthropic Principle (Barrow and Tipler 1986). Physical reality can be seen as grounded in the numerical values of a handful of dimensionless constants, the best known of which are the fine structure constant and the ratio of the rest mass of the proton to the electron. Were the numerical values of these constants to differ by a few percent from their observed values, it is unlikely that the resulting universe would contain complex structures.

          


          Our physical laws, universe, solar system, and home planet are all "best" in the sense that they enable complex structures such as galaxies, stars, and, ultimately, intelligent life. On the other hand, it is also reasonable to believe that life might be more intelligent given some other set of circumstances.


          


          Symbolic thought


          Leibniz believed that much of human reasoning could be reduced to calculations of a sort, and that such calculations could resolve many differences of opinion:


          
            "The only way to rectify our reasonings is to make them as tangible as those of the Mathematicians, so that we can find our error at a glance, and when there are disputes among persons, we can simply say: Let us calculate [calculemus], without further ado, to see who is right." (The Art of Discovery 1685, W 51)

          


          Leibniz's calculus ratiocinator, which resembles symbolic logic, can be viewed as a way of making such calculations feasible. Leibniz wrote memoranda (many of which are translated in Parkinson 1966) that can now be read as groping attempts to get symbolic logicand thus his calculusoff the ground. But Gerhard and Couturat did not publish these writings until modern formal logic had emerged in Frege's Begriffsschrift and in writings by Charles Peirce and his students in the 1880s, and hence well after Boole and De Morgan began that logic in 1847.


          Leibniz thought symbols were important for human understanding. He attached so much importance to the invention of good notations that he attributed all his discoveries in mathematics to this. His notation for the infinitesimal calculus is an example of his skill in this regard. Charles Peirce, a 19th century pioneer of semiotics, shared Leibniz's passion for symbols and notation, and his belief that these are essential to a well-running logic and mathematics.


          But Leibniz took his speculations much further. Defining a character as any written sign, he then defined a "real" character as one that represents an idea directly and not simply as the word embodying the idea. Some real characters, such as the notation of logic, serve only to facilitate reasoning. Many characters well-known in his day, including Egyptian hieroglyphics, Chinese characters, and the symbols of astronomy and chemistry, he deemed not real. (Loemker, however, who translated some of Leibniz's works into English, said that the symbols of chemistry were real characters so there is disagreement among Leibniz scholars on this point.) Instead, he proposed the creation of a characteristica universalis or "universal characteristic," built on an alphabet of human thought in which each fundamental concept would be represented by a unique "real" character.


          
            "It is obvious that if we could find characters or signs suited for expressing all our thoughts as clearly and as exactly as arithmetic expresses numbers or geometry expresses lines, we could do in all matters insofar as they are subject to reasoning all that we can do in arithmetic and geometry. For all investigations which depend on reasoning would be carried out by transposing these characters and by a species of calculus." (Preface to the General Science, 1677. Revision of Rutherford's translation in Jolley 1995: 234. Also W I.4)

          


          Complex thoughts would be represented by combining characters for simpler thoughts. Leibniz saw that the uniqueness of prime factorization suggests a central role for prime numbers in the universal characteristic, a striking anticipation of Gdel numbering. Granted, there is no intuitive or mnemonic way to number any set of elementary concepts using the prime numbers.


          Because Leibniz was a mathematical novice when he first wrote about the characteristic, at first he did not conceive it as an algebra but rather as a universal language or script. Only in 1676 did he conceive of a kind of "algebra of thought," modeled on and including conventional algebra and its notation. The resulting characteristic included a logical calculus, some combinatorics, algebra, his analysis situs (geometry of situation) discussed in 3.2, a universal concept language, and more.


          What Leibniz actually intended by his characteristica universalis and calculus ratiocinator, and the extent to which modern formal logic does justice to the calculus, may never be established. A good introductory discussion of the "characteristic" is Jolley (1995: 22640). An early, yet still classic, discussion of the "characteristic" and "calculus" is Couturat (1901: chpts. 3,4).


          


          Formal logic


          Leibniz is the most important logician between Aristotle and 1847, when George Boole and Augustus De Morgan each published books that began modern formal logic. Leibniz enunciated the principal properties of what we now call conjunction, disjunction, negation, identity, set inclusion, and the empty set. The principles of Leibniz's logic and, arguably, of his whole philosophy, reduce to two:


          
            	All our ideas are compounded from a very small number of simple ideas, which form the alphabet of human thought.


            	Complex ideas proceed from these simple ideas by a uniform and symmetrical combination, analogous to arithmetical multiplication.

          


          With regard to (1), the number of simple ideas is much greater than Leibniz thought. As for (2), logic can indeed be grounded in a symmetrical combining operation, but that operation is analogous to either of addition or multiplication. The formal logic that emerged early in the 20th century also requires, at minimum, unary negation and quantified variables ranging over some universe of discourse.


          Leibniz published nothing on formal logic in his lifetime; most of what he wrote on the subject consists of working drafts.


          In his book History of Western Philosophy, Bertrand Russell went as far as claiming that Leibniz had developed logic in his unpublished writings to a level which was reached only 200 years later.


          


          Mathematician


          Although the mathematical notion of function was implicit in trigonometric and logarithmic tables, which existed in his day, Leibniz was the first, in 1692 and 1694, to employ it explicitly, to denote any of several geometric concepts derived from a curve, such as abscissa, ordinate, tangent, chord, and the perpendicular (Struik 1969: 367). In the 18th century, "function" lost these geometrical associations.


          Leibniz was the first to see that the coefficients of a system of linear equations could be arranged into an array, now called a matrix, which can be manipulated to find the solution of the system, if any. This method was later called Gaussian elimination. Leibniz's discoveries of Boolean algebra and of symbolic logic, also relevant to mathematics, are discussed in the preceding section.


          A comprehensive scholarly treatment of Leibniz's mathematical writings has yet to be written, perhaps because Series 7 of the Academy edition is very far from complete.


          


          Calculus


          Leibniz is credited, along with Isaac Newton, with the discovery of infinitesimal calculus. According to Leibniz's notebooks, a critical breakthrough occurred on November 11, 1675, when he employed integral calculus for the first time to find the area under the function y=x. He introduced several notations used to this day, for instance the integral sign  representing an elongated S, from the Latin word summa and the d used for differentials, from the Latin word differentia. This ingenious and suggestive notation for the calculus is probably his most enduring mathematical legacy. Leibniz did not publish anything about his calculus until 1684. For an English translation of this paper, see Struik (1969: 27184), who also translates parts of two other key papers by Leibniz on the calculus. The product rule of differential calculus is still called "Leibniz's law." In addition, the theorem that tells how and when to differentiate under the integral sign is called Leibniz integral rule.


          Leibniz's approach to the calculus fell well short of later standards of rigor (the same can be said of Newton's). We now see a Leibniz "proof" as being in truth mostly a heuristic hodgepodge mainly grounded in geometric intuition. Leibniz also freely invoked mathematical entities he called infinitesimals, manipulating them in ways suggesting that they had paradoxical algebraic properties. George Berkeley, in a tract called The Analyst and elsewhere, ridiculed this and other aspects of the early calculus, pointing out that natural science grounded in the calculus required just as big of a leap of faith as theology grounded in Christian revelation.


          From 1711 until his death, Leibniz's life was envenomed by a long dispute with John Keill, Newton, and others, over whether Leibniz had invented the calculus independently of Newton, or whether he had merely invented another notation for ideas that were fundamentally Newton's. Hall (1980) gives a thorough scholarly discussion of the calculus priority dispute.


          Modern, rigorous calculus emerged in the 19th century, thanks to the efforts of Augustin Louis Cauchy, Bernhard Riemann, Karl Weierstrass, and others, who based their work on the definition of a limit and on a precise understanding of real numbers. Their work discredited the use of infinitesimals to justify calculus. Yet, infinitesimals survived in science and engineering, and even in rigorous mathematics, via the fundamental computational device known as the differential. Beginning in 1960, Abraham Robinson worked out a rigorous foundation for Leibniz's infinitesimals, using model theory. The resulting nonstandard analysis can be seen as a belated vindication of Leibniz's mathematical reasoning.


          


          Topology


          Leibniz was the first to use the term analysis situs (LL 27), later used in the 19th century to refer to what is now known as topology. There are two takes on this situation. On the one hand, Mates (1986: 240), citing a 1954 paper in German by Jacob Freudenthal, argues:


          
            "Although for [Leibniz] the situs of a sequence of points is completely determined by the distance between them and is altered if those distances are altered, his admirer Euler, in the famous 1736 paper solving the Knigsberg Bridge Problem and its generalizations, used the term geometria situs in such a sense that the situs remains unchanged under topological deformations. He mistakenly credits Leibniz with originating this concept. ...it is sometimes not realized that Leibniz used the term in an entirely different sense and hence can hardly be considered the founder of that part of mathematics."

          


          But Hirano (1997) argues differently, quoting Mandelbrot (1977: 419):


          
            "...To sample Leibniz' scientific works is a sobering experience. Next to calculus, and to other thoughts that have been carried out to completion, the number and variety of premonitory thrusts is overwhelming. We saw examples in 'packing,'... My Leibniz mania is further reinforced by finding that for one moment its hero attached importance to geometric scaling. In "Euclidis Prota"..., which is an attempt to tighten Euclid's axioms, he states,...: 'I have diverse definitions for the straight line. The straight line is a curve, any part of which is similar to the whole, and it alone has this property, not only among curves but among sets.' This claim can be proved today."

          


          Thus the fractal geometry promoted by Mandelbrot drew on Leibniz's notions of self-similarity and the principle of continuity: natura non facit saltus. We also see that when Leibniz wrote, in a metaphysical vein, that "the straight line is a curve, any part of which is similar to the whole..." he was anticipating topology by more than two centuries. As for "packing," Leibniz told to his friend and correspondent Des Bosses to imagine a circle, then to inscribe within it three congruent circles with maximum radius; the latter smaller circles could be filled with three even smaller circles by the same procedure. This process can be continued infinitely, from which arises a good idea of self-similarity. Leibniz's improvement of Euclid's axiom contains the same concept.


          


          Scientist and engineer


          Leibniz's writings are currently discussed, not only for their anticipations and possible discoveries not yet recognized, but as ways of advancing present knowledge. Much of his writing on physics is included in Gerhardt's Mathematical Writings. His writings on other scientific and technical subjects are mostly scattered and relatively little known, because the Academy edition has yet to publish any volume in its Series Scientific, Medical, and Technical Writings .


          


          Physics


          Leibniz contributed a fair amount to the statics and dynamics emerging about him, often disagreeing with Descartes and Newton. He devised a new theory of motion ( dynamics) based on kinetic energy and potential energy, which posited space as relative, whereas Newton felt strongly space was absolute. An important example of Leibniz's mature physical thinking is his Specimen Dynamicum of 1695. (AG 117, LL 46, W II.5) On Leibniz and physics, see the chapter by Garber in Jolley (1995) and Wilson (1989).


          Until the discovery of subatomic particles and the quantum mechanics governing them, many of Leibniz's speculative ideas about aspects of nature not reducible to statics and dynamics made little sense. For instance, he anticipated Albert Einstein by arguing, against Newton, that space, time and motion are relative, not absolute. Leibniz's rule in interacting theories plays a role in supersymmetry and in the lattices of quantum mechanics. The principle of sufficient reason has been invoked in recent cosmology, and his identity of indiscernibles in quantum mechanics, a field some even credit him with having anticipated in some sense. Those who advocate digital philosophy, a recent direction in cosmology, claim Leibniz as a precursor.


          


          The vis viva


          Leibniz 's vis viva (Latin for living force) is mv2, twice the modern Kinetic energy. He realized that the total energy would be conserved in certain mechanical systems, so he considered it an innate motive characteristic of matter (see AG 15586, LL 5355, W II.67a). Here too his thinking gave rise to another regrettable nationalistic dispute. His "vis viva" was seen as rivaling the conservation of momentum championed by Newton in England and by Descartes in France; hence academics in those countries tended to neglect Leibniz's idea. Engineers eventually found "vis viva" useful, so that the two approaches eventually were seen as complementary.


          


          Other natural science


          By proposing that the earth has a molten core, he anticipated modern geology. In embryology, he was a preformationist, but also proposed that organisms are the outcome of a combination of an infinite number of possible microstructures and of their powers. In the life sciences and paleontology, he revealed an amazing transformist intuition, fueled by his study of comparative anatomy and fossils. He worked out a primal organismic theory. On Leibniz and biology, see Loemker (1969a: VIII). In medicine, he exhorted the physicians of his timewith some resultsto ground their theories in detailed comparative observations and verified experiments, and to distinguish firmly scientific and metaphysical points of view.


          


          Social science


          In psychology he anticipated the distinction between conscious and unconscious states. On Leibniz and psychology, see Loemker (1969a: IX). In public health, he advocated establishing a medical administrative authority, with powers over epidemiology and veterinary medicine. He worked to set up a coherent medical training programme, oriented towards public health and preventive measures. In economic policy, he proposed tax reforms and a national insurance scheme, and discussed the balance of trade. He even proposed something akin to what much later emerged as game theory. In sociology he laid the ground for communication theory.


          


          Technology


          In 1906, Garland published a volume of Leibniz's writings bearing on his many practical inventions and engineering work. To date, few of these writings have been translated into English. Nevertheless, it is well understood that Leibniz was a serious inventor, engineer, and applied scientist, with great respect for practical life. Following the motto theoria cum praxis, he urged that theory be combined with practical application, and thus has been claimed as the father of applied science. He designed wind-driven propellers and water pumps, mining machines to extract ore, hydraulic presses, lamps, submarines, clocks, etc. With Denis Papin, he invented a steam engine. He even proposed a method for desalinating water. From 1680 to 1685, he struggled to overcome the chronic flooding that afflicted the ducal silver mines in the Harz Mountains, but did not succeed. (Aiton 1985: 107114, 136)


          


          Information technology


          Leibniz may have been the first computer scientist and information theorist. Early in life, he discovered the binary number system (base 2), which was later (and is now) used on most computers, then revisited that system throughout his career. (See Couturat, 1901: 47378.) He anticipated Lagrangian interpolation and algorithmic information theory. His calculus ratiocinator anticipated aspects of the universal Turing machine. In 1934, Norbert Wiener claimed to have found in Leibniz's writings a mention of the concept of feedback, central to Wiener's later cybernetic theory.


          In 1671, Leibniz began to invent a machine that could execute all four arithmetical operations, gradually improving it over a number of years. This ' Stepped Reckoner' attracted fair attention and was the basis of his election to the Royal Society in 1673. A number of such machines were made during his years in Hanover, by a craftsman working under Leibniz's supervision. It was not an unambiguous success because it did not fully mechanize the operation of carrying. Couturat (1901: 115) reported finding an unpublished note by Leibniz, dated 1674, describing a machine capable of performing some algebraic operations.


          Leibniz was groping towards hardware and software concepts worked out much later in 1830-1845 by Charles Babbage and Ada Lovelace. In 1679, while mulling over his binary arithmetic, Leibniz imagined a machine in which binary numbers were represented by marbles, governed by a rudimentary sort of punched cards. Modern electronic digital computers replace Leibniz's marbles moving by gravity with shift registers, voltage gradients, and pulses of electrons, but otherwise they run roughly as Leibniz envisioned in 1679. Davis (2000) discusses Leibniz's prophetic role in the emergence of calculating machines and of formal languages.


          


          Librarian


          While serving as librarian of the ducal libraries in Hanover and Wolfenbuettel, Leibniz effectively became one of the founders of library science. The latter library was enormous for its day, as it contained more than 100,000 volumes, and Leibniz helped design a new building for it, believed to be the first building explicitly designed to be a library. He also designed a book indexing system in ignorance of the only other such system then extant, that of the Bodleian Library at Oxford University. He also called on publishers to distribute abstracts of all new titles they produced each year, in a standard form that would facilitate indexing. He hoped that this abstracting project would eventually include everything printed from his day back to Gutenberg. Neither proposal met with success at the time, but something like them became standard practice among English language publishers during the 20th century, under the aegis of the Library of Congress and the British Library.


          He called for the creation of an empirical database as a way to further all sciences. His characteristica universalis, calculus ratiocinator, and a "community of minds"intended, among other things, to bring political and religious unity to Europecan be seen as distant unwitting anticipations of artificial languages (e.g., Esperanto and its rivals), symbolic logic, even the World Wide Web.


          


          Advocate of scientific societies


          Leibniz emphasized that research was a collaborative endeavor. Hence he warmly advocated the formation of national scientific societies along the lines of the British Royal Society and the French Academie Royale des Sciences. More specifically, in his correspondence and travels he urged the creation of such societies in Dresden, Saint Petersburg, Vienna, and Berlin. Only one such project came to fruition; in 1700, the Berlin Academy of Sciences was created. Leibniz drew up its first statutes, and served as its first President for the remainder of his life. That Academy evolved into the German Academy of Sciences, the publisher of the ongoing critical edition of his works. On Leibnizs projects for scientific societies, see Couturat (1901: App. IV).


          


          Lawyer, moralist


          No philosopher has ever had as much experience with practical affairs of state as Leibniz, except possibly Marcus Aurelius. Leibniz's writings on law, ethics, and politics (e.g., AG 19, 94, 111, 193; Riley 1988; LL 2, 7, 20, 29, 44, 59, 62, 65; W I.1, IV.13) were long overlooked by English speaking scholars, but this has changed of late; see (in order of difficulty) Jolley (2005: chpt. 7), Gregory Brown's chapter in Jolley (1995), Hostler (1975), and Riley (1996).


          While Leibniz was no apologist for absolute monarchy like Hobbes, or for tyranny in any form, neither did he echo the political and constitutional views of his contemporary John Locke, views invoked in support of democracy, in 18th century America and later elsewhere. The following excerpt from a 1695 letter to Baron J. C. Boineburg's son Philipp is very revealing of Leibniz's political sentiments:


          
            "As for.. the great question of the power of sovereigns and the obedience their peoples owe them, I usually say that it would be good for princes to be persuaded that their people have the right to resist them, and for the people, on the other hand, to be persuaded to obey them passively. I am, however, quite of the opinion of Grotius, that one ought to obey as a rule, the evil of revolution being greater beyond comparison than the evils causing it. Yet I recognize that a prince can go to such excess, and place the well-being of the state in such danger, that the obligation to endure ceases. This is most rare, however, and the theologian who authorizes violence under this pretext should take care against excess; excess being infinitely more dangerous than deficiency." (LL: 59, fn 16. Translation revised.)

          


          Leibniz foresaw the European Union. In 1677, he (LL: 58, fn 9) called for a European confederation, governed by a council or senate, whose members would represent entire nations and would be free to vote their consciences. Europe would adopt a uniform religion. He reiterated these proposals in 1715.


          


          Ecumenism


          Leibniz devoted considerable intellectual and diplomatic effort to what would now be called ecumenical endeavor, seeking to reconcile first the Roman Catholic and Lutheran churches, later the Lutheran and Reformed churches. In this respect, he followed the example of his early patrons, Baron von Boineburg and the Duke John Frederick, both cradle Lutherans who converted to Catholicism as adults, who did what they could to encourage the reunion of the two faiths, and who warmly welcomed such endeavors by others. (The House of Brunswick remained Lutheran because the Duke's children did not follow their father.) These efforts included corresponding with the French bishop Bossuet, and involved Leibniz in a fair bit of theological controversy. He evidently thought that the thoroughgoing application of reason would suffice to heal the breach caused by the Reformation.


          


          Philologist


          Leibniz was an avid student of languages, eagerly latching on to any information about vocabulary and grammar that came his way. He refuted the belief, widely held by Christian scholars in his day, that Hebrew was the primeval language of the human race. He also refuted the argument, advanced by Swedish scholars in his day, that some sort of proto- Swedish was the ancestor of the Germanic languages. He puzzled over the origins of the Slavic languages, was aware of the existence of Sanskrit, and was fascinated by classical Chinese. Scholarly appreciation of Leibniz the philologist is hampered by the fact that no volume of the planned Academy edition series "Historical and Linguistic Writings" has appeared.


          


          Sinophile


          Leibniz was perhaps the first major European intellect to take a close interest in Chinese civilization, which he knew by corresponding with, and reading other work by, European Christian missionaries posted in China. He concluded that Europeans could learn much from the Confucian ethical tradition. He mulled over the possibility that the Chinese characters were an unwitting form of his universal characteristic. He noted with fascination how the I Ching hexagrams correspond to the binary numbers from 0 to 111111, and concluded that this mapping was evidence of major Chinese accomplishments in the sort of philosophical mathematics he admired.


          On Leibniz, the I Ching, and binary numbers, see Aiton (1985: 24548). Leibniz's writings on Chinese civilization are collected and translated in Cook and Rosemont (1994), and discussed in Perkins (2004).


          


          As polymath


          The following episode from the life of Leibniz illustrates the breadth of his genius. While making his grand tour of European archives to research the Brunswick family history he never completed, Leibniz stopped in Vienna, May 1688  February 1689, where he did much legal and diplomatic work for the Brunswicks. He visited mines, talked with mine engineers, and tried to negotiate export contracts for lead from the ducal mines in the Harz mountains. His proposal that the streets of Vienna be lit with lamps burning rapeseed oil was implemented. During a formal audience with the Austrian Emperor and in subsequent memoranda, he advocated reorganizing the Austrian economy, reforming the coinage of much of central Europe, negotiating a Concordat between the Habsburgs and the Vatican, and creating an imperial research library, official archive, and public insurance fund. He wrote and published an important paper on mechanics. Leibniz also wrote a short paper, first published by Louis Couturat in 1903, later translated as LL 267 and WF 30, summarizing his views on metaphysics. The paper is undated; that he wrote it while in Vienna was determined only in 1999, when the ongoing critical edition finally published Leibniz's philosophical writings for the period 167790. Couturat's reading of this paper was the launching point for much 20th century thinking about Leibniz, especially among analytic philosophers. But after a meticulous study of all of Leibniz's philosophical writings up to 1688a study the 1999 additions to the critical edition made possibleMercer (2001) begged to differ with Couturat's reading; the jury is still out.


          Leibniz was not devoid of humor and imagination; see W IV.6 and LL  40. Also see a curious passage titled "Leibniz's Philosophical Dream," first published by Bodemann in 1895 and translated on p. 253 of Morris, Mary, ed. and trans., 1934. Philosophical Writings. Dent & Sons Ltd.


          Works


          Four important collections of English translations are W (Wiener 1951), LL (Loemker 1969), AG (Ariew and Garber 1989), and WF (Woolhouse and Francks, 1998).


          The ongoing critical edition of all of Leibniz's writings is Smtliche Schriften und Briefe.


          Selected works; major ones in bold. The year shown is usually the year in which the work was completed, not of its eventual publication.


          
            	1666. De Arte Combinatoria (On the Art of Combination). Partially translated in LL 1 and Parkinson (1966).


            	1671. Hypothesis Physica Nova (New Physical Hypothesis). LL 8.I (part)


            	1673 Confessio philosophi (A Philosopher's Creed, English translation)


            	1684. Nova methodus pro maximis et minimis (New Method for maximums and minimums). Translation in Struik, D. J., 1969. A Source Book in Mathematics, 12001800. Harvard Uni. Press: 27181.


            	1686. Discours de mtaphysique. Martin and Brown (1988). Jonathan Bennett's translation. AG 35, LL 35, W III.3, WF 1.


            	1703. Explication de l'Arithmtique Binaire (Explanation of Binary Arithmetic). Gerhardt, Mathematical Writings VII.223. Lloyd Strickland's translation.


            	1710. Thodice. Farrer, A.M., and Huggard, E.M., trans., 1985 (1952). Theodicy. Open Court. W III.11 (part).


            	1714. Monadologie. Nicholas Rescher, trans., 1991. The Monadology: An Edition for Students. Uni. of Pittsburg Press. Jonathan Bennett's translation. Latta's translation. AG 213, LL 67, W III.13, WF 19. French, latin and spanish edition, with facsimil of Leibniz's manuscript.


            	1765. Nouveaux essais sur l'entendement humain. Completed 1704. Remnant, Peter, and Bennett, Jonathan, trans., 1996. New Essays on Human Understanding. Cambridge Uni. Press. W III.6 (part). Jonathan Bennett's translation.

          


          Collections of shorter works in translation:


          
            	Ariew, R & D Garber (1989), Leibniz: Philosophical Essays, Hackett


            	Bennett, Jonathan. Various texts.


            	Cook, Daniel, and Rosemont, Henry Jr., 1994. Leibniz: Writings on China. Open Court.


            	Dascal, Marcelo, 1987. Leibniz: Language, Signs and Thought. John Benjamins.


            	Loemker, Leroy (1969 (1956)), Leibniz: Philosophical Papers and Letters, Reidel


            	Martin, R.N.D., and Brown, Stuart, 1988. Discourse on Metaphysics and Related Writings. St. Martin's Press.


            	Parkinson, G.H.R., 1966. Leibniz: Logical Papers. Oxford Uni. Press.


            	, and Morris, Mary, 1973. 'Leibniz: Philosophical Writings. London: J M Dent & Sons.


            	Riley, Patrick, 1988 (1972). Leibniz: Political Writings. Cambridge Uni. Press.


            	Rutherford, Donald. Various texts.


            	Strickland, Lloyd, 2006. Shorter Leibniz Texts. Continuum Books. Online.


            	Wiener, Philip (1951), Leibniz: Selections, Scribner Regrettably out of print and lacks index.


            	Woolhouse, R.S., and Francks, R., 1998. Leibniz: Philosophical Texts. Oxford Uni. Press.

          


          Donald Rutherford's online bibliography.


          


          Secondary literature


          Modern biographies in English are Aiton (1985) and Antognazza (2008). An 1845 English biography by John M. Mackie is available on Google Books. A lively short account of Leibnizs life, one also taking a critical approach to his philosophy, is Mates (1986: 1435), who cites the German biographies extensively. Also see MacDonald Ross (1984: chpt. 1), the chapter by Ariew in Jolley (1995), and Jolley (2005: chpt. 1). For a biographical glossary of Leibniz's intellectual contemporaries, see AG 350.


          For a first introduction to Leibniz's thought, see the Introduction of any anthology of his writings in English translation, e.g., Wiener (1951), Loemker (1969a), Woolhouse and Francks (1998). Then turn to the monographs MacDonald Ross (1984), and Jolley (2005). For an introduction to Leibniz's metaphysics, see the chapters by Mercer, Rutherford, and Sleigh in Jolley (1995); see Mercer (2001) for an advanced study. For an introduction to those aspects of Leibniz's thought of most value to the philosophy of logic and of language, see Jolley (1995, chpts. 7, 8); Mates (1986) is more advanced. MacRae (Jolley 1995: chpt. 6) discusses Leibniz's theory of knowledge. For glossaries of the philosophical terminology recurring in Leibniz's writings and the secondary literature, see Woolhouse and Francks (1998: 28593) and Jolley (2005: 22329).


          Introductory:


          
            	Jolley, Nicholas, 2005. Leibniz. Routledge.


            	MacDonald Ross, George, 1984. Leibniz. Oxford Univ. Press.


            	W. W. Rouse Ball, 1908. A Short Account of the History of Mathematics, 4th ed. (see Discussion)

          


          Intermediate:


          
            	Aiton, Eric J., 1985. Leibniz: A Biography. Hilger (UK).


            	Antognazza, Maria Rosa, 2008. Leibniz: An Intellectual Biography. Cambridge Univ. Press.


            	Brown, Gregory, 2004, "Leibniz's Endgame and the Ladies of the Courts," Journal of the History of Ideas 65: 75100.


            	Hall, A. R., 1980. Philosophers at War: The Quarrel between Newton and Leibniz. Cambridge Univ. Press.


            	Hostler, J., 1975. Leibniz's Moral Philosophy. UK: Duckworth.


            	Jolley, Nicholas, ed., 1995. The Cambridge Companion to Leibniz. Cambridge Univ. Press.


            	LeClerc, Ivor, ed., 1973. The Philosophy of Leibniz and the Modern World. Vanderbilt Univ. Press.


            	Loemker, Leroy, 1969a, "Introduction" to his Leibniz: Philosophical Papers and Letters. Reidel: 162.


            	Luchte, James, 2006, 'Mathesis and Analysis: Finitude and the Infinite in the Monadology of Leibniz,' London: Heythrop Journal.


            	Arthur O. Lovejoy, 1957 (1936). "Plenitude and Sufficient Reason in Leibniz and Spinoza" in his The Great Chain of Being. Harvard Uni. Press: 14482. Reprinted in Frankfurt, H. G., ed., 1972. Leibniz: A Collection of Critical Essays. Anchor Books.


            	MacDonald Ross, George, 1999, "Leibniz and Sophie-Charlotte" in Herz, S., Vogtherr, C.M., Windt, F., eds., Sophie Charlotte und ihr Schlo. Mnchen: Prestel: 95105. English translation.


            	Perkins, Franklin, 2004. Leibniz and China: A Commerce of Light. Cambridge Univ. Press.


            	Riley, Patrick, 1996. Leibniz's Universal Jurisprudence: Justice as the Charity of the Wise. Harvard Univ. Press.


            	Strickland, Lloyd, 2006. Leibniz Reinterpreted. Continuum: London and New York

          


          Advanced


          
            	Adams, Robert M., 1994. Leibniz: Determinist, Theist, Idealist. Oxford Uni. Press.


            	Bueno, Gustavo, 1981. Introduccin a la Monadologa de Leibniz. Oviedo: Pentalfa.


            	Louis Couturat, 1901. La Logique de Leibniz. Paris: Felix Alcan. Donald Rutherford's English translation in progress.


            	Ishiguro, Hide, 1990 (1972). Leibniz's Philosophy of Logic and Language. Cambridge Univ. Press.


            	Lenzen, Wolfgang, 2004. "Leibniz's Logic," in Gabbay, D., and Woods, J., eds., Handbook of the History of Logic, Vol. 3. North Holland: 184.


            	Mates, Benson, 1986. The Philosophy of Leibniz: Metaphysics and Language. Oxford Univ. Press.


            	Mercer, Christia, 2001. Leibniz's metaphysics: Its Origins and Development. Cambridge Univ. Press.


            	Robinet, Andr, 2000. Architectonique disjonctive, automates systmiques et idalit transcendantale dans l'oeuvre de G.W. Leibniz: Nombreux textes indits. Vrin


            	Rutherford, Donald, 1998. Leibniz and the Rational Order of Nature. Cambridge Univ. Press.


            	Wilson, Catherine, 1989. Leibniz's Metaphysics. Princeton Univ. Press.


            	Woolhouse, R. S., ed., 1993. G. W. Leibniz: Critical Assessments, 4 vols. Routledge. A remarkable one-stop collection of many valuable articles.

          


          Online bibliography by Gregory Brown.


          


          Other works cited


          
            	John D. Barrow and Frank J. Tipler, 1986. The Anthropic Cosmological Principle. Oxford Univ. Press.


            	Martin Davis, 2000. The Universal Computer: The Road from Leibniz to Turing. W W Norton.


            	Du Bois-Reymond, Paul, 18nn, "Leibnizian Thoughts in Modern Science,"???.


            	Ivor Grattan-Guinness, 1997. The Norton History of the Mathematical Sciences. W W Norton.


            	Hirano, Hideaki, 1997, "Cultural Pluralism And Natural Law." Unpublished.


            	Reinhard Finster, Gerd van den Heuvel: Gottfried Wilhelm Leibniz. Mit Selbstzeugnissen und Bilddokumenten. 4. Auflage. Rowohlt, Reinbek bei Hamburg 2000 (Rowohlts Monographien, 50481), ISBN 3-499-50481-2


            	Benot Mandelbrot, 1977. The Fractal Geometry of Nature. Freeman.


            	Simon Conway Morris, 2003. Life's Solution: Inevitable Humans in a Lonely Universe. Cambridge Uni. Press.


            	Ward, P. D., and Brownlee, D., 2000. Rare Earth: Why Complex Life is Uncommon in the Universe. Springer Verlag.


            	Zalta, E. N., 2000, " A (Leibnizian) Theory of Concepts," Philosophiegeschichte und logische Analyse / Logical Analysis and History of Philosophy 3: 137183.

          


          


          Quotations


          Wiener (1951: 56770) lists 44 quotable "proverbs" beginning with "Justice is the charity of the wise."


          
            	"In the realm of spirit, seek clarity; in the material world, seek utility." Mates's (1986: 15) translation of Leibniz's motto.


            	"God is the final reason of salvation, of grace, of faith and of election in Jesus Christ." (Theodicy: Essays on the Justice of God and the Freedom of Man in the Origin of Evil, Part I, 126)


            	"With every lost hour, a part of life perishes." "Deeds make people." Loemker's (1969: 58) translation of other Leibniz mottoes.


            	"The monad... is nothing but a simple substance which enters into compounds. Simple means without parts... Monads have no windows through which anything could enter or leave." Monadology (LL 67.1,7)


            	"I maintain that men could be incomparably happier than they are, and that they could, in a short time, make great progress in increasing their happiness, if they were willing to set about it as they should. We have in hand excellent means to do in 10 years more than could be done in several centuries without them, if we apply ourselves to making the most of them, and do nothing else except what must be done." (Translated in Riley 1972: 104, and quoted in Mates 1986: 120)


            	"It is unworthy of excellent men to lose hours like slaves in the labour of calculation which could safely be relegated to anyone else if machines were used."


            	"Truths of reason are necessary and their opposite is impossible: truths of fact are contingent and their opposite possible."


            	"It is one of my most important and very best verified maxims that nature makes no leaps. This I have called the law of continuity."


            	"Why is there something, rather than nothing?"


            	"There are two kinds of truths: truths of reasoning and truths of fact."


            	"The soul is the mirror of an indestructible universe."
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          A government is "the organization, that is the governing authority of a political unit," "the ruling power in a political society," and the apparatus through which a governing body functions and exercises authority. "Government, with the authority to make laws, to adjudicate disputes, and to issue administrative decisions, and with a monopoly of authorized force where it fails to persuade, is an indispensable means, proximately, to the peace of communal life." Statist theorists maintain that the necessity of government derives from the fact that the people need to live in communities, yet personal autonomy must be constrained in these communities.


          A state of sufficient size and complexity will have different layers or levels of government: local, regional and national.


          


          Types of government


          
            	Monarchy - Rule by an individual who has inherited the role and expects to bequeath it to their heir.


            	Despotism - Rule by a single leader, all his or her subjects are considered his or her slaves.


            	Dictatorship - Rule by an individual who has full power over the country. See also Autocracy and Stratocracy.


            	Oligarchy - Rule by a small group of people who share similar interests or family relations.


            	Plutocracy - A government composed of the wealthy class.


            	Democracy - Rule by a government where the people as a whole hold the power. It may be exercised by them ( direct democracy), or through representatives chosen by them ( representative democracy).


            	Theocracy - Rule by a religious elite.


            	Anarchy - Absence, or lack of government.

          


          Some countries have hybrid forms of Government such as modern Iran with its combination of democratic and theocratic institutions, and constitutional monarchies such as The Netherlands combine elements of monarchy and democracy.


          


          Origin of government


          For many thousands of years, humans lived in small, "relatively non-hierarchical" and mostly self-sufficient communities. However, the human ability to precisely communicate abstract, learned information allowed humans to become ever more effective at agriculture, and that allowed for ever increasing population densities. David Christian explains how this resulted in states with laws and governments:


          
            
              As farming populations gathered in larger and denser communities, interactions between different groups increased and the social pressure rose until, in a striking parallel with star formation, new structures suddenly appeared, together with a new level of complexity. Like stars, cities and states reorganize and energize the smaller objects within their gravitational field.

            


            
              David Christian, p. 245,Maps of Time
            

          


          The exact moment and place that the phenomenon of human government developed is lost in time; however, history does record the formations of very early governments. About 5,000 years ago, the first small city-states appeared. By the third to second millenniums BC, some of these had developed into larger governed areas: the Indus Valley Civilization, Sumer, Ancient Egypt and the Yellow River Civilization.


          States formed as the results of a positive feedback loop where population growth results in increased information exchange which results in innovation which results in increased resources which results in further population growth. The role of cities in the feedback loop is important. Cities became the primary conduits for the dramatic increases in information exchange that allowed for large and densely packed populations to form, and because cities concentrated knowledge, they also ended up concentrating power. "Increasing population density in farming regions provided the demographic and physical raw materials used to construct the first cities and states, and increasing congestion provided much of the motivation for creating states."


          


          Fundamental purpose of government


          The fundamental purpose of government is the maintenance of basic security and public order  without which individuals cannot attempt to find happiness. The philosopher Thomas Hobbes figured that people, as rational animals, saw submission to a government dominated by a sovereign as preferable to anarchy.


          People in a community create and submit to government for the purpose of establishing for themselves, safety and public order.


          


          Early governments


          These are examples of some of the earliest known governments:


          
            	Ancient Egypt3000 BC


            	Indus Valley Civilization3000 BC


            	Sumer5200 BC


            	Yellow River Civilization (China)2000 BC

          


          


          Expanded roles for government


          


          Military defense


          The fundamental purpose of government is to protect one from his or her neighbors; however, a sovereign of one country is not necessarily sovereign over the people of another country. The need for people to defend themselves against potentially thousands of non-neighbors necessitates a national defense mechanisma military.


          Militaries are created to deal with the highly complex task of confronting large numbers of enemies. A farmer can defend himself from a single enemy personor even five enemies, but he can't defend himself from twenty thousandeven with the help of his strongest and bravest family members. A far larger group would be needed, and despite the fact that most of the members of the group would not be related by family ties, they would have to learn to fight for one another as if they were all in the same family. An organization that trains people to do this is an army.


          Wars and armies predated governments, but once governments came onto the scene, they proceeded to dominate the formation and use of armies. Governments seek to maintain monopolies on the use of force, and to that end, they usually suppress the development of private armies within their states.


          


          Economic security


          Increasing complexities in society resulted in the formations of governments, but the increases in complexity didn't stop. As the complexity and interdependency's of human communities moved forward, economies began to dominate the human experience enough for an individual's survival potential to be affected substantially by the region's economy. Governments were originally created for the purpose of increasing people's survival potentials, and in that same purpose, governments became involved in manipulating and managing regional economies. One of a great many examples would be Wang Mang's attempt to reform the currency in favour of the peasants and poor in ancient China.


          At a bare minimum, government ensures that money's value will not be undermined by prohibiting counterfeiting, but in almost all societiesincluding capitalist onesgovernments attempt to regulate many more aspects of their economies. However, very often, government involvement in a national economy has more than just a purpose of stabilizing it for the benefit of the people. Often, the members of government shape the government's economic policies for their own benefits. This will be discussed shortly.


          


          Social security


          Social security is related to economic security. Throughout most of human history, parents prepared for their old age by producing enough children to ensure that some of them would survive long enough to take care of the parents in their old age. In modern, relatively high-income societies, a mixed approach is taken where the government shares a substantial responsibility of taking care of the elderly.


          This is not the case everywhere since there are still many countries where social security through having many children is the norm. Although social security is a relatively recent phenomenon, prevalent mostly in developed countries, it deserves mention because the existence of social security substantially changes reproductive behaviour in a society, and it has an impact on reducing the cycle of poverty. By reducing the cycle of poverty, government creates a self-reinforcing cycle where people see the government as friend both because of the financial support they receive late in their lives, but also because of the overall reduction in national poverty due to the government's social security policies--which then adds to public support for social security.


          


          Environmental security


          Governments play a crucial role in managing environmental public goods such as the atmosphere, forests and water bodies. Governments are valuable institutions for resolving problems involving these public goods at both the local and global scales (e.g., climate change, deforestation, overfishing). Although in recent decades the economic market has been championed by certain quarters as a suitable mechanism for managing environmental entities, markets have serious failures and governmental intervention and regulation and the rule of law is still required for the proper, just and sustainable management of the environment.


          


          Positive Aspects of Government


          Governments vary greatly, and the situation of citizens within their governments can vary greatly from person to person. For many people, government is seen as a positive force.


          


          Upper economic class support


          Governments often seek to manipulate their nations' economies  ostensibly for the nations' benefits. However, another aspect of this kind of intervention is the fact that the members of government often take opportunities to shape economic policies for their own benefits. For example, capitalists in a government might adjust policy to favour capitalism, so capitalists would see that government as a friend. In a feudal society, feudal lords would maintain laws that reinforce their powers over their lands and the people working on them, so those lords would see their government as a friend. Naturally, the exploited persons in these situations may see government very differently.


          


          Support for democracy


          Government, especially in democratic and republican forms, can be seen as the entity for a sovereign people to establish the type of society, laws and national objectives that are desired collectively. A government so created and maintained will tend to be quite friendly toward those who created and maintain it.


          


          Religion


          Government can benefit or suffer from religion, as religion can benefit or suffer from government. While governments can threaten people with physical harm for observed violations of the law, religion often provides a psychological disincentive for socially destructive or anti-government actions. Religion can also give people a sense of peace and resolve even when they are in trying circumstances, and when an individual's religious beliefs are aligned with the government's, that person will tend to see government as a friendespecially during religious controversies.


          


          Negative Aspects of Government


          Since the positions of individuals with respect to their governments can vary, there are people who see a government or governments as negative.


          


          War


          In the most basic sense, a people of one nation will see the government of another nation as the enemy when the two nations are at war. For example, the people of Carthage saw the Roman government as the enemy during the Punic wars.


          


          Enslavement


          In early human history, the outcome of war for the defeated was often enslavement. The enslaved people would not find it easy to see the conquering government as a friend.


          


          Religious opposition


          There is a flip side to the phenomenon of people's ability to view a government as a friend because they share the government's religious views. People with opposing religious views will have a greater tendency to view that government as their enemy. A good example would be the condition of Catholicism in England before the Catholic Emancipation. Protestantswho were politically dominant in Englandused political, economic and social means to reduce the size and strength of Catholicism in England over the 16th to 18th centuries, and as a result, Catholics in England felt that their religion was being oppressed.


          


          Class oppression


          Whereas capitalists in a capitalist country may tend to see that nation's government as their friend, a class-aware group of industrial workersa proletariatmay see things very differently. If the proletariat wishes to take control of the nation's productive resources, and they are blocked in their endeavors by continuing adjustments in the law made by capitalists in the government, then the proletariat will come to see the government as their enemyespecially if the conflicts become violent.


          The same situation can occur among peasants. The peasants in a country, e.g. Russia during the reign of Catherine the Great, may revolt against their landlords, only to find that their revolution is put down by government troops.


          


          Critical views and alternatives


          The relative merits of various forms of government have long been debated by philosophers, politicians and others. However, in recent times, the traditional conceptions of government and the role of government have also attracted increasing criticism from a range of sources. Some argue that the traditional conception of government, which is heavily influenced by the zero-sum perceptions of state actors and focuses on obtaining security and prosperity at a national level through primarily unilateral action, is no longer appropriate or effective in a modern world that is increasingly connected and interdependent. One such school of thought is human security, which advocates for a more people-based (as opposed to state-based) conception of security, focusing on protection and empowerment of individuals. Human security calls upon governments to recognise that insecurity and instability in one region affects all and to look beyond national borders in defining their interests and formulating policies for security and development. Human security also demands that governments engage in a far greater level of cooperation and coordination with not only domestic organisations, but also a range of international actors such as foreign governments, intergovernmental organisations and non-government organisations.


          Whilst human security attempts to provide a more holistic and comprehensive approach to world problems, its implementation still relies to a large extent on the will and ability of governments to adopt the agenda and appropriate policies. In this sense, human security provides a critique of traditional conceptions of the role of government, but also attempts to work within the current system of state-based international relations. Of course, the unique characteristics of different countries and resources available are some constraints for governments in utilising a human security framework.


          


          Synopsis


          Government is sometimes an enemy and sometimes a friend. Government exalts some of us and oppresses others of us. At times, governments are aligned with our religious, economic and social views, and at other timesmisaligned.


          The role of government in the lives of people has expanded significantly during human history. Government's role has gone from providing basic security to concern in religious affairs to control of national economies and eventually to providing lifelong social security. As our societies have become more complex, governments have become more complex, powerful and intrusive. The controversies over how big, how powerful and how intrusive governments should become will continue for the remainder of human history.
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          The government of France is a semi-presidential system determined by the French Constitution of the fifth Republic, in which the nation declares itself to be "an indivisible, secular, democratic, and social Republic". The constitution provides for a separation of powers and proclaims France's "attachment to the Rights of Man and the principles of national sovereignty as defined by the Declaration of 1789."


          


          General principles


          The national government of France is divided into an executive, a legislative and a judicial branch. The President has a degree of direct executive power, but most executive power resides in his appointee, the Prime Minister. The cabinet globally, including the Prime Minister, can be revoked by the National Assembly, the lower house of Parliament, through a "censure motion"; this ensures that the Prime Minister is always supported by a majority of the house.


          Parliament comprises the National Assembly and the Senate. It passes statutes and votes on the budget; it controls the action of the executive through formal questioning on the floor of the houses of Parliament and by establishing commissions of enquiry. The constitutionality of the statutes is checked by the Constitutional Council, members of which are appointed by the President of the Republic, the President of the National Assembly, and the President of the Senate. Former Presidents of the Republic also are members of the Council.


          The independent judiciary is based on a civil law system which evolved from the Napoleonic codes. It is divided into the judicial branch (dealing with civil law and criminal law) and the administrative branch (dealing with appeals against executive decisions), each with their own independent supreme court, the courts of cassation for the judicial branch and the Conseil d'Etat for the administrative branch. The French government includes various bodies that check abuses of power and independent agencies.


          France is a unitary state. However, the various legal subdivisionsthe rgions, dpartements and communeshave various attributions, and the national government is prohibited from intruding into their normal legal operations.


          France is a founding member of the European Community and later the European Union. As such member, France has transferred part of its sovereignty to European institutions, as provided by its constitution. France government is more and more constrained by European treaties, directives and regulations.


          


          Constitution


          A popular referendum approved the constitution of the French Fifth Republic in 1958, greatly strengthening the authority of the presidency and the executive with respect to Parliament.


          The constitution does contain a bill of rights in itself, but its preamble mentions that France should follow the principles of the Declaration of the Rights of Man and of the Citizen, as well as those of the preamble to the constitution of the Fourth Republic. This has been judged to imply that the principles laid forth in those texts have constitutional value, and that legislation infringing on those principles should be found unconstitutional if a recourse is filed before the Constitutional Council. Also, a recent modification of the Constitution has added a reference in the preamble to an Environment charter that has full constitutional value.


          Among these foundational principles, one may cite: the equality of all citizens before law, and the rejection of special class privileges such as those that existed prior to the French Revolution; presumption of innocence; freedom of speech; freedom of opinion including freedom of religion; the guarantee of property against arbitrary seizure; the accountability of government agents to the citizenry.
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          Executive branch


          France has an original system with an executive branch headed by two officials: the President and the Prime Minister.


          


          President of the Republic


          Under the constitution, the President was originally elected for a seven-year term; this has been reduced to five years. There is no term limit. The President names the Prime Minister, presides over the gouvernement (cabinet of ministers), commands the armed forces, and concludes treaties. The President may submit questions to national referendums and can dissolve the National Assembly.


          All his powers are subject to countersigning ("contreseing") by the Prime Minister, except in a few cases such as the dissolution of the National Assembly.


          In certain emergencies the President may assume special, comprehensive powers. However, in normal times, the President may pass neither legislation nor regulations, though, of course, if the Parliament is from his political side, he may strongly suggest the adoption of certain legislation, or request his Prime Minister to take such or such regulation.


          In the original 1958 constitution, the President was elected by an electoral college of elected officials. However, in 1962, Charles de Gaulle obtained, through a referendum, an amendment to the constitution whereby the president would be directly elected by citizens. Given France's runoff voting system, this means that the presidential candidate is required to obtain a nationwide majority of non-blank votes at either the first or second round of balloting, which presumably implies that the president is somewhat supported by at least half of the voting population; this gives him considerable legitimacy. Despite his somewhat restricted de jure powers, the president thus enjoys considerable aura and effective power.


          As a consequence, the President is the preeminent figure in French politics. He appoints the Prime Minister; though he may not de jure dismiss him, if the Prime Minister is from the same political side, he can, in practice, have him resign on demand (and it is known that Prime Ministers are asked to sign a non-dated dismissal letter before being nominated). He appoints the ministers, ministers-delegate and secretaries. When the President's political party or supporters control parliament, the President is the dominant player in executive action, choosing whomever he wishes for the government, and having it follow his political agenda (parliamentary disagreements do occur, though, even within the same party).


          However, when the President's political opponents control parliament, the President's dominance can be severely limited, as he must choose a Prime Minister and cabinet who reflect the majority in parliament, and who will implement the agenda of the parliamentary majority. When parties from opposite ends of the political spectrum control parliament and the presidency, the power-sharing arrangement is known as cohabitation. Cohabitation used to happen from time to time before 2002, because the mandate of the President was 7 years and the mandate of the Assemble Nationale was 5 years. Now that the mandate of the President has been shortened to 5 years, and that the elections are separated by only a few months, this is less likely to happen.


          Nicolas Sarkozy became President on 2007 May 16, succeeding Jacques Chirac.


          



          
            
              

              Summary of the 22 April and 6 May 2007 French presidential election results
            

            
              	Candidates  Parties

              	1st round

              	2nd round
            


            
              	Votes

              	%

              	Votes

              	%
            


            
              	Nicolas Sarkozy

              	Union for a Popular Movement (Union pour un mouvement populaire)

              	11,448,663

              	31.18%

              	18,983,138

              	53.06%
            


            
              	Sgolne Royal

              	Socialist Party (Parti socialiste)

              	9,500,112

              	25.87%

              	16,790,440

              	46.94%
            


            
              	Franois Bayrou

              	Union for French Democracy (Union pour la dmocratie franaise)

              	6,820,119

              	18.57%

              	
            


            
              	Jean-Marie Le Pen

              	National Front (Front national)

              	3,834,530

              	10.44%
            


            
              	Olivier Besancenot

              	Revolutionary Communist League (Ligue communiste rvolutionnaire)

              	1,498,581

              	4.08%
            


            
              	Philippe de Villiers

              	Movement for France (Mouvement pour la France)

              	818,407

              	2.23%
            


            
              	Marie-George Buffet

              	French Communist Party (Parti communiste franais)

              	707,268

              	1.93%
            


            
              	Dominique Voynet

              	The Greens (Les Verts)

              	576,666

              	1.57%
            


            
              	Arlette Laguiller

              	Workers' Struggle (Lutte ouvrire)

              	487,857

              	1.33%
            


            
              	Jos Bov

              	Alter-globalization activist

              	483,008

              	1.32%
            


            
              	Frdric Nihous

              	Hunting, Fishing, Nature, Tradition (Chasse, pche, nature, traditions)

              	420,645

              	1.15%
            


            
              	Grard Schivardi

              	Workers' Party (Parti des travailleurs)

              	123,540

              	0.34%
            


            
              	
            


            
              	Total

              	36,719,396

              	100%

              	35,773,578

              	100%
            


            
              	
            


            
              	Votes cast

              	36,719,396

              	98.56%

              	35,773,578

              	95.80%
            


            
              	Spoilt and null votes

              	534,846

              	1.44%

              	1,568,426

              	4.20%
            


            
              	Voters

              	37,254,242

              	83.77%

              	37,342,004

              	83.97%
            


            
              	Abstentions

              	7,218,592

              	16.23%

              	7,130,729

              	16.03%
            


            
              	Registered voters

              	44,472,834

              	

              	44,472,733

              	
            


            
              	
                Table of results - ordered by number of votes received in first round, official results by Constitutional Council. List of candidates source: Decision of March 19, 2007 by the Constitutional Council.


                First round results source: Official first round results announced on April 25, 2007.

                Second round results source: Official second round results announced on May 10, 2007.

              
            

          


          


          The Government


          The gouvernement is headed by the Prime Minister. It has at its disposal the civil service, the government agencies, and the armed forces. (The term " cabinet" is rarely used to describe the gouvernement, even in translation, as it is used in French to mean a minister's private office, composed of politically-appointed aides. In French, the word gouvernement can refer to government in general, but generally refers to the cabinet.)


          The gouvernement is responsible to Parliament, and the National Assembly may pass a motion of censure, forcing the resignation of the cabinet. This, in practice, forces the gouvernement to be from the same political stripe as the majority in the Assembly. Ministers have to answer questions from members of Parliament, both written and oral; this is known as the questions au gouvernement (questions to the government). In addition, ministers attend meetings of the houses of Parliament when laws pertaining to their areas of responsibility are being discussed.


          Government ministers cannot pass legislation without parliamentary approval, though the Prime Minister may issue autonomous regulations or subordinated regulations (dcrets d'application) provided they do not infringe on the Parliament domain, as detailed in the constitution. Ministers, however, can propose legislation to Parliament; since the Assembly is from the same political stripe as the ministers, such legislation is, in general, very likely to pass. However, this is not guaranteed, and, on occasion, the opinion of the majority parliamentarians may differ significantly from those of the executive, which often results in a large number of amendments.


          The Prime Minister can engage the responsibility of his government on a law, under article 49-3 of the Constitution. The law is then considered adopted unless the National Assembly votes a motion of censure, in which case the law is refused and the government has to resign. As of 2006, the last time this article was invoked was for the " First Employment Contract" proposed by Prime Minister Dominique de Villepin, a move that greatly backfired.
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          Traditionally, the gouvernement comprises members of three ranks. Ministers are the most senior members of the government; ministers-delegate (ministres dlgus) assist ministers in particular areas of their portfolio; secretaries of state (secrtaires d'tat) assist ministers in less important areas, and attend cabinet meetings only occasionally. Before the Fifth Republic, some ministers of particular political importance were called "ministers of state" (ministres d'tat); the practice has continued under the Fifth Republic in a purely honorific fashion: ministers styled Minister of State are supposed to be of a higher importance in the gouvernement.


          The number of ministries and the splitting of responsibilities and administrations between them varies from government to government. While the name and exact areas of responsibility of each ministry may change, one generally finds at least:


          
            	Ministry of the Economy, Finance and Industry (taxes, budget),


            	Ministry of the Interior (law enforcement, relationships with local governments),


            	Ministry of Justice and Keeper of the Seals (prisons, running the court system, supervision of the prosecution service)


            	Ministry of National Education,


            	Ministry of Defence,


            	Ministry of Foreign Affairs,


            	Ministry of Transportation.

          


          (For more on French ministries, see French government ministers)


          The gouvernement has a leading role in shaping the agenda of the houses of Parliament. It may propose laws to Parliament, as well as amendments during parliamentary meetings. It may make use of some procedures to speed up parliamentary deliberations.


          The cabinet has weekly meetings (usually on Wednesday mornings), chaired by the President, at the lyse Palace.


          Following the election of Nicolas Sarkozy as President of the French Republic, Franois Fillon replaced Dominique de Villepin as the French Prime Minister on May 17, 2007.


          


          Executive-issued regulations and legislation


          The French executive has a limited power to establish regulation or legislation. (See below for how such regulations or legislative items interact with statute law.)


          


          Decrees and other executive decisions


          Only the President and Prime Minister sign decrees (dcrets), which are akin to US executive orders. Decrees can only be taken following certain procedures and with due respect to the constitution and statute law.


          
            	The President signs decrees naming and dismissing most senior civil and military servants, for positions listed in the Constitution or in Statutes. He also signs decrees establishing some regulations (dcrets en conseil des ministres). All such decrees must be countersigned by the Prime Minister and the ministers concerned.


            	The Prime Minister signs decrees establishing regulations, which the concerned ministers countersign. In some areas, they constitute primary legislation, in some others they must be subordinate to an existing statute. In some cases, statutes impose a compulsory advisory review by the Conseil d'tat (dcrets en Conseil d'tat), as opposed to dcrets simples.

          


          The individual ministers take administrative decisions (arrts) in their fields of competence, subordinate to statutes and decrees.


          Contrary to a sometimes used polemical clich, that dates from the third republic, with its decrees-law (dcrets-lois), neither the president nor the prime minister may rule by decree (outside of the narrow case of presidential emergency powers).


          


          Ordinances


          The executive cannot issue decrees in areas that the Constitution puts under the responsibility of legislation, issued by Parliament. Still, Parliament may, through a habilitation law, authorize the executive to issue ordinances (ordonnances), with legislative value, in precisely defined areas. Habilitation laws specify the scope of the ordinance. After the ordinance is issued, Parliament is asked whether it wants to ratify it. If Parliament votes no to ratification, the ordinance is cancelled. Most of the time, ratification is made implicitly or explicitly through a Parliament act that deals with the subject concerned, rather than by the ratification act itself.


          The use of ordinances are often reserved for urgent matters, or for technical, uncontroversial texts (such as the ordinances that converted all sums in French Francs to Euros in the various laws in force in France). There is also a practice to use ordinances to transpose European Directives into French law, in order to avoid late transposition of Directive, which is often happening and is criticized by the EU Commission. Ordinances are also used to codify law into codes, in order to rearrange them for the sake of clarity without substantially modifying them. They are also sometimes used to push controversial legislation through, such as when Prime Minister Dominique de Villepin created new forms of work contracts in 2005. The use of ordinances in such contexts is then criticized by the opposition as anti-democratic, and demeaning to Parliament. It must be said, however, that since the National Assembly can dismiss the government through a motion of censure, the government necessarily relies on a majority in Parliament, and this majority would be likely to adopt the controversial law anyway.


          


          Internal limits of the executive branch; checks and balances


          The general rule is that government agencies and the civil service are at the disposal of the gouvernement, or cabinet. However, various agencies are independent agencies (autorits administratives indpendantes) that have been statutorily excluded from the executive's authority, although they belong in the executive branch.


          These independent agencies have some specialized regulatory power, some executive power, and some quasi-judicial power. They are also often consulted by the government or the French Parliament seeking advice before regulating by law. They can impose sanctions that are named "administrative sanctions" sanctions administratives. However, their decisions can still be contested face to a judicial court or an administrative court.


          Some examples of independent agencies:


          
            	The Banque de France, the central bank, is independent ( financial and economic code, L141 and following). This was a prerequisite for integrating the European System of Central Banks.


            	The Electronic Communications & Posts Regulation Authority ( Autorit de rgulation des communications lectroniques et des postes (ARCEP)), which was previously named Telecommunication Regulation Authority (Autorit de rgulation des tlcommunications (ART)), is an independent administrative authority for the open markets of telecommunications and postal services.


            	The Energy Regulation Commission ( Commission de rgulation de lnergie (CRE)) is an independent administrative authority for the open markets of gas and electricity.


            	The Financial Markets Authority ( Autorit des marchs financiers (AMF)) regulates securities markets.


            	The Higher Council of the Audiovisual ( Conseil suprieur de laudiovisuel (CSA)) supervises the granting and withdrawing of emission frequencies for radio and TV, as well as public broadcasting.


            	The National Commission on Campaign Accounts and Political Financing ( Commission Nationale des Comptes de Campagne et des Financements Politiques) regulates the financing and spending of political parties and political campaign.

          


          Public media corporations should not be influenced in their news reporting by the executive in power, since they have the duty to supply the public with unbiased information. For instance, the Agence France-Presse (AFP) is an independent public corporation. Its resources must come solely from its commercial sales. The majority of the seats in its board are held by representatives of the French press.


          The government also provides for watchdogs over its own activities; these independent administrative authorities are headed by a commission typically composed of senior lawyers or members of the Parliament. Each of the two chambers of the Parliament often has its own commission, but sometimes they collaborate to create a single Commission nationale mixte paritaire. For example:


          
            	The National Commission for Computing & Freedom ( Commission nationale informatique et liberts (CNIL)); public services must request authorization from it before establishing a file with personal information, and they must heed its recommendations; private bodies must only declare their files; citizens have recourse before the commission against abuses.


            	The National Commission for the Control of Security Interceptions (Commission nationale de contrle des interceptions de scurit (CNCIS)); the executive, in a limited number of circumstances concerning national security, may request an authorization from the commission for wiretaps (in other circumstances, wiretaps may only be authorized within a judicially-administered criminal investigation).

          


          In addition, the duties of public service limit the power that the executive has over the French Civil Service. For instance, appointments, except for the highest positions (the national directors of agencies and administrations), must be made solely on merit or time in office, typically in competitive exams. Certain civil servants have statuses that prohibit executive interference; for instance, judges and prosecutors may be named or moved only according to specific procedures. Public researchers and university professors enjoy academic freedom; by law, they enjoy complete freedom of speech within the ordinary constraints of academia.


          


          Some important directorates and establishments


          The government also provides specialized agencies for regulating critical markets or limited resources, and markets created by regulations. Although, as part of the administration, they are subordinate to the ministers, they often act with high independence.


          
            	The General Directorate of Competition, Consumption & Repression of Frauds ( Direction gnrale de la concurrence, de la consommation et de la rpression des fraudes (DGCCRF)) regulates and controls the legality and safety of products and services available on the markets open to competition for all economical actors and private consumers, and can deliver administrative sanctions in case of abuses.


            	The General Directorate of Civil Aviation ( Direction gnrale de laviation civile (DGAC)) regulates the traffic in the national air space and delivers the authorizations for airways companies and other private or public organizations and people.


            	The National Agency for Employment ( Agence nationale pour lemploi (ANPE)) maintained a public registry for the allocation of social benefits to unemployed people (but now a single registry is shared with the independent ASSEDIC paying them, a joint association of employers and workers unions), assists them as well as employers seeking people, and controls them. The French State names its general director and the Paliament provides for its finances and personnel, but it only owns one third of the seats at its decision board of directors (the other seats are shared equally by unions of employers and workers).


            	The National Agency of Frequencies ( Agence nationale des frquences (ANFR)), a public establishment of an administrative character, regulates and maintains the allocation of spectral radiofrequencies resources along with other international frequencies regulators and national regulators (the CSA and ARCEP) or public ministries, controls the operators on the national territory, and publishes compliance standards for manufacturers of radioelectric equipments.

          


          


          Organization of government services


          Each ministry has a central administration (administration centrale), generally divided into directorates. These directorates are usually subdivided into divisions or sub-directorates. Each direction is headed by a director, named by the President in Council. The central administration largely stays the same regardless of the political tendency of the executive in power.


          In addition, each minister has a private office, which is composed of members whose nomination is politically determined, called the cabinet. They are quite important and employ numbers of highly qualified staff to follow all the administrative and political affairs. They are powerful, and have been sometimes considered as a parallel administration, especially, but not only, in all matters that are politically sensitive. Each cabinet is led by a chief of staff named directeur de cabinet.


          The state also has distributive services spread throughout French territory, often reflecting divisions into rgions or dpartements. The prefect, the representative of the national government in each rgion or dpartement, supervises the activities of the distributive services in his jurisdiction. Generally, the services of a certain administration in a rgion or dpartement are managed by a high-level civil servant, often called director, but not always; for instance, the services of the Trsor public (Treasury) in each dpartement are headed by a treasurer-paymaster general, appointed by the President of the Republic. In the last several decades, the departmental conseil gnral (see "Local Government" below) has taken on new responsibilities and plays an important role in administrating government services at the local level.


          The government also maintains public establishments. These have a relative administrative and financial autonomy, in order to accomplish a defined mission. They are attached to one or more supervising authorities. These are classified into several categories:


          
            	public establishments of an administrative character, including, for instance:

              
                	universities, and most public establishments of higher education;


                	etablishments of a research and technical character, such as CNRS or INRIA;

              

            


            	public establishments of an industrial and commercial character, including, for instance, CEA and Ifremer.

          


          One essential difference is that in administrations and public establishments of an administrative character operate under public law, while establishments of an industrial and commercial character operate mostly under private law. A consequence is that in the former, permanent personnel are civil servants, while normally in the latter, they are contract employees.


          In addition, the government still owns and controls all the shares or the majority of shares of some companies, like Electricit de France, SNCF or Areva.


          Social security organizations, though established by statute and controlled and supervised by the state, are not operated nor directly controlled by the national government. Instead, they are managed by the "social partners" (partenaires sociaux)  unions of employers such as the MEDEF and unions of employees. Their budget is separate from the national budget.


          


          Legislative branch


          The Parliament of France, making up the legislative branch, consists of two houses: the National Assembly and the Senate; the Assembly is the pre-eminent body.


          Parliament meets for one 9-month session each year: under special circumstances the president can call an additional session. Although parliamentary powers have diminished from those existing under the Fourth Republic, the National Assembly can still cause a government to fall if an absolute majority of the total Assembly membership votes to censure.


          The cabinet has a strong influence in shaping the agenda of Parliament. The government also can link its term to a legislative text which it proposes, and unless a motion of censure is introduced (within 24 hours after the proposal) and passed (within 48 hours of introduction - thus full procedures last at most 72 hours), the text is considered adopted without a vote.


          Members of Parliament enjoy parliamentary immunity. Both assemblies have committees that write reports on a variety of topics. If necessary, they can establish parliamentary enquiry commissions with broad investigative power.


          


          National Assembly
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          The National Assembly is the principal legislative body. Its 577 deputies are directly elected for 5-year terms in local majority votes, and all seats are voted on in each election.


          The National Assembly may force the resignation of the executive cabinet by voting a motion of censure. For this reason, the prime minister and his cabinet are necessarily from the dominant party or coalition in the assembly. In the case of a president and assembly from opposing parties, this leads to the situation known as cohabitation. While motions of censure are periodically proposed by the opposition following government actions that it deems highly inappropriate, they are purely rhetorical; party discipline ensures that, throughout a parliamentary term, the government is never overthrown by the Assembly.


          


          Latest election


          
            
              

              Summary of the 10 and 17 June 2007 French National Assembly elections results
            

            
              	Parties and coalitions

              	1st round

              	2nd round

              	Total seats
            


            
              	Votes

              	%

              	Seats

              	Votes

              	%
            


            
              	

              	Union for a Popular Movement (Union pour un mouvement populaire)

              	UMP

              	10,289,028

              	39.54

              	98

              	9,463,408

              	46.37

              	313
            


            
              	

              	New Centre (Nouveau centre)

              	NC

              	616,443

              	2.37

              	7

              	432,921

              	2.12

              	22
            


            
              	

              	Miscellaneous right-wing

              	DVD

              	641 600

              	2.47

              	2

              	238,585

              	1.17

              	9
            


            
              	

              	Movement for France (Mouvement pour la France)

              	MPF

              	312 587

              	1.20

              	1

              	-

              	-

              	1
            


            
              	

              	Total "Presidential Majority" (Right)

              	

              	11,859,658

              	45.58

              	108

              	10,134,914

              	49.66

              	345
            


            
              	

              	Socialist Party (Parti socialiste)

              	PS

              	6,436,136

              	24.73

              	1

              	8,622,529

              	42.25

              	186
            


            
              	

              	French Communist Party (Parti communiste franais)

              	PCF

              	1 115 719

              	4.29

              	0

              	464,739

              	2.28

              	15
            


            
              	

              	Miscellaneous left-wing

              	DVG

              	513 457

              	1.97

              	0

              	503,674

              	2.47

              	15
            


            
              	

              	Left Radical Party (Parti radical de gauche)

              	PRG

              	343 580

              	1.31

              	0

              	333,189

              	1.63

              	7
            


            
              	

              	The Greens (Les Verts)

              	VEC

              	845 884

              	3.25

              	0

              	90,975

              	0.45

              	4
            


            
              	

              	Total "United Left"

              	

              	9,254,776

              	35.55

              	1

              	10,015,106

              	49.08

              	227
            


            
              	

              	Democratic Movement (Mouvement dmocrate)

              	MoDem

              	1,981,121

              	7.61

              	0

              	100,106

              	0.49

              	3
            


            
              	

              	Regionalists and separatists

              	

              	131,585

              	0.51

              	

              	106,459

              	0,52

              	1
            


            
              	

              	Miscellaneous

              	DIV

              	267,987

              	1.03

              	0

              	33,068

              	0.16

              	1
            


            
              	

              	National Front (Front national)

              	FN

              	1 116 005

              	4.29

              	0

              	17,107

              	0.08

              	0
            


            
              	

              	Other far-left including Revolutionary Communist League (Ligue communiste rvolutionnaire) and Workers' Struggle (Lutte ouvrire)

              	ExG

              	887 887

              	3.41

              	0

              	-

              	-

              	0
            


            
              	

              	Hunting, Fishing, Nature, Traditions (Chasse, pche, nature, traditions)

              	CPNT

              	213 448

              	0.82

              	0

              	-

              	-

              	0
            


            
              	

              	Other ecologists

              	

              	208 465

              	0.80

              	0

              	-

              	-

              	0
            


            
              	

              	Other far-right including National Republican Movement (Mouvement national rpublicain)

              	ExD

              	102 100

              	0.39

              	0

              	-

              	-

              	0
            


            
              	

              	Total

              	

              	26,023,052

              	100

              	110

              	21,130,346

              	100

              	577
            


            
              	
                Abstention: 39.56% (1st round), - 40.01% (2nd round)

                Source: www.election-politique.com, The seats are confirmed by the Ministry of the Interior. See Dputs de la XIIIe lgislature for a list of elected deputies.

              
            

          


          



          


          Senate
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          Senators are chosen by an electoral college of about 145,000 local elected officials for 6-year terms, and one half of the Senate is renewed every 3 years. Before the law of 30 July 2004, senators were elected for 9 years, renewed by thirds every 3 years. There are currently 321 senators, but there will be 346 in 2010; 304 represent the metropolitan and overseas dpartements, five the other dependencies and 12 the French established abroad.


          The Senate's legislative powers are limited; on most matters of legislation, the National Assembly has the last word in the event of a disagreement between the two houses.


          Since the beginning of the Fifth Republic, the Senate has always had a right-wing majority. This is mostly due to the over-representation of small villages compared to big cities. This, and the indirect mode of election, prompted socialist Lionel Jospin, who was prime minister at the time, to declare the Senate an "anomaly".


          


          Legislation adoption procedures


          Statute legislation may be proposed by the government (council of ministers), or by members of Parliament. In the first case, it is a projet de loi; in the latter case, a proposition de loi. All projets de loi must undergo compulsory advisory review by the Conseil d'tat before being submitted to parliament. Propositions de loi cannot increase the financial load of the state without providing for funding.


          Projets de loi start in the house the government chooses (except in some narrow cases), propositions de loi start in the house where they originated. After the house has amended and voted on the text, it is sent to the other house, which can also amend it. If the houses do not choose to adopt the text in identical terms, it is sent before a commission made of equal numbers of members of both houses, which tries to harmonize the text. If it does not manage to do so, the National Assembly can vote the text and have the final say on it (except for laws related to the organization of the Senate).


          The law is then sent to the President of France for signature. At this point, the President of France, the speaker of either house or a delegation of 60 deputies or 60 senators can ask for the text to undergo constitutional review before being put into force; it is then sent before the Constitutional Council. The President can also, only once per law and with the countersigning of the Prime minister, send the law back to parliament for another review. Otherwise, the President must sign the law. After being countersigned by the Prime minister and the concerned ministers, it is then sent to the Journal Officiel for publication.


          


          Budget
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          The Finance Bills (lois de finances) and the financing law of social security (lois de financement de la scurit sociale) are special bills, voted following specific procedures.


          Because of the importance of allowing government and social security organizations to proceed with the payment of their suppliers, employees, and recipients, without risk of a being stopped by parliamentary discord, these bills are specially constrained. In the past, parliamentarians would often add unrelated amendments (cavaliers budgtaires) to the finance bills, in order to get such amendments passed  because of the reduced time in which the budget is examined. However, these are nowadays considered unconstitutional. If Parliament cannot agree on a budget within some specified reasonable bounds, the government is entitled to adopt a budget through ordinances: this threat prevents parliamentarians from threatening to bankrupt the executive.


          The way the Finance Bill is organized, and the way the government has to execute the budget, were deeply reformed in 2001 by the Loi organique n2001-692 du 1er aot 2001 relative aux lois de finances, generally known as the LOLF. Because of the major changes involved, the application of the law was gradual, and the first budget to be fully passed under LOLF will be the 2006 budget, passed in late 2005.


          The LOLF divides expenses according to identifiable "missions" (which can be subdivided into sub-missions etc.). The performance of the administration and public bodies will be evaluated with respect to these missions.


          The budget of the national government was forecast to be 288.8 billion Euro in 2005. This includes neither Social Security, nor the budgets of local governments.


          


          Multiple mandates


          It has long been customary for members of parliaments to have, in addition to their mandate as deputy or senator, some local mandate, such as mayor of a city; thus, the phrases "deputy-mayor" (dput-maire) and "senator-mayor" (snateur-maire). This is known as the cumul of electoral mandates. Proponents of the cumul allege that having local responsibilities ensures that members of parliament stay in contact with the reality of their constituency; also, they are said to be able to defend the interest of their city etc. better by having a seat in parliament.


          In recent years, the cumul has been increasingly criticized. Critics contend that lawmakers that also have some local mandate cannot be assiduous to both tasks; for instance, they may neglect their duties to attend parliamentary sittings and commission in order to attend to tasks in their constituency. The premise that holders of dual office can defend the interest of their city etc. in the National Parliament is criticized in that national lawmakers should have the national interest in their mind, not the advancement of the projects of the particular city they are from. Finally, this criticism is part of a wider criticism of the political class as a cozy, closed world in which the same people make a long career from multiple positions.


          As a consequence, laws that restrict the possibilities of having multiple mandates have been enacted.


          


          Economic and Social Council


          The Economic and Social Council is a consultative assembly. It does not play a role in the adoption of statutes and regulations, but advises the lawmaking bodies on questions of social and economic policies.


          The executive may refer any question or proposal of social or economic importance to the Economic and Social Council.


          The Economic and Social Council publishes reports, which are sent to the Prime Minister, the National Assembly, and the Senate. They are published in the Journal Officiel.


          


          Judiciary


          France's political system, in keeping with rule of law, has an independent judiciary, meaning that it has court systems whose decisions are not de jure controlled by the executive or legislative branches. France has a system of civil law, but jurisprudence plays an important role similar to that of case law.


          The most distinctive feature of the French judicial system is that it is divided into the judicial and the administrative orders of courts.


          


          Judicial Order


          The judicial order of courts judges civil and penal cases. It consists of, in first instance: courts, courts of appeal, and the Cour de cassation at its helm.


          Judges are civil servants, but enjoy special statutory protection from the executive. They may not be moved or promoted without their consent. Their careers are overseen by the High Council of the Magistracy.


          The prosecution service, on the other hand, responds to the Minister of Justice. This has in the past led to suspicions of pressures to drop litigation against politicians suspected of corruption, and the topic of the status of the prosecutors comes up regularly in political discussions.


          Trial by jury is used in the judgment of the most severe crimes, by the Courts of Assizes. The full court  3 judges and 9 jurors (12 jurors on appeal)  determines first guilt, then, if guilty, the sentence. Jurors are drawn at random from voters' rolls.


          Pre-judgment proceedings are inquisitorial, but the actual court appearance is rather adversarial.


          The burden of proof in criminal proceedings is on the prosecution, and the accused is constitutionally presumed innocent until declared guilty.


          Certain specialized courts of first instance are staffed with elected judges. For instance, courts deciding cases of labor law are staffed with an equal number of judges from employers' unions and employees' unions. A similar arrangement holds for courts dealing with rural land leases.


          


          Administrative Order
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          The Administrative Order of Courts judges most litigations against public bodies. It consists of administrative tribunals, administrative courts of appeals, and the Conseil d'tat at litigation at its helm.


          The Conseil d'tat hears cases against executive decisions and has the power to squash governmental decisions and regulations if they do not conform to applicable constitutional or statutory law, or to the general principles of law.


          The proceedings are essentially written and inquisitorial, with both parties being called by the judges to explain themselves in writing.


          Conflicts between the judicial order of courts and the administrative order of courts are settled by a special court named Tribunal des conflits, made up of a same number of judges from the Cour de cassation and from the Conseil d'Etat.


          


          Constitutional Council


          Neither the judiciary nor the administrative courts can rule upon the constitutionality of statutory law. While technically not part of the judiciary, the Constitutional Council examines legislation and decides whether it conforms to the constitution and treaties, prior to its promulgation: in all cases for organic laws, and only under referral from the President of the Republic, the President of the Senate, the President of the National Assembly, the Prime Minister or 60 senators or 60 members of the National Assembly for normal laws. The Constitutional Council may refuse statutes as unconstitutional, including if they contradict the principles of the 1789 Declaration of the Rights of Man and of the Citizen (cited in the preamble of the Constitution) or the European Convention on Human Rights (accepted by treaty).


          The Constitutional Council comprises members appointed for nine years (three every three years): three members appointed by the President, three members appointed by the President of the National Assembly, and three appointed by the President of the Senate.


          


          Financial jurisdictions


          The Court of Accounts ( Cour des Comptes), assisted by regional accounting courts, audits the finances of the State, public institutions (including other jurisditions) and public bodies. It publishes a yearly official report and may refer criminal matters to prosecutors. It can also directly fine public accountants for mishandling of funds, and refer civil servants who misused funds to the Court of Financial and Budgetary Discipline.


          The Court and the chambers do not judge the accountants of private organizations. However, in some circumstances, they may audit their accounting, especially when they are candidate to, or are operating have a concession of a public service or a service requiring the permanent use of the public domain, or when they are candidates for public markets open to competition though calls of offers. The Court is often sollicitated by various state agencies, parlementary commissions and public regulators, but it can also be invoked by any French citizen or organization operating in France.


          The Court itself is controlled by financial commissions of the two chambers of the French Parlement who provides its working budget in the yearly Act of finances.


          


          Ombudsman


          In 1973 the position of mdiateur de la Rpublique (the Republic's ombudsman) was created. The ombudsman is charged with solving, without the need to a recourse before the courts, the disagreements between citizens and the administrations and other entities charged with a mission of a public service; proposing reforms to the Government and the administrations in order to further these goals; and actively participating in the international promotion of human rights.


          The ombudsman is appointed for a period of 6 years by the President of the Republic in the Council of Ministers. He cannot be removed from office and is protected for his official actions by an immunity similar to parliamentary immunity. He does not receive or accept orders from any authority. The current ombudsman is Jean-Paul Delevoye.


          


          French law


          


          Basic principles
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          France uses a civil law system; that is, law arises primarily from written statutes; judges are not to make law, but merely to interpret it (though the amount of judge interpretation in certain areas makes it equivalent to case law).


          Many fundamental principles of French Law were laid in the Napoleonic Codes. Basic principles of the rule of law were laid in the Napoleonic Code: laws can only address the future and not the past ( ex post facto laws are prohibited); to be applicable, laws must have been officially published (see Journal Officiel).


          In agreement with the principles of the Declaration of the Rights of Man and of the Citizen, the general rule is that of freedom, and law should only prohibit actions detrimental to society. As Guy Canivet, first president of the Court of Cassation, said about what should be the rule in French law:


          
            	Freedom is the rule, and its restriction is the exception; any restriction of Freedom must be provided for by Law and must follow the principles of necessity and proportionality.

          


          That is, law may lay out prohibitions only if they are needed, and if the inconveniences caused by this restriction do not exceed the inconveniences that the prohibition is supposed to remedy.


          France does not recognize religious law, nor does it recognize religious beliefs as a motivation for the enactment of prohibitions. As a consequence, France has long had neither blasphemy laws nor sodomy laws (the latter being abolished in 1789).


          


          Statute law vs executive regulations


          French law differentiates between statutes (loi), generally adopted by the legislative branch, and regulations (rglement, instituted by dcrets), issued by the prime minister. There also exist secondary regulation called arrts, issued by ministers, subordinates acting in their names, or local authorities; these may only be taken in areas of competency and within the scope delineated by primary legislation. There are also more and more regulations issued by independent agencies, especially relating to economic matters.


          According to the Constitution of France (article 34):


          Statutes shall concern:


          
            	Civic rights and the fundamental guarantees granted to citizens for the exercise of their public liberties; the obligations imposed for the purposes of national defence upon citizens in respect of their persons and their property;


            	Nationality, the status and legal capacity of persons, matrimonial regimes, inheritance and gifts;


            	The determination of serious crimes and other major offences and the penalties applicable to them; criminal procedure; amnesty; the establishment of new classes of courts and tribunals and the regulations governing the members of the judiciary;


            	The base, rates and methods of collection of taxes of all types; the issue of currency.

          


          Statutes shall likewise determine the rules concerning:


          
            	The electoral systems of parliamentary assemblies and local assemblies;


            	The creation of categories of public establishments;


            	The fundamental guarantees granted to civil and military personnel employed by the State;


            	The nationalization of enterprises and transfers of ownership in enterprises from the public to the private sector.

          


          Statutes shall determine the fundamental principles of:


          
            	The general organization of national defence;


            	The self-government of territorial units, their powers and their resources;


            	Education;


            	The regime governing ownership, rights in rem, and civil and commercial obligations;


            	Labour law, trade-union law and social security.

          


          Finance Acts shall determine the resources and obligations of the State in the manner and with the reservations specified in an institutional Act. Social Security Finance Acts shall determine the general conditions for the financial balance of Social Security and, in light of their revenue forecasts, shall determine expenditure targets in the manner and with the reservations specified in an institutional Act. Programme Acts shall determine the objectives of the economic and social action of the State.


          The provisions of this article may be enlarged upon and complemented by an organic law.


          Other areas are matters of regulation. This separation between law and regulation is enforced by the Conseil constitutionnel: the government can, with the agreement of the Conseil constitutionnel, modify by decrees the laws that infringe on the domain of regulations. At the same, the Conseil d'tat nullifies decrees that infringe on the domain of the law.


          


          Hierarchy of norms


          When courts have to deal with incoherent texts, they apply a certain hierarchy: a text higher in the hierarchy will overrule a lower text. The general rule is that the Constitution is superior to laws which are superior to regulations. However, with the intervention of European law and international treaties, and the quasi- case law of the administrative courts, the hierarchy may become somewhat unclear. The following hierarchy of norms should thus be taken with due caution:


          
            	The French Constitution (includes the general principles of constitutional values recognized by the laws of the Republic (as defined by the Constitutional Council))


            	European Union Treaties, Directives and Regulations


            	International Treaties and Agreements


            	organic laws


            	normal laws


            	general principles of law (as defined by the Conseil d'tat)


            	decrees taken with advisory review by the Conseil d'tat


            	decrees taken without review by the Conseil d'tat


            	
              arrts

              
                	of several ministers


                	of a single minister


                	of other authorities

              

            


            	regulations and decisions by independent agencies.

          


          


          Local government


          Traditionally, decision-making in France used to be highly centralized, with each of France's dpartements headed by a prefect appointed by the central government, in addition to the conseil gnral, a locally elected council. However, in 1982, the national government passed legislation to decentralize authority by giving a wide range of administrative and fiscal powers to local elected officials. In March 1986, regional councils were directly elected for the first time, and the process of decentralization has continued, albeit at a slow pace. In March 2003, a constitutional revision has changed very significantly the legal framework towards a more decentralized system and has increased the powers of local governments.


          Administrative units with a local government in Metropolitan France (that is, the parts of France lying in Europe) consist of:


          
            	about 36,000 communes, headed by a municipal council and a mayor, grouped in


            	96 dpartements, headed by a conseil gnral (general council) and its president, grouped in


            	22 rgions, headed by a regional council and its president.

          


          The conseil gnral is an institution created in 1790 by the French Revolution in each of the newly created departments (they were suppressed by the Vichy government from 1942 to 1944). A conseiller gnral (departmental councillor) must be at least 21 years old and either live or pay taxes in locality from which he or she is elected. (Sociologist Jean Viard noted [Le Monde, Feb. 22, 2006] that half of all conseillers gnraux were still fils de paysans, i.e. sons of peasants, suggesting France's deep rural roots). Though the central government can theoretically dissolve a conseil gnral (in case of a dysfunctional conseil), this has happened only once in the Fifth Republic.


          The conseil gnral discusses and passes laws on matters that concern the department; it is administratively responsible for departmental employees and land, manages subsidized housing, public transportation, and school subsidies, and contributes to public facilities. It is not allowed to express "political wishes." The conseil gnral meets at least three times a year and elects its president for a term of 3 years, who presides over its "permanent commission," usually consisting of 5-10 other departmental councillors elected from among their number. The conseil gnral has accrued new powers in the course of the political decentralization that has occurred past in France during the past thirty years. There are in all more than 4,000 conseillers gnraux in France.


          Different levels of administration have different duties, and shared responsibility is common; for instance, in the field of education, communes run public elementary schools, while dpartements run public junior high schools and rgions run public high schools, but only for the building and upkeep of buildings; curricula and teaching personnel are supplied by the national Ministry of Education.


          The 3 main cities, Paris, Lyon and Marseille have a special statute. Paris is at the same time a commune and a dpartement with an institution, the Conseil de Paris, that is elected at the same time as the other conseil municipaux, but that operates also as a conseil gnral. The 3 cities are also divided into arrondissement each having its conseil d'arrondissement and its mayor.


          French overseas possessions are divided into two groups:


          
            	4 overseas dpartements, with some strong similarity of organization to their metropolitan counterparts; in these overseas dpartements all laws of France are automatically applicable, except if a specific text provides otherwise or provides some adaptation. The 4 dpartements belong to the European Union, as "overseas regions", which means that European law is applicable;


            	Territories, generally having greater autonomy. In general, French laws are not applicable, except if a specific text provides otherwise. A new Territory has been created in February 2007: Saint-Barthlemy. This Territory used to be part of the overseas dpartement of Guadeloupe. The statute of Saint-Barthlemy provides the automatic application of French law, except mostly in the domain of taxes and immigration, which are left to the Territory. The Territories do not belong to the European Union. However, as "overseas territories" they have association agreements with the EU and may opt-in to some EU' provisions. EU law applies to them only insofar is necessary to implement the association agreements.

          


          All inhabited French territory is represented in both houses of Parliament and votes for the presidential election.


          
            Retrieved from " http://en.wikipedia.org/wiki/Government_of_France"
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          The Government of India (Hindi: भारत सरकार Bhārat Sarkār), officially referred to as the Union Government, and commonly as Central Government, was established by the Constitution of India, and is the governing authority of a federal union of 28 states and 7 union territories, collectively called the Republic of India. The basic civil and criminal laws governing the citizens of India are set down in major parliamentary legislation, such as the Indian Penal Code, Criminal Procedure Code, etc. The federal (union) and individual state governments consist of executive, legislative and judicial branches. The legal system as applicable to the federal and individual state governments is based on the English Common and Statutory Law. India accepts International Court of Justice jurisdiction with several reservations. At the local level, the Panchayati Raj system has several decentralised administrative functions.


          


          Legislative branch


          India's bicameral parliament (also known as the Sansad) consists of the Rajya Sabha (Council of States) and the Lok Sabha (House of the People). The Union Council of Ministers is responsible to the Lok Sabha. In India's parliamentary system, the executive is nominally subordinate to the legislature. There are 542 members in the Lok Sabha that are elected from the various states on the basis of proportional representation.


          The Indian Government uses two official languages: Hindi and English.


          


          Executive branch


          The Executive arm consists of the President, Vice-President, the Prime Minister and the Council of Ministers. Any minister holding a portfolio must be a member of either house of parliament. A non-member can also be appointed as minister but he has to get elected as member of either house within six months of taking oath.


          


          President of India


          The government exercises its broad administrative powers in the name of the President of India, who is the Head of State, the Supreme Commander of the Armed Forces, and the chief guardian of the Constitution of the Republic.


          The President's actual role is mostly ceremonial. He or she is the Supreme Commander of the nation's armed forces, has the authority to dissolve Parliament and call fresh elections, declare a state of emergency, and dismiss governments in the states, but all upon the counsel of the Prime Minister and the elected government.


          


          The Council of Ministers


          Real national executive power is centered in the Council of Ministers, the Union Cabinet, led by the Prime Minister of India, who is the Head of Government. The President appoints the Prime is the designated leader of the political party or coalition commanding parliamentary majority. All Central Government decisions are nominally taken in the name of the President.


          The Ministers may be of 3 types - Cabinet Minister, Minister of State (Independent Charge) and deputy ministers, in order of seniority. Cabinet Ministers and Ministers of State with independent charge may usually attend Cabinet meetings.


          


          The Union Ministries


          
            [image: The North Block situated at Raisina Hill, Delhi houses Finance and Home Ministries and Department of Personnal and Training (Ministry of Personnel, Public Grievances and Pensions)]

            
              The North Block situated at Raisina Hill, Delhi houses Finance and Home Ministries and Department of Personnal and Training (Ministry of Personnel, Public Grievances and Pensions)
            

          


          The day-to-day enforcement and administration of national laws lies in the hands of the various federal Union Ministries and Departments, created by the Indian Parliament to deal with specific areas of national and international affairs. In matters delegated to the States, Ministries act in advisory and funding capacity.


          
            	Ministry of Agriculture


            	Ministry of Agro and Rural Industries


            	Ministry of Chemicals and Fertilizers


            	Ministry of Civil Aviation


            	Ministry of Coal


            	Ministry of Commerce and Industry


            	Ministry of Communications and Information Technology


            	Ministry of Company Affairs


            	Ministry of Consumer Affairs, Food and Public Distribution


            	Ministry of Culture


            	Ministry of Defence


            	Ministry of Development of North Eastern Region


            	Ministry of Earth Sciences


            	Ministry of Environment and Forests


            	Ministry of External Affairs


            	Ministry of Finance


            	Ministry of Food Processing Industries


            	Ministry of Health and Family Welfare


            	Ministry of Heavy Industries and Public Enterprises


            	Ministry of Home Affairs


            	Ministry of Housing and Urban Poverty Alleviation


            	Ministry of Human Resource Development


            	Ministry of Information and Broadcasting


            	Ministry of Labour and Employment


            	Ministry of Law and Justice


            	Ministry of Mines


            	Ministry of Minority Affairs


            	Ministry of New and Renewable Energy


            	Ministry of Overseas Indian Affairs


            	Ministry of Panchayati Raj


            	Ministry of Parliamentary Affairs


            	Ministry of Personnel, Public Grievances and Pensions


            	Ministry of Petroleum and Natural Gas


            	Ministry of Planning


            	Ministry of Power


            	Ministry of Railways


            	Ministry of Rural Development


            	Ministry of Science and Technology


            	Ministry of Shipping, Road Transport and Highways


            	Ministry of Small Scale Industries


            	Ministry of Social Justice and Empowerment


            	Ministry of Statistics and Programme Implementation


            	Ministry of Steel


            	Ministry of Textiles


            	Ministry of Tourism


            	Ministry of Tribal Affairs


            	Ministry of Urban Development


            	Ministry of Water Resources


            	Ministry of Women and Child Development


            	Ministry of Youth Affairs and Sports

          


          Central Government (Independent Departments):


          
            	Department of Atomic Energy


            	Department of Space

          


          


          Independent Executive Agencies


          The Constitution of India also provides for following independent organisations, which are answerable only to the Parliament and are not under the purview of any Ministry,


          
            	Central Bureau of Investigation (CBI) - premier national investigative agency, analogous to the United States FBI, but limited in authority.


            	Central Vigilance Commission (CVC)


            	Central Information Commission


            	Comptroller and Auditor General of India (CAG)


            	Election Commission of India


            	National Commission for Women


            	National Commission on Population


            	National Human Rights Commission (NHRC)


            	Planning Commission - The premier agency


            	Telecom Regulatory Authority of India (TRAI) - Telecom regulator


            	Union Public Service Commission (UPSC) - The recruitment agency for civil service positions


            	Atomic Energy Regulatory Board (AERB) - Nuclear regulator

          


          


          Judicial branch


          India's independent judicial system began under the British, and its concepts and procedures resemble those of Anglo-Saxon countries. The Supreme Court of India consists of a Chief Justice and 25 associate justices, all appointed by the President on the advice of the Chief Justice of India. In the 1960s, India moved away from using juries for most trials, finding them to be corrupt and ineffective, instead almost all trials are conducted by judges.


          Unlike its US counterpart, the Indian justice system consists of a unitary system at both state and federal level. The judiciary consists of the Supreme Court of India, High Courts at the state level, and District and Session Courts at the district level.


          


          National Judiciary


          The Supreme Court of India has original, appellate and advisory jurisdiction. Its exclusive original jurisdiction extends to any dispute between the Government of India and one or more states, or between the Government of India and any state or states on one side and one or more states on the other, or between two or more states, if and insofar as the dispute involves any question (whether of law or of fact) on which the existence or extent of a legal right depends.


          In addition, Article 32 of the Indian Constitution gives an extensive original jurisdiction to the Supreme Court in regard to enforcement of Fundamental Rights. It is empowered to issue directions, orders or writs, including writs in the nature of habeas corpus, mandamus, prohibition, quo warranto and certiorari to enforce them. The Supreme Court has been conferred with power to direct transfer of any civil or criminal case from one State High Court to another State High Court, or from a court subordinate to another State High Court.


          Public Interest Litigation: Although the proceedings in the Supreme Court arise out of the judgments or orders made by the Subordinate Courts, of late the Supreme Court has started entertaining matters in which interest of the public at large is involved, and the Court may be moved by any individual or group of persons either by filing a Writ Petition at the Filing Counter of the Court, or by addressing a letter to Hon'ble The Chief Justice of India highlighting the question of public importance for invoking this jurisdiction.


          Such a concept is known as Public Interest Litigation, or PIL and several matters of public importance have become landmark cases. This concept is unique to the Supreme Court of India, and perhaps no other Court in the world has been exercising this extraordinary jurisdiction.


          


          State Judiciary


          The High Court stands at the head of a State's judicial administration. There are 21 High Courts in the country, three having jurisdiction over more than one state. The Union Territories come under the jurisdiction of different State High Courts. Each High Court comprises a Chief Justice and such other Judges as the President may, from time to time, appoint.


          Each High Court has powers of jurisprudence over all subordinate courts within its jurisdiction, namely the District and Sessions courts and other lower courts. It can call for returns from such Courts, make and issue general rules and prescribe forms to regulate their practice and proceedings and determine the manner and form in which book entries and accounts shall be kept.


          The District and Session Courts comprise the highest level of courts in a District for Civil and Criminal cases respectively, and may be trial courts of original jurisdiction, applying both federal and state laws. States are divided into districts and within each, a District and Sessions Judge is head of the judiciary. A District Judge presides over civil cases, while a Sessions Judge over criminal cases. These judges are appointed by the Governor of the state in consultation with the state's High Court. There is a hierarchy of judicial officials below the district level, many selected through competitive examination by the state's public service commissions.


          Civil cases at the sub district level are filed in sub district or munsif courts. Lesser criminal cases are entrusted to courts of magistrates functioning under the Sessions Judge. At the village level, disputes are frequently resolved by Panchayats or Lok Adalats (Hindi: People's Courts), appealable to the District and Sessions Court.


          Note: The judicial system retains substantial legitimacy in the eyes of many Indians despite its politicization since the 1970s. In fact, as illustrated by the rise of social action litigation in the 1980s and 1990s, many Indians turn to the courts to redress grievances with other social and political institutions. It is frequently observed that Indians are highly litigious, which has contributed to a growing backlog of cases.


          Indeed, the Supreme Court was reported to have more than 150,000 cases pending in 1990, the high courts had some 2 million cases pending, and the lower courts had a substantially greater backlog. Research in the early 1990s show that the backlogs at levels below the Supreme Court are the result of delays in the litigation process and the large number of decisions that are appealed, and not the result of an increase in the number of new cases filed.


          
            
              	Name

              	Year of Establishment

              	Jurisdiction

              	Seats
            


            
              	Allahabad

              	1866

              	Uttar Pradesh

              	Allahabad (Bench at Lucknow)
            


            
              	Andhra Pradesh

              	1956

              	Andhra Pradesh

              	Hyderabad
            


            
              	Bombay

              	1862

              	Maharashtra, Goa, Dadra and Nagar Haveli and Daman and Diu

              	Bombay (Benches at Nagpur, Panaji and Aurangabad)
            


            
              	Calcutta

              	1862

              	West Bengal and Andaman & Nicobar

              	Calcutta (Circuit Bench at Port Blair)
            


            
              	Chhattisgarh

              	2000

              	Chhattisgarh

              	Bilaspur
            


            
              	Delhi

              	1966

              	Delhi

              	Delhi
            


            
              	Guwahati

              	1948

              	Assam, Manipur, Meghalaya, Nagaland, Tripura, Mizoram and Arunachal Pradesh

              	Guwahati (Benches at Kohima, Aizwal &Imphal. Circuit Bench at Agartala &Shillong)
            


            
              	Gujarat

              	1960

              	Gujarat

              	Gandhinagar
            


            
              	Himachal Pradesh

              	1971

              	Himachal Pradesh

              	Shimla
            


            
              	Jammu &Kashmir

              	1928

              	Jammu &Kashmir

              	Srinagar &Jammu
            


            
              	Jharkhand

              	2000

              	Jharkhand

              	Ranchi
            


            
              	Karnataka

              	1884

              	Karnataka

              	Bangalore
            


            
              	Kerala

              	1958

              	Kerala and Lakshadweep

              	Ernakulam
            


            
              	Madhya Pradesh

              	1956

              	Madhya Pradesh

              	Jabalpur (Benches at Gwalior and Indore)
            


            
              	Madras

              	1862

              	Tamil Nadu & Pondicherry

              	Chennai (Bench at Madurai)
            


            
              	Orissa

              	1948

              	Orissa

              	Cuttack
            


            
              	Patna

              	1916

              	Bihar

              	Patna (Bench at Ranchi)
            


            
              	Punjab & Haryana

              	1975

              	Punjab, Haryana &Chandigarh

              	Chandigarh
            


            
              	Rajasthan

              	1949

              	Rajastan

              	Jodhpur (Bench at Jaipur)
            


            
              	Sikkim

              	1975

              	Sikkim

              	Gangtok
            


            
              	Uttarakhand

              	2000

              	Uttarakhand

              	Nainital
            

          


          


          Type of Government


          The Preamble lays down the type of government that India has adopted - Sovereign, Socialist, Secular, Democratic, Republic.


          


          Sovereign


          The word sovereign means supreme or independent. India is internally and externally sovereign - externally free from the control of any foreign power and internally, it has a free government


          


          Socialist


          The word socialist was added to the Preamble by the 42nd Amendment Act of 1976. It implies social and economic equality for all its citizens. There will be no discrimination on the basis of caste, colour, creed, sex, religion, language etc. Everybody will be given equal status and opportunities. The government will make efforts to reduce the concentration of wealth in a few hands, and provide a decent standard of living to all.


          India has adopted a mixed economic model, and the government has framed many laws to achieve the goal of socialism, such as Abolition of Untouchability and Zamindari Act, Equal Wages Act and Child Labour Prohibition Act.


          


          Secular


          The word secular was inserted into the Preamble by the 42nd Amendment Act of 1976. It implies equality of all religions and religious tolerance. India does not have any official state religion. Every person has the right to preach, practice and propagate any religion of their own choice. The government does not favour or discriminate any religion. It treats all religions with equal respect. All citizens, irrespective of their religious beliefs are equal in the eyes of law. No religious instruction is imparted in government or government - aided schools.


          


          Democratic


          India is a democratic, election from any location, specific seats are allocated for Scheduled castes and Scheduled tribes (22%) in parliament called (reserved constituencies), in local body election a percentage of seats are allocated for women candidates.


          There is also a proposal to allocate 33% seats in all elections to woman candidates, currently there is no consensus in how to implement it and which seats should be allocated.


          The pillar of Indian Democracy is Election Commission of India, it is one of the most trusted organizations and has been praised by all for conducting free and fair elections.


          


          Republic


          As opposed to a monarchy, in which the head of state is appointed on hereditary basis for a lifetime, or until he abdicates, a republic is a state in which the head of state is elected, directly or indirectly, for a fixed tenure. The President of India is elected by an electoral college for a term of five years.


          


          Parliamentary govt.


          India has adopted a parliamentary system of government similar to that of the United Kingdom and Japan. It is based on the fusion of powers between the executive and the legislature.


          Under the Indian system, the Parliament is supreme as it is an elected body. There is a presence of two executives - the nominal executive and the real executive. The nominal executive is the President of India. He enjoys all the constitutional powers, but exercises them only on the advice of the real executive. The real executive, that is the Prime Minister of India and the Cabinet, enjoy all the real powers and make all the important policy decisions.


          All the members of the Council of Ministers as well as the Prime Minister have to be members of either house of the Parliament. If they are not, they must get elected within a period of six months from the time they assume their respective office. The Executive, the Prime Minister and the Council of Ministers are responsible to the Lok Sabha, both individually as well as collectively.


          


          Individual responsibility


          Every individual minister is in charge of a specific portfolio or department. He is responsible for any act of failure in all the policies relating to his department. In case of any lapse, he himself is individually responsible to the Parliament. If a vote of no - confidence is passed against the individual minister, he has to resign. Individual responsibility can amount to collective responsibility. Therefore, the Prime Minister, in order to save his government, can ask for the resignation of such a minister.


          


          Collective responsibility


          The Prime Minister and the Council of Ministers are jointly accountable to the Lok Sabha. If there is a policy failure or lapse on the part of the government, all the members of the council are jointly responsible. If a vote of no - confidence is passed against the government, then all the ministers headed by the Prime Minister have to resign.


          


          Welfare State


          A welfare state is a state in which the government provides for a wide range of social services and carries out a large number of welfare and developmental activities, like providing education, setting up of hospitals, protection of minorities, promoting agriculture and protecting the monuments along with the performance of police functions.


          The Directive Principles of State Policy, enshrined in Part IV of the Indian Constitution reflects that India is a welfare state. Seats are reserved for scheduled castes and scheduled tribes in government jobs, educational institutions, Lok Sabha and Vidhan Sabha. The government has passed a number of laws for the abolition of untouchability, Begar and Zamindari. The government has opened fair - priced shops, where certain essential commodities are sold at very reasonable prices to the poorer sections of the society.


          


          Revenues of Government


          Gross tax revenues of the Government of India has grown steadily from around Rs.1 billion in 1945 to over Rs.1 trillion by 1995. It is expected to reach Rs.8 trillion by 2010 at the current rate of growth. Given below is a chart of trend of gross tax revenues (before splitting shares of States) of the Government of India assessed by the Finance Commissions from time to time with figures in millions of Indian Rupees.


          
            
              	Year

              	Gross Tax Revenues

              	Excise Duties

              	Corporation Tax

              	Customs

              	Income Tax

              	Service Tax

              	Wealth Tax
            


            
              	1945

              	

              	463

              	753

              	736

              	1,023

              	

              	
            


            
              	1950

              	

              	675

              	404

              	1,571

              	1,327

              	

              	
            


            
              	1955

              	

              	1,452

              	370

              	1,667

              	

              	

              	
            


            
              	1960

              	

              	3,949

              	1,375

              	

              	1,275

              	

              	
            


            
              	1965

              	16,827

              	8,141

              	3,716

              	4,195

              	2,940

              	

              	
            


            
              	1970

              	

              	

              	

              	

              	

              	

              	
            


            
              	1975

              	

              	

              	

              	

              	

              	

              	
            


            
              	1980

              	

              	

              	

              	

              	

              	

              	
            


            
              	1985

              	

              	

              	

              	

              	

              	

              	
            


            
              	1990

              	

              	

              	

              	

              	

              	

              	
            


            
              	1995

              	1,060,220

              	458,220

              	145,860

              	299,010

              	128,600

              	

              	
            


            
              	2000

              	1,982,260

              	768,390

              	379,780

              	535,720

              	315,900

              	

              	
            


            
              	2005

              	3,437,030

              	1,147,410

              	968,450

              	581,560

              	559,810

              	171,220

              	1,490
            

          


          ^ includes service tax, et al


          This is a chart of trend of non-tax revenues of the Government of India assessed by the Finance Commissions from time to time with figures in millions of Indian Rupees.


          
            
              	Year

              	Non-tax Revenues

              	Interest

              	Dividend
            


            
              	1995

              	355,210

              	180,460

              	58,210
            


            
              	2000

              	574,640

              	

              	
            


            
              	2005

              	701,350

              	

              	
            

          


          ^ includes dividend and profit from public sector undertakings and RBI, et al
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        Government of Pakistan


        
          

          Government of Pakistan (Urdu: حکومتِ پاکستان), The Constitution of Pakistan provides for a Federal Parliamentary System of government, with a President as the Head of State and an indirectly-elected Prime Minister as the chief executive.


          


          About the government


          The President of Pakistan is the Head of State and Commander in Chief of the Armed Forces, and is elected for a five-year term by the Electoral College of Pakistan - composed of the Senate, the National Assembly, and the four Provincial Assemblies. The Presidents appointment and term are constitutionally independent of the Prime Ministers term. The current President of Pakistan is Pervez Musharraf, who came to power after a military coup on October 12, 1999.


          The Prime Minister of Pakistan is usually the leader of the largest party in the National Assembly and is assisted by a cabinet of ministers drawn from both chambers of the federal legislature.


          The bicameral federal legislature comprises the 100member Senate (with seats equally distributed among the provinces and the FATA and the capital) and the 342member National Assembly. Both the Senate and the National Assembly have seats reserved for women and religious minorities. Senators are elected for six-year terms, with staggered elections every three years, whilst members of the National Assembly are elected for five-year terms. The Constitution provides for the President to address the federal legislature together at the start of the first session after any general elections.


          The last National Assembly elections were held in October 2002, and Senate elections in February 2003. One notable outcome was the election of 91 women to Parliament - the largest number and percentage of women in the parliament of any Muslim-majority country.


          Each province has a similar government setup with a Provincial Assembly elected for a five-year term through multi-party elections, which in turn elects a Chief Minister - the executive head of the province. The Chief Minister nominates a candidate for the office of Provincial Governor and the Provincial Assembly ratifies the nominee for a five-year term.


          


          Federal government


          
            	President of Pakistan


            	Prime Minister of Pakistan


            	Leader of the Opposition


            	National Security Council


            	National Assembly


            	Senate


            	Federal Ministers


            	Federal Government Ministries


            	Attorney General


            	Judiciary

          


          


          Provincial governments


          
            	Islamabad Capital Territory


            	Government of Punjab


            	Government of Sindh


            	Government of the North-West Frontier Province


            	Government of Balochistan

          


          


          Local governments


          
            	Divisions (abolished in August 2000)


            	Districts


            	Tehsils


            	Union and Village Councils

          


          


          Recent developments


          On November 3, 2007, President Musharraf suspended Pakistan's constitution by declaring a state of emergency.


          


          Ministries and divisions


          
            
              	
                
                  	Cabinet Secretariat

                    
                      	Cabinet Division


                      	Establishment Division

                    

                  

                


                
                  	Ministry of Commerce

                    
                      	Commerce Division

                    

                  

                


                
                  	Ministry of Communications

                    
                      	Communications Division

                    

                  

                


                
                  	Ministry of Culture and Sports

                    
                      	Culture and Sports Division

                    

                  

                


                
                  	Ministry of Defence

                    
                      	Defence Division

                    

                  

                


                
                  	Ministry of Defence Production

                    
                      	Defence Production Division

                    

                  

                


                
                  	Ministry of Economic Affairs & Statistics

                    
                      	Economic Affairs Division


                      	Statistics Division

                    

                  

                


                
                  	Ministry of Education

                    
                      	Education Division

                    

                  

                


                
                  	Ministry of Environment

                    
                      	Environment Division

                    

                  

                


                
                  	Ministry of Finance & Revenue

                    
                      	Finance Division


                      	Revenue Division

                    

                  

                


                
                  	Ministry of Food, Agriculture & Livestock

                    
                      	Food, Agriculture & Livestock Division

                    

                  

                


                
                  	Ministry of Foreign Affairs

                    
                      	Foreign Affairs Division

                    

                  

                


                
                  	Ministry of Health

                    
                      	Health Division

                    

                  

                


                
                  	Ministry of Housing & Works

                    
                      	Housing & Works Division

                    

                  

                


                
                  	Ministry of Industries, Production & Special Initiatives

                    
                      	Industries, Production & Special Initiatives Division

                    

                  

                


                
                  	Ministry of Information & Broadcasting

                    
                      	Information & Media Division

                    

                  

                


                
                  	Ministry of Information Technology

                    
                      	IT & Telecom Division

                    

                  

                


                
                  	Ministry of Interior

                    
                      	Interior Division

                    

                  

                


                
                  	Ministry of Kashmir Affairs and Northern Areas

                    
                      	Kashmir Affairs and Northern Areas Division

                    

                  

                


                
                  	Ministry of Labour, Manpower & Overseas Pakistanis

                    
                      	Labour& Manpower Division


                      	Overseas Pakistanis Division

                    

                  

                

              

              	
                
                  	Ministry of Law, Justice & Human Rights

                    
                      	Law, Justice & Human Rights Division

                    

                  

                


                
                  	Ministry of Local Government and Rural Development

                    
                      	Local Government and Rural Development Division

                    

                  

                


                
                  	Ministry of Minorities

                    
                      	Minorities Affairs Division

                    

                  

                


                
                  	Ministry of Narcotics Control

                    
                      	Narcotics Control Division

                    

                  

                


                
                  	Ministry of Parliamentary Affairs

                    
                      	Parliamentary Affairs Division

                    

                  

                


                
                  	Ministry of Petroleum & Natural Resources

                    
                      	Petroleum & Natural Resources Division

                    

                  

                


                
                  	Ministry of Population Welfare

                    
                      	Population Welfare Division

                    

                  

                


                
                  	Ministry of Ports and Shipping

                    
                      	Ports and Shipping Division

                    

                  

                


                
                  	Ministry of Privatization

                    
                      	Privatization Division

                    

                  

                


                
                  	Ministry of Railways

                    
                      	Railways Division

                    

                  

                


                
                  	Ministry of Religious Affairs & Zakat & Ushr

                    
                      	Religious Affairs & Zakat & Ushr Division

                    

                  

                


                
                  	Ministry of Science and Technology
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          The Grand Canal of China ( simplified Chinese: 大运河; traditional Chinese: 大運河; pinyin: D Ynh), also known as the Beijing-Hangzhou Grand Canal ( simplified Chinese: 京杭大运河; traditional Chinese: 京杭大運河; pinyin: Jīng Hng D Ynh) is the longest ancient canal or artificial river in the world. It passes through the cities of Beijing and Tianjin and the provinces of Hebei, Shandong, Jiangsu and Zhejiang. The oldest parts of the canal date back to the 5th century BC, although the various sections were finally combined into one during the Sui Dynasty (581618 AD).


          The total length of the Grand Canal is roughly 1,770 km (1,114 miles). Its greatest height is reached in the mountains of Shandong, at a summit of roughly 42 m (138 ft); ships traveling in canals of China did not have trouble reaching higher elevations since the 10th century, when the pound lock was invented in Song Dynasty China. The canal's size and grandeur had won for it the admiration of many throughout history, including the Japanese monk Ennin (794864), the Persian historian Rashid al-Din (12471318), and the Korean official Choe Bu (14541504).


          Historically, the periodic flooding of the adjacent Yellow River threatened the safety and functioning of the Grand Canal. On some occasionsduring times of warthe high dykes of the Yellow River were purposefully broken in order to flood advancing enemy troops. Yet this ultimately caused disaster and prolonged economic hardships. Despite temporary periods of desolation and disuse, the Grand Canal fomented an indigenous and growing economic market of China's urban centers throughout the ages since the Sui.
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          History


          


          Early history


          In the late Spring and Autumn Period (722-481 BC), Fuchai, the Duke of Wu (present-day Suzhou), ventured north to conquer the neighbouring state of Qi. He ordered a canal be constructed for trading purposes, as well as a means to ship ample supplies north lest his forces should engage the northern states of Song and Lu. This canal became known as the Han Gou, or 'Han-country Conduit'. Work began in 486 BC south of Yangzhou in Jiangsu, and within three years the Han Gou had connected the Yangtze River to the Huai River by means of existing waterways, lakes and marshes.


          The Han Gou is actually known as the second oldest section of the later Grand Canal, since the Hong Gou ('Canal of the Flying Geese', or 'Far-Flung Canal') most likely preceded it. It linked the Yellow River near Kaifeng to the Si and Bian rivers, and became the model for the shape of the Grand Canal in the north. The exact date of the Hong Gou's construction is uncertain; its first known written mention was made by the diplomat Su Qin in 330 BC when discussing state boundaries. The historian Sima Qian (14590 BC) dated it much earlier than the 4th century BC, attributing it to the work of the mythological Yu the Great; modern scholars now consider it to belong to the 6th century BC.


          This Han Gou section of the canal was not only important for private trade, but remained continually important for conducting martial marine campaigns. For example, in the year 280 the naval commander Wang Jun led a victorious campaign against Eastern Wu by facilitating the use of this canal for his passing fleet. By the middle of the sixth century AD, its winding course had been rationalised into a straighter canal, the Shanyang River, which took its name from its terminus on the Huai.


          


          Grand Canal in the Sui Dynasty
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          The Grand Canal as we see it today was in large part a creation of the Sui Dynasty (581-618), a result of the migration of Chinas core economic and agricultural region away from the Yellow River valley and toward what is now Jiangsu and Zhejiang provinces. Its main role throughout its history was the transport of grain to the capital. However, the institution of the Grand Canal by the Sui also obviated the need for the army to become self-sufficient farmers while posted in the northern frontier, as food supplies could now easily be shipped from south to north.


          By the year 600, there were major build ups of silt on the bottom of the Hong Gou canal, obstructing river barges whose drafts were too deep for its waters. The chief engineer of the Sui Dynasty, Yuwen Kai, advised the dredging of a new canal that would run parallel to the existing canal, diverging from it at Chenliu ( Yanzhou). The new canal was to pass not Xuzhou, but Suzhou, to avoid connecting with the Si River, and instead make a direct connection with the Huai River just west of Lake Hongze. With the recorded labor of five million men and women under the supervision of Ma Shumou, the first major section of the Grand Canal was completed in the year 605called the Bian Qu. The Grand Canal was fully completed under the second Sui emperor, from the years 604 to 609, first by linking Luoyang to the Yangzhou (and the Yangzi valley), then expanding it to Hangzhou (south), and to Beijing (north). This allowed the southern area to provide grains to the northern province and to troops. Running alongside and parallel to the canal was an imperial roadway and post offices supporting a courier system. The government also planted an enormous line of trees. The history of the canal's construction is handed down in the book Kaiheji ('Record of the Opening of the Canal').


          The earlier dyke-building project in 587 along the Yellow Riveroverseen by engineer Liang Ruiestablished canal lock gates which regulated water levels for the canal. Double slipways were also installed in order to haul boats over when the difference in water levels were too great for the flash lock to operate.
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          Between 604 to 609, Emperor Yang Guang (or Sui Yangdi) of the Sui dynasty ordered a number of canals be dug in a Y shape, from Hangzhou in the south to termini in (modern) Beijing and in the capital region along the Yellow River valley. When the canal was completed it linked the river systems of the Qiantang River, the Yangtze River, the Huai River, the Yellow River, the Wei River and the Hai River. Its southern section, running between Hangzhou and the Yangtze, was named the Jiangnan River (the river South of the Yangtze). The canals central portions stretched from Yangzhou to Luoyang: the section between the Yangtze and the Huai continued to be the Shanyang River; the next section connected the Huai to the Yellow and was called the Tongji Channel. The northernmost portion, linking Beijing and Luoyang, was named the Yongji Channel. This portion of the canal was used to transport troops to what is now the North Korean border region during the Goguryeo-Sui Wars (598614). After the canal's completion in 609, Emperor Yang led a recorded 105 km (65 mile) long naval flotilla of boats from the north down to his southern capital at Yangzhou.


          It should be recognized that the Grand Canal at this time was not a continuous, man-made canal but a collection of often non-contiguous artificial cuts and canalised or natural rivers.


          


          Grand Canal from Tang to Yuan


          Although the Tang Dynasty (618907) capital at Chang'an was the most thriving metropolis of China in its day, it was the city of Yangzhouin close proximity to the Grand Canalthat was the economic hub during the Tang era. Besides being the headquarters for the government salt monopoly and the largest pre-modern industrial production center of the empire, Yangzhou was also the geographical midpoint along the north-south trade axis, and so became the major centre for southern goods shipped north. One of the greatest benefits of the canal system in the Tang Dynastyand subsequent dynastieswas that it reduced the cost of shipping taxed grain from the Yangtze River Delta to northern China. Minor additions to the canal were made since the Sui to cut down on travel time, but overall no fundamental differences existed between the Sui and Tang Grand Canal.


          By the year 735 it was recorded that about 149,685,400 kg (165,000 t) of grain was shipped annually along the canal. The Tang government oversaw canal lock efficiency and built granaries along route in case a flood or other disaster impeded the path of shipment. To ensure smooth travel of grain shipments, the Transport Commissioner Liu Yan (in office from 763779) had special river barge ships designed and constructed to fit the depths of each section of the entire canal.


          After the An Shi Rebellion (755763), the economy of north China was greatly damaged and never recovered due to wars and to constant floodings of the Yellow River. Such a case occurred in the year 858 when an enormous flood along the Grand Canal inundated thousands of acres of farmland and killed tens of thousands of people in the North China Plain. Such an ill-fated event reduced the legitimacy of a ruling dynasty and those who perceived it as losing the Mandate of Heaven; this was a good reason for dynastic authorities to maintain a smooth and efficient-running canal system.
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          The city of Kaifeng grew to be a major hub, later becoming the capital of the Song Dynasty (9601279). Although the Tang and Song dynasty international seaportsthe greatest being Guangzhou and Quanzhou, respectivelyand the maritime foreign trade brought merchants great fortune, it was the Grand Canal within China that spurred the greatest amount of economic activity and commercial profit. During the Song and earlier periods, barge ships occasionally crashed and wrecked along the Shanyang Yundao section of the Grand Canal while passing the double slipways, and more often than not they were robbed of the tax grain by local bandits. This prompted Qiao Weiyo, an Assistant Commissioner of Transport for Huainan, to invent a double-gate system known as the pound lock in the year 984. This allowed ships to wait within a gated space while the water could be drained to appropriate levels, while the Chinese also built roofed hangers over the space to add further protection for the ships.


          Much of the Grand Canal south of the Yellow River was ruined for several years after 1128, when Du Chong decided to break the dykes and dams holding back the waters of the Yellow River in order to decimate the oncoming Jurchen invaders. The Jurchen Jin Dynasty continually battled with the Song in the region between the Huai River and Yellow River; this warfare led to the dilapidation of the canal until the Mongols invaded in the 13th century and began necessary repairs.


          During the Mongol Yuan Dynasty (12711368), the capital of China was moved to Beijing, eliminating the need for the canal arm flowing west to Kaifeng or Luoyang. A summit section was dug across the foothills of the Shandong massif during the 1280s, shortening the overall length by as much as 700 km (making the total length about 1800 km) and linking Hangzhou and Beijing in a direct north-south waterway for the first time. Just like the Song and Jin era, the canal fell into disuse and dilapidation during the Yuan Dynasty's decline.


          


          Ming Dynasty restoration
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          The Grand Canal was renovated almost in its entirety between 1411 and 1415 during the Ming Dynasty (13681644). A magistrate of Jining, Shandong sent a memorial to the throne of the Yongle Emperor protesting the current inefficient means of transporting 4,000,000 shi (428,000,000 liters) of grain a year by means of transferring it along several different rivers and canals in barge types that went from deep to shallow after the Huai River, and then transferred back onto deep barges once the shipment of grain met with the Yellow River. Chinese engineers built a dam to divert the Wen River to the southwest in order to feed 60% of its water north into the Grand Canal and the other percent heading south. They dug four large reservoirs in Shandong to regulate water levels, which allowed them to avoid pumping water from local sources and tables. Between 1411 and 1415, a total of 165,000 laborers dredged the canal bed in Shandong, built new channels, embankments, and canal locks.


          The Yongle Emperor moved the Ming capital from Nanjing to Beijing in 1403. This move deprived Nanjing of its status as chief political centre of China. The reopening of the Grand Canal also benefited Suzhou over Nanjing, since the former was in a better position along the main artery of the Grand Canal, hence it became Ming China's greatest economic centre. The only other viable contender with Suzhou in the Jiangnan region was Hangzhou, but it was located 200 km (124 miles) further down the Grand Canal and away from the main delta. Even the shipwrecked Korean Choe Bu (14541504)while traveling for five months throughout China in 1488acknowledged that Hangzhou served not as a competitor but as an economic feeder into the greater Suzhou market. Therefore, the Grand Canal served to make or break the economic fortunes of certain cities along its route, and served as the economic lifeline of indigenous trade within China.


          The scholar Gu Yanwu of the early Qing Dynasty (16441912) estimated that the previous Ming Dynasty had to employ 47,004 full-time laborers recruited by the lijia corve system in order to maintain the entire canal system. It is known that 121,500 soldiers and officers were needed simply to operate the 11,775 government grain barges in the mid 15th century.


          Besides its function as a grain shipment route and major vein of river borne indigenous trade in China, the Grand Canal had long been a government-operated courier route as well. In the Ming Dynasty, official courier stations were placed at intervals of 35 to 45 km. Each courier station was assigned a different name, all of which were popularized in travel songs of the period.


          


          Qing Dynasty and 20th century China


          The Manchus invaded China in the mid 17th century, allowed through the northern passes by the Chinese general Wu Sangui once the Ming capital at Beijing had fallen into the hands of a rebel army. The Manchus had established the Qing Dynasty (16441912), and under their leadership the Grand Canal was overseen and maintained just as in earlier times.


          In 1855, the Yellow River flooded and changed its course, severing the course of the canal in Shandong. This was foreshadowed by a Chinese official in 1447, who remarked that the flood-prone Yellow River made the Grand Canal like a throat that could be easily strangled (leading some officials to request reopening the grain shipment through the East China Sea). Because of various factors - the difficulty of crossing the Yellow River, the increased development of an alternative sea route for grain-ships, and the opening of the Tianjin-Pukou Railway and the Beijing-Hankou Railway - the canal languished and for decades the northern and southern parts remained separate. Many of the canal sections fell into disrepair, and some parts were returned to flat fields. Even today, the Grand Canal has not fully recovered from this disaster. After the founding of the People's Republic of China in 1949, the need for economic development led the authorities to order heavy reconstruction work.


          The economic importance of the canal likely will increase because the governments of the Shandong, Jiangsu and Zhejiang Provinces plan dredging that should increase shipping capacity by 40 percent by 2012.


          


          Historical sections


          As well as its present-day course, fourteen centuries of canal-building have left the Grand Canal with a number of historical sections. Some of these have disappeared, others are still partially extant, and others form the basis for the modern canal. The following are the most important, but are not an exhaustive list.


          


          Jia Canal


          In 12b.c, to solve the problem of the Grand Canal having to use 100miles (160km) of the perilous course of the Yellow River in Northern Jiangsu, a man named Li Hualong opened the Jia Canal. Named after the Jia River whose course it followed, it ran 90miles (140km) from Xiazhen (modern Weishan) on the shore of Shandong's Weishan Lake to Suqian in Jiangsu. The construction of the Jia Canal left only 60miles (97km) of Yellow River navigation on the Grand Canal, from Suqian to Huai'an, which by 1688 had been removed by the construction of the Middle Canal by Jin Fu.


          


          Nanyang New Canal


          In 1566, to escape the problems caused by flooding of the Yellow River around Yutai (now on the western shore of Weishan Lake), the Nanyang New Canal was opened. It ran for 47miles (76km) from Nanyang (now Nanyang Town in the centre of Weishan Lake) to the small settlement of Liucheng (in the vicinity of modern Gaolou Village, Weishan County, Shandong) north of Xuzhou City. This change in effect moved the Grand Canal from the low-lying and flood-prone land west of Weishan Lake onto the marginally higher land to its east. It was fed by rivers flowing east-west from the borders of the Shandong massif.


          


          Huitong Canal


          North of the Jizhou Canal summit section, the Huitong Canal ran downhill, fed principally by the River Wen, to join the Wei River at the city of Linqing. In 1289, a geological survey preceded its one-year construction. The Huitong Canal, built by an engineer called Ma Zhizhen, ran across sharply sloping ground, and the high concentration of locks gave it the nicknames chahe or zhahe, ie 'the river of locks'. Its great number of feeder springs (between two- and four-hundred, depending on the counting method and season of the year) also led to it being called the quanhe or 'river of springs'.


          


          Jizhou Canal


          This, the grand canal's first true summit section, was engineered by the Mongol Oqruqči in 1238 to connect Jining to the southern end of the Huitong Canal. It rose to a height of 138' above the Yangtze, but environmental and technical factors left it with chronic water shortages until it was re-engineered in 1411 by Song Li of the Ming. Song Li's improvements, recommended by a local man named Bai Ying, included damming the rivers Wen and Guang and drawing lateral canals from them to feed reservoir lakes at the very summit, at a small town called Nanwang.


          


          Duke Huan's Conduit


          In 369 AD, General Huan Wen of the Eastern Jin dynasty connected the shallow river valleys of the Huai and the Yellow. He achieved this by joining two of these rivers' tributaries, the Si and the Ji respectively, at their closest point, across a low watershed of the Shandong massif. Huan Wens primitive summit canal became a model for the engineers of the Jizhou Canal.


          


          Yilou Canal


          The Shanyang Canal originally opened onto the Yangtze a short distance south of Yangzhou. As the north shore of the Yangtze gradually silted up to create the sandbank island of Guazhou, it became necessary for boats crossing to and from the Jiangnan Canal to sail the long way around the eastern edge of that island. After a particularly rough crossing of the Yangtze from Zhenjiang, the local prefect realised that a canal dug directly across Guazhou would slash the journey time and so make the crossing safer. The Yilou Canal was opened in 738 AD and still exists, though not as part of the modern grand canal route.


          


          Modern course


          Although, as mentioned above, only the section from Hangzhou to Jining is navigable, the Grand Canal nominally runs between Beijing and Hangzhou over a total length of 1,794 km (1,115 miles). Its course is today divided into seven sections. From south to north these are the Jiangnan Canal, the Li Canal, the Zhong Canal, the Lu Canal, the South Canal, the North Canal, and the Tonghui River.


          


          Jiangnan Canal
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          This southernmost section of the canal runs from Hangzhou in Zhejiang, where the canal connects with the Qiantang River, to Zhenjiang in Jiangsu, where it meets the Yangtze. After leaving Hangzhou the canal passes around the eastern border of Lake Tai, through the major cities of Jiaxing, Suzhou, Wuxi and Changzhou before reaching Zhenjiang. The Jiangnan (or South of the Yangtze) Canal is very heavily used by barge traffic bringing coal and construction materials to the booming delta. It is generally a minimum of 100 metres wide in the congested city centres, and often two or three times this width in the countryside beyond. In recent years, broad bypass canals have been dug around the major cities to reduce traffic jams.


          


          Li Canal


          This Inner Canal runs between the Yangtze and Huai'an in Jiangsu, skirting the Shaobo, Gaoyou and Hongze lakes of central Jiangsu. Here the land lying to the west of the canal is higher than its bed while the land to the east is lower. Traditionally the Shanghe region west of the canal has been prone to frequent flooding, while the Xiahe region to its east has been hit by less frequent but immensely damaging inundations caused by failure of the Grand Canal levees. Recent works have allowed floodwaters from Shanghe to be safely diverted out to sea.


          


          Zhong Canal
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          This Middle Canal section runs from Huai'an to Weishan Lake, passing through Luoma Lake and following more than one course, the result of the impact of centuries of Yellow River flooding. After Pizhou, a northerly course passes through Taierzhuang to enter Weishan Lake at Hanzhuang bound for Nanyang and Jining (this course is the remnant of the New Nanyang Canal of 1566  see below). A southerly course passes close by Xuzhou and enters Weishan Lake near Peixian. This latter course is less used today.


          


          Lu Canal


          At Weishan Lake, both courses enter Shandong province. From here to Linqing, the canal is called the Lu or Shandong Canal. It crosses a series of lakes - Zhaoyang, Dushan and Nanyang - which nominally form a continuous body of water. At present, water shortages mean that the lakes are often largely dry land. North of the northernmost Nanyang Lake is the city of Jining. Further on, about 30 km north of Jining, the highest elevation of the canal (38.5 m above sea level) is reached at the town of Nanwang. In the 1950s a new canal was dug to the south of the old summit section. The old summit section is now dry, while the new canal holds too little water to be navigable. About 50 km further north, passing close by Dongping Lake, the canal reaches the Yellow River. By this point waterless, it no longer communicates with the river. It reappears again in Liaocheng City on the north bank where, intermittently flowing through a renovated stone channel, it reaches the city of Linqing on the Shandong - Hebei border.


          


          Southern Canal
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          The fifth section of the canal extends from Linqing to Tianjin, following the course of the canalised Wei River. Though one of the northernmost sections, its name derives from its position relative to Tianjin. The Wei River at this point is very heavily polluted, and drought and industrial water extraction have left it too low to be navigable. The canal, now in Hebei province, passes through the cities of Dezhou and Cangzhou. Although visitors might see the canal as a deep waterway in these city centres, its depth is maintained by weirs and the canal is in fact all but dry where it passes through the surrounding countryside. Finally, the canal joins the Hai River in Tianjin city centre, where it turns north-westward.


          


          Northern Canal and Tonghui River


          In Tianjin the canal heads northwest, following for a short time the course of the Yongding, a tributary of the Hai River, before branching off toward Tongzhou on the edge of Beijing municipality. It is here that the modern canal stops and that a Grand Canal Cultural Park has been built. During the Yuan dynasty a further canal, the Tonghui River, connected Tongzhou with a wharf called the Houhai or rear sea in central Beijing. In the Ming and Qing dynasties, however, the water level in the Tonghui River dropped and it was impossible for ships to travel from Tongzhou to Beijing. Tongzhou became the north shipping terminus of the canal. Cargos were unloaded at Tongzhou and transported to Beijing by land. The Tonghui river still exists as a wide, concrete lined storm-channel and drain for the suburbs of Beijing.


          


          Elevations


          Though the canal nominally crosses the watersheds of five river systems, in reality the variation between these is so low that it has only a single summit section. The elevation of the canal bed varies from 1 m below sea level at Hangzhou to 38.5 m above at its summit. At Beijing it reaches 27 m, fed by streams flowing downhill from the mountains to the west. The water flows from Beijing toward Tianjin, from Nanwang north toward Tianjin, and from Nanwang south toward Yangzhou. The water level in the Jiangnan Canal remains scarcely above sea level (the Zhenjiang ridge is 12 meters higher than the Yangzi River).


          


          Uses


          


          Transportation
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          From the Tang to Qing dynasties, the Grand Canal served as the main artery between northern and southern China and was essential for the transport of grain to Beijing. Although it was mainly used for shipping grain, it also transported other commodities and the corridor along the canal developed into an important economic belt. Records show that, at its height, every year more than 8,000 boats transported 4 to 6 million dan (240,000-360,000 tons) of grain. The convenience of transport also enabled rulers to lead inspection tours to southern China. In the Qing Dynasty, emperors Kangxi and Qianlong made twelve trips to the south, on all occasions but one reaching Hangzhou.


          The Grand Canal also enabled cultural exchange and political integration to mature between the north and south of China. The canal even made a distinct impression on some of China's early European visitors. Marco Polo recounted the Grand Canal's arched bridges as well as the warehouses and prosperous trade of its cities in the 13th century (though be aware that doubts have been cast on Polos claims). The famous Roman Catholic missionary Matteo Ricci travelled from Nanjing to Beijing on the canal at the end of 16th century.


          Since the founding of the People's Republic of China in 1949, the canal has been used primarily to transport vast amounts of bulk goods such as bricks, gravel, sand, diesel and coal. The Jianbi shiplocks on the Yangtze are currently handling some 75,000,000 tons each year, and the Li Canal is forecast to reach 100,000,000 tons in the next few years.


          


          South-North Water Transfer Project


          The Grand Canal is currently being upgraded to serve as the Eastern Route of the South-North Water Transfer Project. Additional amounts of water from the Yangtze will be drawn into the canal in Jiangdu City, where a giant 400 cu.m./s. pumping station was built already in the 1980s, and is then fed uphill by pumping stations along the route and through a tunnel under the Yellow River, from where it can flow downhill to reservoirs near Tianjin. Construction on the Eastern Route officially began on December 27, 2002, and water is supposed to reach Tianjin by 2012. However, water pollution has affected the viability of this project.
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          The Grand Canyon is a steep-sided gorge carved by the Colorado River in the U.S. state of Arizona,and parts of Nevada. It is largely contained within the Grand Canyon National Park  one of the first national parks in the United States. President Theodore Roosevelt was a major proponent of preservation of the Grand Canyon area, and visited on numerous occasions to hunt and enjoy the scenery.
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          Longstanding scientific consensus has been that the canyon was created by the Colorado River over a period of six million years, but research released in 2008 suggests a much longer 17 million year time span. The canyon is 277 miles (446 km) long, ranges in width from 4 to 18 miles (6.4 to 29 km) and attains a depth of more than a mile (1.6 km). Nearly two billion years of the Earth's history have been exposed as the Colorado River and its tributaries cut their channels through layer after layer of rock while the Colorado Plateau was uplifted. The "canyon started from the west, then another formed from the east, and the two broke through and met as a single majestic rent in the earth some six million years ago. [...] The merger apparently occurred where the river today, coming from the north, bends to the west, in the area known as the Kaibab Arch."


          During prehistory, the area was inhabited by Native Americans who built settlements within the canyon and its many caves. The Pueblo people considered the Grand Canyon ("Ongtupqa" in Hopi language) a holy site and made pilgrimages to it. The first European known to have viewed the Grand Canyon was Garca Lpez de Crdenas from Spain, who arrived in 1540. In 1869, Major John Wesley Powell, a one-armed Civil War veteran with a thirst for science and adventure, made the first recorded journey through the canyon on the Colorado River. Powell referred to the sedimentary rock units exposed in the canyon as "leaves in a great story book".


          


          Geography
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          The Grand Canyon is a massive rift in the Colorado Plateau that exposes uplifted Proterozoic and Paleozoic strata and is also one of the six distinct physiographic sections of the Colorado Plateau province. The Grand Canyon is unmatched throughout the world for the vistas it offers to visitors on the rim. It is not the deepest canyon in the world  Cotahuasi Canyon (11598 feet or 3535 m) and Colca Canyon (10499 feet or 3200 m), both in Arequipa, Peru, and Hell's Canyon (7,993 feet or2436 m) on the Oregon-Idaho border, are all deeper  but Grand Canyon is known for its overwhelming size and its intricate and colorful landscape. Geologically it is significant because of the thick sequence of ancient rocks that are beautifully preserved and exposed in the walls of the canyon. These rock layers record much of the early geologic history of the North American continent.
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          Uplift associated with mountain building events later moved these sediments thousands of feet upward and created the Colorado Plateau. The higher elevation has also resulted in greater precipitation in the Colorado River drainage area, but not enough to change the Grand Canyon area from being semi-arid. The uplift of the Colorado Plateau is uneven, and the north-south trending Kaibab Plateau that Grand Canyon bisects is over a thousand feet higher at the North Rim (about 1,000ft/300m) than at the South Rim. The fact that the Colorado River flows in a curve around the higher North Rim part of the Kaibab Plateau and closer to the South Rim part of the plateau is also explained by this asymmetry. Ivo Lucchitta of the U.S. Geological Survey first suggested that, as the Colorado River developed before significant erosion of the region, it naturally found its way across or around the Kaibab Uplift by following a "racetrack" path to the south of the highest part of the plateau. Almost all runoff from the North Rim (which also gets more rain and snow) flows toward the Grand Canyon, while much of the runoff on the plateau behind the South Rim flows away from the canyon (following the general tilt). The result is deeper and longer tributary washes and canyons on the north side and shorter and steeper side canyons on the south side.


          Temperatures on the North Rim are generally lower than the South Rim because of the greater elevation (averaging 8,000ft/2,438m above sea level). Heavy rains are common on both rims during the summer months. Access to the North Rim via the primary route leading to the canyon ( State Route 67) is limited during the winter season due to road closures. Views from the North Rim tend to give a better impression of the expanse of the canyon than those from the South Rim.


          


          Geology
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          The principal consensus among geologists is that the Colorado River basin (of which the Grand Canyon is a part) has developed in the past 40 million years. A recent study places the origins of the canyon beginning some 17 million years ago. Previous estimates had placed the age of the canyon at 5 to 6 million years. The study, which was published in 2008 in the journal Science utilized uranium-lead dating to analyze calcite deposits found on the walls of nine caves throughout the canyon. There is a substantial amount of controversy because this research suggests a such substantial departure from prior widely supported scientific consensus.


          The result of all this erosion is one of the most complete geologic columns on the planet.
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          The major geologic exposures in Grand Canyon range in age from the 2 billion year old Vishnu Schist at the bottom of the Inner Gorge to the 230 million year old Kaibab Limestone on the Rim. Interestingly, there is a gap of about one billion years between the stratum that is about 500 million years old and the lower level, which is about 1.5 billion years old. That indicates a period of erosion between two periods of deposition.


          Many of the formations were deposited in warm shallow seas, near-shore environments (such as beaches), and swamps as the seashore repeatedly advanced and retreated over the edge of a proto-North America. Major exceptions include the Permian Coconino Sandstone, which most geologists interpret as an aeolian sand dune deposit and several parts of the Supai Group.


          The great depth of the Grand Canyon and especially the height of its strata (most of which formed below sea level) can be attributed to 5,000 to 10,000 feet (1500 to 3000 m) of uplift of the Colorado Plateau, starting about 65 million years ago (during the Laramide Orogeny). This uplift has steepened the stream gradient of the Colorado River and its tributaries, which in turn has increased their speed and thus their ability to cut through rock (see the elevation summary of the Colorado River for present conditions).


          Weather conditions during the ice ages also increased the amount of water in the Colorado River drainage system. The ancestral Colorado River responded by cutting its channel faster and deeper.


          The base level and course of the Colorado River (or its ancestral equivalent) changed 5.3 million years ago when the Gulf of California opened and lowered the river's base level (its lowest point). This increased the rate of erosion and cut nearly all of the Grand Canyon's current depth by 1.2 million years ago. The terraced walls of the canyon were created by differential erosion.


          About one million years ago, volcanic activity (mostly near the western canyon area) deposited ash and lava over the area, which at times completely obstructed the river. These volcanic rocks are the youngest in the canyon.


          


          Human history
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          The Ancestral Puebloans (The Ancient Ones, or Anasazi)


          
            	The Basketmakers


            	The Pueblo Anasazi


            	Ancient Puebloan Occupation of the Grand Canyon

              
                	Nankoweap Canyon


                	The Unkar Delta (see Geology of the Grand Canyon area)


                	The Bright Angel site

              

            


            	Ancient Pueblo Peoples leave the Canyon

              
                	Beamer's Cabin

                  
                    	The Beamers Back Window
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          Other cultures


          
            	The Cohonina


            	The Sinagua


            	The Pai (The People)


            	The Hualapai (The People of the Pine Trees)


            	The Havasupai (The People of the blue-green water)


            	The Paiutes (The Water People)


            	The Dineh (The People)

          


          


          European arrival and settlement


          


          The Spanish explorers


          In September 1540, under orders from the conquistador Francisco Vzquez de Coronado to search for the fabled Seven Cities of Cibola, Captain Garcia Lopez de Cardenas, along with Hopi guides and a small group of Spanish soldiers, traveled to the South Rim of the Grand Canyon between Desert View and Moran Point. Pablo de Melgrossa, Juan Galeras, and a third soldier descended some one third of the way into the Canyon until they were forced to return because of lack of water. In their report, they noted that some of the rocks in the Canyon were "bigger than the great tower of Seville." It is speculated that their Hopi guides must have been reluctant to lead them to the river, since they must have known routes to the canyon floor. Afterwards, no Europeans visited the Canyon for over two hundred years.


          Fathers Francisco Atanasio Domnguez and Silvestre Vlez de Escalante were two Spanish Priests who, with a group of Spanish soldiers, explored southern Utah and traveled along the North Rim of the Canyon in Glen and Marble Canyons in search of a route from Santa Fe to California in 1776. They eventually found a crossing at present-day Lees Ferry.


          Also in 1776, Fray Francisco Garces, a Franciscan missionary, spent a week near Havasupai, unsuccessfully attempting to convert a band of Indians. He described the Canyon as "profound". Jacob Hamblin (a Mormon missionary) was sent by Brigham Young in the 1850s to locate easy river crossing sites in the Canyon. Building good relations with local Native Americans and white settlers, he discovered Lee's Ferry in 1858 and Pierce Ferry (later operated by, and named for, Harrison Pierce) - the only two sites suitable for ferry operation. He also acted as an advisor to John Wesley Powell before his second expedition to the Grand Canyon, acting as a diplomat between Powell and the local native tribes to ensure the safety of his party.


          In 1857 Edward Fitzgerald Beale superintendent of an expedition to survey a wagon road along the 35th parallel from Fort Defiance to the Colorado river led a small party of men in search of water on the Coconino plateau on the south rim of the Grand Canyon. On September 19th near present day National Canyon they came upon what May Humphreys Stacey described in his journal as "...a wonderful canyon four thousand feet deep. Everyone (in the party) admitted that he never before saw anything to match or equal this astonishing natural curiosity."


          Also in 1857, the U.S. War Department asked Lieutenant Joseph Ives to lead an expedition to assess the feasibility of an up-river navigation from the Gulf of California. Also in a stern wheeler steamboat "Explorer", after two months and 350 miles (560km) of difficult navigation, his party reached Black Canyon some two months after George Johnson. The "Explorer" struck a rock and was abandoned. Ives led his party east into the Canyon  they were the first Europeans to travel the Diamond Creek drainage and traveled eastwards along the South Rim.


          In 1858, John Strong Newberry became probably the first geologist to visit the Grand Canyon.


          
            	The John Wesley Powell River Expeditions


            	The Brown-Stanton River Expedition


            	Other expeditions

          


          


          Settlers in and near the canyon


          
            	Miners: "Captain" John Hance, William W. Bass, Louis Boucher "The Hermit", Seth Tanner, Charles Spencer, D. W. "James" Mooney


            	Lees Ferry: John Doyle Lee, Emma Lee (17th of John Lee's 19 wives), J. S. Emmett, Charles Spencer


            	Phantom Ranch: David Rust, Mary Colter


            	Grand Canyon Village: Ralph H. Cameron

          


          


          Federal protection


          The federal government administrators who manage park resources face many challenges. These include issues related to the recent reintroduction into the wild of the highly endangered California Condor, air tour overflight noise levels, water rights disputes with various tribal reservations that border the park, and forest fire management. The Grand Canyon National Park superintendent is Steve Martin. Martin was named superintendent on February 5, 2007 to replace retiring superintendent Joe Alston. Martin was previously the National Park Service Deputy Director and superintendent of several other national parks including Denali and Grand Teton.


          


          South Rim buildings


          There are several historical buildings located along the South Rim; most are in Grand Canyon Village.
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          Buckey O'Neill Cabin was built during the 1890s by William Owen O'Neill. He built the cabin because of a copper deposit that was nearby. He had several occupations such as miner, judge, politician, author and tour guide. This cabin is the longest continually standing structure in the South Rim. It is currently used as a guest house; booking is required well in advance.


          Kolb Studio was built in 1904 by brothers Ellsworth and Emery Kolb. They were photographers who made a living by photographing visitors walking down the Bright Angel Trail. In 1911, the Kolb brothers filmed their journey down the Green and Colorado Rivers. Emery Kolb showed this movie regularly in his studio until 1976, when he died at the age of 95. Today the building serves as an art gallery and exhibit.


          The El Tovar Hotel was built in 1905 and is the most luxurious lodging on the South Rim. The hotel consists of 4 stories with a rustic chalet appearance. It was designed by Charles Whittlesley. A gift shop and restaurant are located inside the hotel.


          Hopi House was built by Mary Jane Colter in 1905. It is based on structures that were built in an ancient Hopi settlement called Old Oraibi, located on the Third Mesa in eastern Arizona. It served as a residence for the Hopi Indians who sold arts and crafts to visitors in the South Rim.


          Verkamp's Curios was built by John Verkamp in 1905. He sold arts and crafts as well as souvenirs. It is currently run by his descendants and stands next to the Hopi House.


          Grand Canyon Railway Depot was built in 1909 and contains 2 levels. It is one of only three log-cabin-style train stations currently standing in the United States, of the fourteen ever built in the U.S. The depot is the northern terminus of the Grand Canyon Railway which begins in Williams, Arizona.


          Lookout Studio was built in 1914 and is another structure that was designed by Mary Colter. Photography artwork, books, souvenirs, and rock and fossil specimens are sold here. A great view of Bright Angel Trail can be seen here.


          Desert View Watchtower was built in 1932 and is one of Mary Colter's best-known works. Situated at the far eastern end of the South Rim, 27 miles (43 km) from Grand Canyon Village, the tower sits on a 7,400 foot (2,256 m) promontory. It offers one of the few views of the bottom of the Canyon and the Colorado River. It is designed to mimic an Anasazi watchtower though it is larger than existing ones.


          Bright Angel Lodge was built of logs and stone in 1935. Mary Colter designed the lodge and it was built by Fred Harvey. Inside the lodge is a small museum honoring Fred Harvey, who played a major role in popularizing the Grand Canyon. In the history room is a fireplace that is made of stone from the South Rim that is layered in the same sequence as in the canyon.


          


          Ecosystem


          Federal officials started a flood in the Grand Canyon in hopes of restoring its ecosystem on March 5, 2008. The canyon's ecosystem was permanently changed after the construction of the Glen Canyon Dam in 1963.
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          Weather


          Weather in the Grand Canyon varies according to elevation.
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          The forested rims are high enough to receive winter snowfall, but along the Colorado River in the Inner Gorge, temperatures are similar to those found in Tucson and other low elevation desert locations in Arizona. Conditions in the Grand Canyon region are generally dry, but substantial precipitation occurs twice annually, during seasonal pattern shifts in winter (when Pacific storms usually deliver widespread, moderate rain and high-elevation snow to the region from the west) and in late summer (a phenomenon known as the " monsoon", which delivers waves of moisture from the southeast, causing dramatic, localized thunderstorms fueled by the heat of the day). Average annual precipitation on the South Rim is less than 16 inches (35 cm), with 60 inches (132 cm) of snow, the higher North Rim usually receives 27 inches (59 cm) of moisture, with a typical snowfall of 144 inches (317 cm), and Phantom Ranch, far below the Canyon's rims along the Colorado River at 2,500 feet (762 m) gets just 8 inches (17.6 cm) of rain, and snow is a rarity. The weather is different on the north rim and south rim.
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          Temperatures vary wildly throughout the year, with summer highs within the Inner Gorge commonly exceeding 100 F (37.8 C) and winter minimum temperatures sometimes falling below zero degrees Fahrenheit (-17.8 C) along the canyon's rims. Visitors are often surprised by these potentially extreme conditions, and this, along with the high altitude of the canyon's rims, can lead to unpleasant side effects such as dehydration, sunburn, and hypothermia. Be prepared for a variety of potential weather conditions when visiting, and keep in mind the Grand Canyon is a rugged natural feature located in a remote area subject to a wide range of environmental hazards.


          Weather conditions can greatly affect hiking and canyon exploration, and visitors should obtain accurate forecasts because of hazards posed by exposure to extreme temperatures, winter storms and late summer monsoons. While the park service posts weather information at gates and visitor centers, this is a rough approximation only, and should not be relied upon for trip planning. For accurate weather in the Canyon, hikers should consult the National Weather Service's NOAA weather radio or the official NWS website.
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          Air pollution


          The Grand Canyon has suffered some problems with air pollution, attributed to the nearby Navajo Generating Station, a coal-burning power plant. In 1991 an agreement was reached with the Navajo Generating Station in Page, Arizona to add air pollution control devices to their smokestacks.


          


          Grand Canyon tourism


          Grand Canyon National Park is one of the worlds premier natural attractions, attracting about five million visitors per year. Overall, 83% were from the United States: California (12.2%), Arizona (8.9%), Texas (4.8%), Florida (3.4%) and New York (3.2%) represented the top domestic visitors. Seventeen percent of visitors were from outside the United States; the most prominently represented nations were the United Kingdom (3.8%), Canada (3.5%), Japan (2.1%), Germany (1.9%) and The Netherlands (1.2%).


          


          Activities
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          Aside from casual sightseeing from the South Rim (averaging 7000 feet (2100 metres) above sea level), whitewater rafting, hiking and running are especially popular. The floor of the valley is accessible by foot, muleback, or by boat or raft from upriver. Hiking down to the river and back up to the rim in one day is discouraged by park officials because of the distance, steep and rocky trails, change in elevation, and danger of heat exhaustion from the much higher temperatures at the bottom. Rescues are required annually of unsuccessful rim-to-river-to-rim travelers. Nevertheless, hundreds of fit and experienced hikers complete the trip every year.
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          Camping on the North and South Rims is generally restricted to established campgrounds and reservations are highly recommended, especially at the busier South Rim. There is at large camping available along many parts of the North Rim managed by Kaibab National Forest. Keep in mind North Rim campsites are only open seasonally due to road closures from weather and winter snowpack. All overnight camping below the rim requires a backcountry permit from the Backcountry Country Office (BCO). Each year Grand Canyon National Park receives approximately 30,000 requests for backcountry permits. The park issues 13,000 permits, and close to 40,000 people camp overnight. The earliest a permit application is accepted is the first of the month, four months prior to the proposed start month. Applying as soon as allowed will improve your chances of obtaining an overnight backcountry use permit for the dates of your choice. If you are unable to secure a permit from the Grand Canyon Backcountry Office, or you are not comfortable hiking the Canyon on your own you can go with a professional guide.


          The Coconino Canyon Train is another option for those seeking to take in a more leisurely view of the canyon. It is a 90-minute ride that originates in Grand Canyon National Park at the old Grand Canyon Depot and travels 24 miles through the canyon landscapes. The train is made up of 1923 Pullman cars and runs on tracks built in the 1800s.


          Tourists wishing for a more vertical perspective can board helicopters and small airplanes in Las Vegas, Phoenix and Grand Canyon National Park Airport (seven miles from the South Rim) for canyon flyovers. Scenic flights are no longer allowed to fly within 1500' of the rim within the national park because of a late 90s crash. The last aerial video footage from below the rim was filmed in 1984. However, some helicopter flights land on the Havasupai and Hualapai Indian Reservations within Grand Canyon (outside of the park boundaries). Recently, the Hualapai Tribe opened the glass-bottomed Grand Canyon Skywalk on their property, Grand Canyon West. The Skywalk has seen mixed reviews since the site is only accessible by driving down a 14-mile (23km) dirt road, costs a minimum of $85 in total for reservation fees, a tour package and admission to the Skywalk itself and the fact that cameras are not permitted on the Skywalk at any time. The Skywalk is located 242 miles from the South Rim National Park. Many people mistake the west side of the park by Hermit's Rest as the location of the Skywalk.


          


          Viewing the canyon


          Lipan Point is a promontory located on the South Rim. This point is located to the east of the Grand Canyon Village along the Desert View Drive. There is a parking lot for visitors who care to drive along with the Canyon's bus service that routinely stops at the point. The trailhead to the Tanner Trail is located just before the parking lot. The view from Lipan Point shows a wide array of rock strata and the Unkar Creek area in the inner canyon.


          Perhaps the most heart-stopping view of the canyon is had from the Toroweap Overlook (Tuweep) situated 3000 vertical feet above the Colorado River, about 50 miles downriver from the South Rim and 70 upriver from the Grand Canyon Skywalk. This region  One of the most remote in the United States according to the National Park Service  is reached only by one of three lengthy dirt tracks, that start from St. George, Utah, Colorado City or near Pipe Spring National Monument (both in Arizona). These roads traverse wild, uninhabited land for 97, 62 and 64 miles respectively. A visit to this area can be challenging, but rewarding. The Park Service manages the area for its primitive values and, therefore, improvements and services are minimal.


          


          Grand Canyon fatalities
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          About 600 deaths have occurred in the Grand Canyon since the 1870s. Some of these deaths occurred as the result of overly zealous photographic endeavors, some were the result of airplane collisions within the canyon, and some visitors drowned in the Colorado River. Many hikers overestimate their fitness level, become dehydrated and confused, and must be rescued. The Park Service now posts a picture of an attractive and fit young man at several trailheads with the caption "Every year we rescue hundreds of people from the Canyon. Most of them look like him", in an attempt to discourage hikers from feats which are beyond their abilities.


          According to Over the Edge: Death in the Grand Canyon, 50 fatalities have resulted from falls; 65 deaths were attributable to environmental causes, including heat stroke, cardiac arrest, dehydration, and hypothermia; 7 were caught in flash floods; 79 were drowned in the Colorado River; 242 perished in airplane and helicopter crashes (128 of them in the 1956 disaster mentioned below); 25 died in freak errors and accidents, including lightning strikes and rock falls; 47 committed suicide; and 23 were the victims of homicides.


          [bookmark: 1956_air_disaster]


          1956 air disaster


          In 1956 the Grand Canyon was the site of the deadliest commercial aviation disaster in the United States at the time.


          On the morning of June 30, 1956, a TWA Lockheed Super Constellation and a United Airlines Douglas DC-7 departed Los Angeles International Airport within three minutes of one another on eastbound transcontinental flights. Approximately 90 minutes later, the two propeller-driven airliners collided above the canyon while both were flying in unmonitored airspace.


          The wreckage of both planes fell into the eastern portion of the canyon, on Temple and Chuar buttes, near the confluence of the Colorado and Little Colorado rivers. The disaster killed all 128 passengers and crew members aboard both planes.


          This accident led to the institution of high-altitude flightways and positive control by en route ground controllers.
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        Grand Central Station (Chicago)
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          Grand Central Station was a passenger railroad terminal in downtown Chicago, Illinois from 1890 to 1969. It was located at 201 W. Harrison Street in the south-western part of the Chicago Loop, the block bounded by between Harrison Street, Wells Street, Polk Street and the Chicago River. Grand Central Station was designed by architect Solon Spencer Beman for the Wisconsin Central Railway, and was completed by the Chicago and Northern Pacific Railroad.


          Grand Central Station was eventually purchased by the Baltimore and Ohio Railroad, which used the station as the Chicago terminus for its passenger rail service, including its glamorous Capitol Limited to Washington, D.C. Major tenant railroads included the Soo Line Railroad, successor to the Wisconsin Central, the Chicago Great Western Railway, and the Pere Marquette Railway. The station was eventually shuttered in 1969 and torn down in 1971.


          


          Construction


          In October 1889, a subsidiary of the Wisconsin Central Railway (WC) began constructing a new passenger terminal at the southwest corner of Harrison Street and Wells Street (then called Fifth Avenue) in Chicago, to replace a temporary facility built nearby. The location of this new depot, along the south branch of the Chicago River, was selected to take advantage of the bustling passenger and freight market travelling on nearby Lake Michigan.
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          The station was executed in the Norman Castellated architectural style by architect Solon S. Beman, who had gained notoriety as the designer of the Pullman company neighbourhood. Constructed of brick, brownstone and granite, it was 228feet (70meters) wide on the side facing Harrison Street and 482feet (147meters) long on the side facing Wells. Imposing arches, crenellations, a spacious arched carriage-court facing Harrison Street, and a multitude of towers dominated the walls. Its most famous feature, however, was an impressive 247foot (75meter) tower at the northeast corner of the property. Beman, an early advocate of the Floating raft system to solve Chicago's unique swampy soil problems, designed the tower to sit within a floating foundation supported by 55foot (16.8meter) deep piles. Early on, an 11,000pound (4,990kilogram) bell in the tower rang in the hours. At some point, however, the bell was removed, but the tower (and its huge clock, 13 feet (4 meters) in diameterat one time among the largest in the United States) remained.


          The interior of the Grand Central Station was decorated as extravagantly as the exterior. The waiting room, for example, had marble floors, Corinthian-style columns, stained-glass windows and a marble fireplace, and a restaurant. The station also had a 100-room hotel, but accommodations ended late in 1901.


          
            [image: The train shed of Grand Central Station.]

            
              The train shed of Grand Central Station.
            

          


          Not as famous as the clocktower but equally architecturally unique was Grand Central Station's self-supporting glass and steel train shed, 555feet (169meters) long, 156feet (48meters) wide and 78feet (24meters) tall, among the largest in the world at the time it was constructed. The trainshed, considered an architectural gem and a marvel of engineering long after it was built, housed six tracks and had platforms long enough to accommodate fifteen-car passenger trains. When it was finally completed, the station had cost its railroad owners one million dollars to build.


          Grand Central Station was formally opened on December 8, 1890 by the Chicago and Northern Pacific Railroad, a subsidiary of the Northern Pacific Railway. Seeking access to the Chicago railway market, the Northern Pacific had purchased Grand Central and the trackage leading up to it from the Wisconsin Central with the intention of making the station its eastern terminus. When it opened, Grand Central hosted trains from the WC (which connected with its former trackage in Forest Park, Illinois), and the Minnesota and Northwestern Railroad (M&NW), which made also a connection at Forest Park. By December 1891, the tenants also included the Baltimore and Ohio Railroad, and in 1903, the Pere Marquette Railway also started using the station.


          Weakened by the prolonged economic downturn of the Panic of 1893, the Northern Pacific went bankrupt in October of 1893, and was forced to end its ownership of the Chicago and Northern Pacific, including Grand Central Station. Ultimately, tenant railroad Baltimore and Ohio purchased the station at foreclosure in 1910 along with all the terminal trackage to form the Baltimore and Ohio Chicago Terminal Railroad (B&OCT).


          


          Services


          
            [image: Trains to Grand Central Station ran over the Baltimore and Ohio Chicago Terminal Railroad. Notice the circuitous route taken by trains from the east to the station, including a nearly seven mile (eleven kilometer) detour along Rock Island Line trackage.]

            
              Trains to Grand Central Station ran over the Baltimore and Ohio Chicago Terminal Railroad. Notice the circuitous route taken by trains from the east to the station, including a nearly seven mile (eleven kilometer) detour along Rock Island Line trackage.
            

          


          The smallest of Chicago's passenger rail terminals, Grand Central Station was a relatively quiet place, even during its heyday. Grand Central never became a prominent destination for large numbers of cross-country travellers, nor for the daily waves of commuters from the suburbs, that other Chicago terminals were. In 1912, for example, Grand Central served 3,175 passengers per dayrepresenting only 4.5 percent of the total number for the city of Chicagoand serviced an average of 38 trains per day (including 4 B&O suburban trains). This number paled in comparison to the 146 trains served by Dearborn Station, the 191 by LaSalle Street Station, the 281 at Union Station, the 310 by the Chicago and North Western Terminal and the 373 trains per day at Central Station.


          The station did host some of Baltimore and Ohio's most famous passenger trains, including the Capitol Limited to Washington, D.C.. Unfortunately, however, the circuitous trackage leading up to the station from the east led these trains miles out of their way through the industrial southwest and west side of the city (See map to the left). As for the other tenants, the Soo Line Railroad (which purchased the WC in 1909), the M&NW (which became known as the Chicago Great Western Railway in 1893), and the Pere Marquette Railway (which was merged into the Chesapeake and Ohio Railway in 1947), none were anywhere near as serious players in the intercity passenger rail market as the B&O.


          


          Intercity Passenger Trains


          Grand Central Station served as a terminal for the following lines and intercity trains:


          
            	Baltimore and Ohio Railroad: Capitol Limited, Columbian, and Shenandoah to New York City and the Chicago - Washington Express to Washington, D.C., along with other trains to Cumberland, Maryland and Wheeling, West Virginia.

          


          
            	Chicago Great Western Railway (until 1956): Legionnaire, later Minnesotan, both to Minneapolis, Minnesota. Other trains to Kansas City, Missouri and Omaha, Nebraska.

          


          
            	Minneapolis, St. Paul and Sault Ste. Marie Railway (Soo Line) (until 1899, and from 1912 to 1965; used Central Station in between and after): Laker to Duluth, Minnesota.

          


          
            	Pere Marquette Railway: Grand Rapids Flyer and Grand Rapids Express to Grand Rapids and Muskegon, Michigan and, ultimately to Buffalo, New York. Upon the 1947 merger with the Chesapeake and Ohio Railway, PM trains were renamed Pere Marquette.

          


          
            	From December 1900 to July 1903, the New York Central Railroad and Chicago, Rock Island and Pacific Railroad used Grand Central, as their LaSalle Street Station was being rebuilt.

          


          


          Suburban Commuter Trains


          In addition to intercity passenger rail service, Grand Central Station hosted several short-lived intraurban passenger rail operations. To coincide with the World's Columbian Exposition in 1893, the Baltimore and Ohio operated a special passenger train between Grand Central Station and Jackson Park, with intermittent stops at Halsted Street, Blue Island Avenue, Ashland Avenue and Ogden Avenue. Grand Central Station also served as a terminal for at least two suburban commuter lines. One, operated by the Wisconsin Central, ran trains west of Grand Central Station to Altenheim. The second was begun by the Chicago Terminal Transfer Railroad in 1900, and continued when the line was purchased by the B&O in 1910. It operated six trains a day between Grand Central and Chicago Heights, stopping in Blue Island, Harvey, Thornton and Glenwood. The line was unsuccessful and ended as early as 1915. None of the other tenant railroads operated commuter trains out of Grand Central Station.


          


          The end


          
            [image: Grand Central Station, looking south down Wells Street in 1963. The streets are practically deserted on this mid-summer's day.]

            
              Grand Central Station, looking south down Wells Street in 1963. The streets are practically deserted on this mid-summer's day.
            

          


          The lightly-used terminal became ominously quiet in the years following World War II when Grand Central had served 26 intercity passenger trains, down from nearly 40 at its busiest. Passenger trains were dropped and service was curtailed, and by 1956 the Chicago Great Western, which as late as 1940 had ran six trains per day in and out of Grand Central had stopped operating passenger service into Chicago altogether. As a result, by 1963 only ten intercity trains remained, of which six were operated by the Baltimore and Ohio. The number of passengers that used the remaining service shriveled proportionately: by 1969, the year the station closed, the station only served an average of 210 passengers per day.


          The precipitous decline in passenger traffic at Grand Central was hardly an isolated occurrence. By the late 1960s, all six of Chicago's terminals witnessed sharply lower numbers of passengers and trains. However, due to its small size, its age and perceived obsolescence, Grand Central in particular was the target of a long-term political effort by the city government to encourage consolidation of passenger terminals in the south Loop. It was ultimately this political effort, which was reaching its zenith just as reduced passenger traffic created excess terminal capacity within the city, that sealed the fate of Grand Central, described in 1969 as "decaying, dreary, and sadly out of date."


          Faced with decreasing passenger numbers and intense political pressure to consolidate, the railroads operating into Grand Central Station re-routed their trains into other Chicago terminals, beginning with the Soo Line into Central Station in 1963. The remaining six Baltimore and Ohio and ex-Pere Marquette trains last used Grand Central Station on November 8, 1969 and were routed into their new terminus at the Chicago and North Western Terminal the following day.


          Sitting unused with acres of abandoned terminal trackage to its south, Grand Central Station's value as an architectural and engineering masterpiece was discounted by its railroad owner, which believed the value of the land for urban redevelopment to be very substantial. As a result, the trackage was scrapped and the entirety of the terminal was razed by the railroad in 1971.


          


          Present-day


          Redevelopment of the propertythe main reason for Grand Central's speedy demisehas been slow. In 1986, a single 17-story apartment building, the first and only construction of a planned development known as River City (designed by Bertrand Goldberg who also designed the more famous " Marina City" along the main branch of the Chicago River), was constructed on the former coach yard and approaches to the terminal. At an earlier point, River City was meant to be a complex of three 68-story office and residential towers stretching along the Chicago River from Harrison to Roosevelt Road, but only the smaller apartment building was ever completed. Plans for an office tower, condominiums, or retail development on the Grand Central Station terminal site have all been proposed over the past several years, and all have been shelved.


          The land on the corner of Harrison and Wells, the lot on which the station itself stood, remains vacant. The site is currently a de facto dog park used by local residents, although outlines of platforms and building foundations hint at the lot's former use. In March 2008, CSX Transportation -- the successor company to the B&O -- sold the property to a Skokie, Illinois based capital Group with the intent of finally redeveloping the site with mixed-use high-rise buildings. The exact timing of the newly proposed development will most likely be a long-term project due to the current glut of newly constructed condos in the downtown market and the credit crisis in the U.S. as well.


          


          Legacy


          More than thirty years after its destruction, Grand Central Station has only relatively recently been identified by local historians, railroad enthusiasts and architecture critics as "the queen of the city's old train stations". Author Carl W. Condit remarked that the station was "an important Chicago building even if it never received much recognition," architect Harry Weese bemoaned its "wanton destruction", and Ira J. Bach noted that when the terminal was demolished, "Chicago lost its greatest monument to the institution which had created it: the railroad."


          


          The B&OCT Bascule Bridge


          
            [image: The B&OCT Bascule Bridge over the Chicago River, as seen from the northwest, circa 1988. This view shows the abandoned bridge in its locked upright position, with that of the St. Charles Air Line Railroad in the background.]

            
              The B&OCT Bascule Bridge over the Chicago River, as seen from the northwest, circa 1988. This view shows the abandoned bridge in its locked upright position, with that of the St. Charles Air Line Railroad in the background.
            

          


          At the time Grand Central was completed, passenger trains approached the terminal by crossing the Chicago River to the southwest over a bridge between Taylor Street and Roosevelt Road, constructed in 1885. This first bridge was replaced by a taller structure in 1901 to accommodate larger boats and ships on the south branch of the river. When the Chicago River was straightened and widened in the 1930s, the United States Department of War insisted the Baltimore and Ohio build a new bridge adjacent to that of the St. Charles Air Line Railroad which crossed the river between 15th and 16th Streets. The new bridge's location, about seven blocks south of their previous crossing, exacerbated the circuitous route of the B&OCT trackage leading to Grand Central Station. Both the B&O bridge, and of the St. Charles Air Line immediately adjacent to it, were built in 1930, and both are bascule bridges.


          The B&OCT bridge, like the terminal and the tracks, has been abandoned. However, it was not dismantled and remains permanently locked in an "open" position. Because they are bascule bridges, both the B&OCT and the Air Line bridges each have a counterweight of their own, and in this case, they share a common third counterweight between them. This design allowed them to operate in unison, with an operator from the B&OCT in charge of operating both bridges. This has led to a curious historical oddity, as the CSX, successor railroad to the B&O, owns a useless bridge that it cannot abandon, because the bridge is needed to continue operating a second bridge it does not own. An uncertain but inevitable future awaits the old B&OCT bridge, as the trackage it once served will surely never be rebuilt.


          
            Retrieved from " http://en.wikipedia.org/wiki/Grand_Central_Station_(Chicago)"
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        Grand Slam (tennis)


        
          

          In tennis, a singles player or doubles team that wins all four Grand Slam titles in the same year is said to have achieved the Grand Slam or a Calendar Year Grand Slam. If the player or team wins all four consecutively, but not in the same calendar year, it is called a Non-Calendar Year Grand Slam. If a player wins all four at some point in his or her career, even if not consecutively, it is called a Career Grand Slam.


          The four Grand Slam tournaments are the most important tennis events of the year in terms of world ranking points, tradition, prize-money awarded, and public attention. They are:


          
            	Australian Open


            	French Open


            	Wimbledon


            	US Open

          


          


          History


          The term Grand Slam, as applied to tennis, was first used by New York Times columnist John Kieran according to Total Tennis, The Ultimate Tennis Encyclopedia by Bud Collins. In the chapter about 1933, Collins writes that after the Australian player Jack Crawford had won the Australian, French, and Wimbledon Championships, speculation arose about his chances in the U.S. Championships. Kieran, who was a bridge player, wrote: "If Crawford wins, it would be something like scoring a grand slam on the courts, doubled and vulnerable." Crawford, an asthmatic, won two of the first three sets of his finals match against Fred Perry, then tired in the heat and lost the last two sets and the match.


          The expression Grand Slam, initially used to describe the winning of the tennis major events in one calendar year, was later incorporated by other sports, notably golf, to describe a similar accomplishment.


          


          Calendar Year Grand Slam (four majors in one calendar year)


          


          Men's Singles


          
            	Don Budge (1938)


            	Rod Laver (1962  1969)

          


          


          Women's Singles


          
            	Maureen Connolly (1953)


            	Margaret Smith Court (1970)


            	Steffi Graf (1988)

              
                	Note: Graf also won the Olympic gold medal in 1988 (The "Golden" Grand Slam)

              

            

          


          


          Men's Doubles


          
            	Frank Sedgman & Ken McGregor (1951)

          


          


          Women's Doubles


          
            	Maria Bueno (1960), with Christine Truman Janes at the Australian Championships, then Darlene Hard at the French Championships, Wimbledon, and the U.S. Championships.


            	Martina Navrtilov & Pam Shriver (1984)


            	Martina Hingis (1998), with Mirjana Lučić at the Australian Open, then Jana Novotn at the French Open, Wimbledon, and the US Open.

          


          


          Mixed Doubles


          
            	Margaret Smith Court & Ken Fletcher (1963)


            	Margaret Smith Court (1965), with: John Newcombe at the Australian Championships; Ken Fletcher at the French Championships and Wimbledon; and Fred Stolle at the U.S. Championships.


            	Owen Davidson (1967), with Lesley Turner Bowrey at the Australian Championships, then Billie Jean King at the French Championships, Wimbledon, and the U.S. Championships.

          


          


          Boys' Singles


          
            	Stefan Edberg (1983)

          


          


          Non-Calendar Year Grand Slam (four consecutive majors regardless of year)


          Though the term was originally defined as winning all four tournaments in the same calendar year, the International Tennis Federation (ITF) declared the official term as a player holding all four titles simultaneously, regardless of the calendar year. After Martina Navrtilov won four consecutive major championships, holding all four at once, the ITF awarded her the Grand Slam US$1 million bonus, as she held all four titles at once. Bud Collins sarcastically called her accomplishment the "Grand Snap" because Playtex was the sponsor of the bonus.


          
            	
              Martina Navrtilov (1983-84)

              
                	Won six consecutive Grand Slam titles. Her streak was Wimbledon, US Open, and Australian Open in 1983, followed by French Open, Wimbledon, and US Open in 1984. The Australian Open was held in December from 1977 through 1985, returning to its original January date in 1987.

              

            


            	Steffi Graf (1993-94)

              
                	Graf also won a Calendar Year Grand Slam in 1988.

              

            


            	Serena Williams (2002-03)

              
                	The " Serena Slam"  a reference to the Tiger Slam won by Tiger Woods between 2000 and 2001.

              

            

          


          In doubles:


          
            	Gigi Fernandez & Natasha Zvereva (1992-93)

              
                	Six consecutive titles from the 1992 French Open through 1993 Wimbledon.

              

            

          


          


          Most Grand Slam singles titles in a row (consecutive)


          


          Men


          
            	Don Budge (6): (1937 Wimbledon through the 1938 U.S. Championships).

          


          


          Women


          
            	Maureen Connolly Brinker (6): (1952 Wimbledon through the 1953 U.S. Championships).


            	Margaret Smith Court (6): (1969 US Open through the 1971 Australian Open).


            	Martina Navratilova (6): (1983 Wimbledon through the 1984 US Open).

          


          


          Most Grand Slam singles finals in a row (consecutive)


          


          Men


          
            	10: Roger Federer ( 2005 Wimbledon through the 2007 US Open).

          


          


          Women


          
            	13: Steffi Graf ( 1987 French Open through the 1990 French Open).

          


          


          Most Grand Slam singles titles in a row (non-consecutive)


          Helen Wills Moody won all 16 of the Grand Slam singles tournaments she played beginning with the 1924 U.S. Championships and extending through the 1933 Wimbledon Championships (not counting her defaults in the 1926 French and Wimbledon Championships). The first 15 of those were won without losing a set. During this period, she won 6 Wimbledons, 4 French Championships, and 6 U.S. Championships. She also won the 1924 Summer Olympics during this period. Moody never entered the Australian Championships.


          


          Career Grand Slam


          Winning all four Grand Slam tournaments during a career is termed a Career Grand Slam. (The players who won all four Grand Slam tournaments during a single calendar year are also listed elsewhere in this article.) A number of players have failed to achieve the Career Grand Slam because they did not have long careers or because a particular tournament was ill-suited to the player's game. Bjorn Borg never won the US Open or the Australian Open; John McEnroe never won the Australian Open or the French Open; Ken Rosewall, Guillermo Vilas, Ivan Lendl, and Mats Wilander failed to win Wimbledon, while John Newcombe, Jimmy Connors, Boris Becker, Stefan Edberg, Pete Sampras and (thus far) Roger Federer failed to win the French Open.


          The following lists the players who won all four Grand Slam singles tournaments during their careers. The year in which they won their first Grand Slam singles tournament is listed first. The years in which the tournaments needed to complete the Career Grand Slam were won are then listed. The ages of the players when the Career Grand Slam was completed are listed between the square brackets.


          


          Men's Singles


          
            	Fred Perry (1933-34-35)


            	Don Budge (1937-38)


            	Rod Laver (1960-61-62)


            	Roy Emerson (1961-63-64)


            	Andre Agassi (1992-94-95-99)

          


          


          Women's Singles


          
            	Maureen Connolly Brinker (1951-52-53)


            	Doris Hart (1949-50- 51-54)


            	Shirley Fry Irvin (1951-56-57)


            	Margaret Smith Court (1960-62-63)


            	Billie Jean King (1966-67-68-72)


            	Chris Evert (1974-75-82)


            	Martina Navratilova (1978-81-82-83)


            	Steffi Graf (1987-88)


            	Serena Williams (1999-2002-03)

          


          


          Men's Doubles


          In the following, the teams and individual players who won all four Grand Slam doubles tournaments during their careers are listed. The year in which they won their first Grand Slam doubles tournament is listed first. The years in which the tournaments needed to complete the Career Grand Slam were won are then listed.


          
            	Frank Sedgman & Ken McGregor (1951-52)


            	Lew Hoad & Ken Rosewall (1953-56)


            	Roy Emerson & Neale Fraser (1959-60-62)


            	John Newcombe & Tony Roche (1965-67)


            	Jacco Eltingh & Paul Haarhuis (1994-95-98)


            	Todd Woodbridge & Mark Woodforde (1992-93-95-2000)


            	Bob Bryan & Mike Bryan (2003- 05- 06)

          


          Male doubles players who won a Career Grand Slam (20):


          
            	Adrian Quist (1935-36-39)


            	Frank Sedgman (1950-51-52)


            	Ken McGregor (1951-52)


            	Lew Hoad (1953-56)


            	Ken Rosewall (1953-56)


            	Neale Fraser (1957-58-59)


            	Roy Emerson (1959-60-62)


            	Fred Stolle (1962-63-65)


            	John Newcombe (1965-67-74)


            	Tony Roche (1965-67-74)


            	Bob Hewitt (1962-64-67-77)


            	John Fitzgerald (1982-84-86-89)


            	Anders Jrryd (1983-87-89)


            	Jacco Eltingh (1994-95-98)


            	Paul Haarhuis (1994-95-98)


            	Mark Woodforde (1989-92-93-2000)


            	Todd Woodbridge (1992-93-95-00)


            	Jonas Bjrkman (1998-2002-03- 05)


            	Bob Bryan (2003-05- 06)


            	Mike Bryan (2003-05-06)

          


          


          Women's Doubles


          
            	Margaret Smith Court & Judy Tegart Dalton (1966-69-70)


            	Kathy Jordan & Anne Smith (1980-81)


            	Martina Navratilova & Pam Shriver (1981-82-83-84)


            	Gigi Fernandez & Natasha Zvereva (1992-93)


            	Serena Williams & Venus Williams (1999-2000-01)

          


          Female doubles players who won a Career Grand Slam (19):


          
            	Louise Brough Clapp (1942-46-50)


            	Doris Hart (1947-48-50-51)


            	Shirley Fry Irvin (1950-51-57)


            	Maria Bueno (1958-60)


            	Lesley Turner Bowrey (1961-64)


            	Margaret Smith Court (1961-63-64)


            	Judy Tegart Dalton (1964-66-69-70)


            	Martina Navratilova (1975-76-77-80)


            	Kathy Jordan (1980-81)


            	Anne Smith (1980-81)


            	Pam Shriver (1981-82-83-84)


            	Gigi Fernandez (1988-91-92-93)


            	Natasha Zvereva (1989-91-93)


            	Helena Sukov (1989-90-93)


            	Jana Novotn (1989-90-94)


            	Martina Hingis (1996-97-98)


            	Serena Williams (1999-2000-01)


            	Venus Williams (1999-2000-01)


            	Lisa Raymond (2000-01- 06)

          


          


          Mixed doubles


          In the following, the players who won all four Grand Slam mixed doubles tournaments during their careers are listed. (The year in which they won their first Grand Slam mixed doubles tournament is listed first. The years in which the tournaments needed to complete the Career Grand Slam were won are then listed.)


          
            	Frank Sedgman & Doris Hart (1949-51)


            	Ken Fletcher & Margaret Smith Court (1964-65)


            	Marty Riessen & Margaret Smith Court (1969-75)

          


          Male doubles players who won a Career Grand Slam:


          
            	Frank Sedgman (1949-51)


            	Ken Fletcher (1963)


            	Owen Davidson (1965-66-67)


            	Marty Riessen (1969-75)


            	Bob Hewitt (1961-70-77-79)


            	Todd Woodbridge (1990-93-94-95)


            	Mark Woodforde (1992-93)


            	Mahesh Bhupathi (1997-99- 2005- 06)

          


          Female doubles players who won a Career Grand Slam:


          
            	Doris Hart (1949-51)


            	Margaret Smith Court (1961-63)


            	Billie Jean King (1967-68)


            	Martina Navrtilov (1974-85-2003)


            	Daniela Hantuchov (2001-02- 05)

          


          


          Calendar Year Golden Slam


          The "Golden Slam" is a term created in 1988 when Steffi Graf won all four Grand Slam singles tournaments and the singles gold medal in tennis at the Summer Olympics in the same calendar year.


          Tennis was not an Olympic medal sport from 1928 through 1984; therefore, many top tennis players from the past never had the chance to complete a Golden Slam.


          


          Career Golden Slam


          A player who wins all four Grand Slam tournaments and the Olympic gold medal during the player's career has achieved a Career Golden Slam.


          
            	Singles players who won a Career Golden Slam:

              
                	Steffi Graf (1988)


                	Andre Agassi (1992-94-95-96-99)

              

            

          


          
            	Doubles teams that won a Career Golden Slam:

              
                	Todd Woodbridge & Mark Woodforde (1992-93-95-96-2000)


                	Serena Williams & Venus Williams (1999-2000-01)

              

            

          


          
            	Individual doubles players who won a Career Golden Slam:

              
                	Gigi Fernandez: partnering Mary Joe Fernandez won the 1992 and 1996 Olympic Gold Medal; partnering Natasha Zvereva won six consecutive Grand Slam doubles tournaments in 1992-93.

              

            

          


          


          Small Slam


          Players who have won three of the four Grand Slam tournaments in the same year, are sometimes said to have achieved a Small Slam.


          


          Men's Singles


          
            	Jack Crawford

              
                	1933: Australian, French & Wimbledon Championships

              

            


            	
              Fred Perry

              
                	1934: Australian, Wimbledon & U.S. Championships

              

            


            	Tony Trabert

              
                	1955: French, Wimbledon & U.S. Championships

              

            


            	Lew Hoad

              
                	1956: Australian, French & Wimbledon Championships

              

            


            	Ashley Cooper

              
                	1958: Australian, Wimbledon & U.S. Championships

              

            


            	Roy Emerson

              
                	1964: Australian, Wimbledon & U.S. Championships

              

            


            	Jimmy Connors

              
                	1974: Australian, Wimbledon & US Open

              

            


            	Mats Wilander

              
                	1988: Australian, French & US Open

              

            


            	
              Roger Federer

              
                	2004: Australian, Wimbledon & US Open


                	2006: Australian, Wimbledon & US Open


                	2007: Australian, Wimbledon & US Open

              

            

          


          


          Women's Singles


          
            	Helen Wills

              
                	1928: French Championships, Wimbledon, & U.S. Championships


                	1929: French Championships, Wimbledon, & U.S. Championships

              

            


            	Margaret Smith Court - also winner of a Calendar Year Grand Slam in 1970

              
                	1962: Australian, French, & U.S. Championships


                	1965: Australian, Wimbledon, & U.S. Championships


                	1969: Australian, French, & US Open


                	1973: Australian, French, & US Open

              

            


            	Billie Jean King

              
                	1972: French Open, Wimbledon, & US Open

              

            


            	
              Martina Navrtilov - won six consecutive Grand Slam titles in 1983-84

              
                	1983: Wimbledon, US Open, & Australian Open


                	1984: French Open, Wimbledon, & US Open

              

            


            	Steffi Graf - also winner of a Calendar Year Grand Slam in 1988

              
                	1989: Australian Open, Wimbledon, & US Open


                	1993: French Open, Wimbledon, & US Open


                	1995: French Open, Wimbledon, & US Open


                	1996: French Open, Wimbledon, & US Open

              

            


            	Monica Seles

              
                	1991: Australian Open, French Open, & US Open


                	1992: Australian Open, French Open, & US Open

              

            


            	Martina Hingis

              
                	1997: Australian Open, Wimbledon, & US Open

              

            


            	Serena Williams - winner of a Non-Calendar Year Grand Slam after winning the 2003 Australian Open

              
                	2002: French Open, Wimbledon, & US Open

              

            

          


          


          Men's Doubles


          
            	Jacques Brugnon

              
                	1928: Australian Championships, French Championships, Wimbledon

              

            


            	Jack Crawford

              
                	1935: Australian Championships, French Championships, Wimbledon

              

            


            	John Bromwich

              
                	1950: Australian Championships, Wimbledon, U.S. Championships

              

            


            	Ken McGregor

              
                	1952: Australian Championships, French Championships, Wimbledon

              

            


            	Frank Sedgman

              
                	1952: Australian Championships, French Championships, Wimbledon

              

            


            	Ken Rosewall

              
                	1953: Australian Championships, French Championships, Wimbledon


                	1956: Australian Championships, Wimbledon, U.S. Championships

              

            


            	Lew Hoad

              
                	1953: Australian Championships, French Championships, Wimbledon


                	1956: Australian Championships, Wimbledon, U.S. Championships

              

            


            	Tony Roche

              
                	1967: Australian Championships, French Championships, U.S. Championships

              

            


            	John Newcombe

              
                	1967: Australian Championships, French Championships, U.S. Championships


                	1973: Australian Open, French Open, US Open

              

            


            	Anders Jarryd

              
                	1987: Australian Open, French Open, US Open


                	1991: French Open, Wimbledon, US Open

              

            


            	John Fitzgerald

              
                	1991: French Open, Wimbledon, US Open

              

            


            	Jacco Eltingh

              
                	1998: Australian Open, French Open, Wimbledon

              

            

          


          


          Women's Doubles


          
            	Margaret Osborne duPont

              
                	1946: French Championships, Wimbledon, U.S. Championships


                	1949: French Championships, Wimbledon, U.S. Championships

              

            


            	Louise Brough Clapp

              
                	1946: French Championships, Wimbledon, U.S. Championships


                	1949: French Championships, Wimbledon, U.S. Championships


                	1950: Australian Championships, Wimbledon, U.S. Championships

              

            


            	Doris Hart

              
                	1951: French Championships, Wimbledon, U.S. Championships


                	1952: French Championships, Wimbledon, U.S. Championships


                	1953: French Championships, Wimbledon, U.S. Championships

              

            


            	Shirley Fry Irvin

              
                	1951: French Championships, Wimbledon, U.S. Championships


                	1952: French Championships, Wimbledon, U.S. Championships


                	1953: French Championships, Wimbledon, U.S. Championships

              

            


            	Darlene Hard

              
                	1962: French Championships, Wimbledon, U.S. Championships

              

            


            	Lesley Turner Bowrey

              
                	1964: Australian Championships, French Championships, Wimbledon

              

            


            	Betty Stove

              
                	1972: French Open, Wimbledon, US Open

              

            


            	Margaret Smith Court

              
                	1973: Australian Open, French Open, US Open

              

            


            	Virginia Wade

              
                	1973: Australian Open, French Open, US Open

              

            


            	Helen Gourlay Cawley

              
                	1977: Australian Open (January), Wimbledon, Australian Open (December)

              

            


            	
              Martina Navratilova

              
                	1982: French Open, Wimbledon, Australian Open


                	1983: Wimbledon, US Open, Australian Open


                	1986: French Open, Wimbledon, US Open


                	1987: Australian Open, French Open, US Open

              

            


            	Pam Shriver

              
                	1982: French Open, Wimbledon, Australian Open


                	1983: Wimbledon, US Open, Australian Open


                	1987: Australian Open, French Open, US Open

              

            


            	Helena Sukova

              
                	1990: Australian Open, French Open, Wimbledon

              

            


            	Gigi Fernandez

              
                	1992: French Open, Wimbledon, US Open


                	1993: Australian Open, French Open, Wimbledon


                	1994: Australian Open, French Open, Wimbledon

              

            


            	Natasha Zvereva

              
                	1992: French Open, Wimbledon, US Open


                	1993: Australian Open, French Open, Wimbledon


                	1994: Australian Open, French Open, Wimbledon


                	1997: Australian Open, French Open, Wimbledon

              

            


            	Jana Novotna

              
                	1990: Australian Open, French Open, Wimbledon


                	1998: French Open, Wimbledon, US Open

              

            


            	Virginia Ruano Pascual

              
                	2004: Australian Open, French Open, US Open

              

            


            	Paola Suarez

              
                	2004: Australian Open, French Open, US Open

              

            

          


          


          Mixed Doubles


          
            	Eric Sturgess

              
                	1949: French Championships, Wimbledon, U.S. Championships

              

            


            	Frank Sedgman

              
                	1951: French Championships, Wimbledon, U.S. Championships


                	1952: French Championships, Wimbledon, U.S. Championships

              

            


            	Doris Hart

              
                	1951: French Championships, Wimbledon, U.S. Championships


                	1952: French Championships, Wimbledon, U.S. Championships


                	1953: French Championships, Wimbledon, U.S. Championships

              

            


            	Vic Seixas

              
                	1953: French Championships, Wimbledon, U.S. Championships

              

            


            	Margaret Smith Court

              
                	1964: Australian Championships, French Championships, U.S. Championships


                	1969: Australian Open, French Open, US Open

              

            


            	Billie Jean King

              
                	1967: French Championships, Wimbledon, U.S. Championships

              

            


            	Marty Riessen

              
                	1969: Australian Open, French Open, US Open

              

            


            	Bob Hewitt

              
                	1979: French Open, Wimbledon, US Open

              

            


            	
              Martina Navratilova

              
                	1985: French Open, Wimbledon, US Open

              

            


            	Mark Woodforde

              
                	1992: Australian Open, Wimbledon, US Open

              

            

          


          


          Boys' Singles


          
            	Mark Kratzmann

              
                	1984: Australian Open, Wimbledon, US Open

              

            


            	Nicolas Pereira

              
                	1988: French Open, Wimbledon, US Open

              

            


            	Gal Monfils

              
                	2004: Australian Open, French Open, Wimbledon

              

            

          


          


          Girls' Singles


          
            	Natalia Zvereva

              
                	1987: French Open, Wimbledon, US Open

              

            


            	Magdalena Maleeva

              
                	1990: Australian Open, French Open, US Open

              

            

          


          


          The career "Boxed Set"


          Another imaginable Grand Slam-related accomplishment is winning a "boxed set" of Grand Slam titles  winning the singles, doubles, and mixed doubles at all four Grand Slam events.


          The top men's singles players have played comparatively little doubles, and very little mixed doubles. Three women have completed the "boxed set" during their careers:


          
            	Doris Hart


            	Margaret Smith Court


            	Martina Navrtilov

          


          Serena Williams has come closer than any other currently active player to joining this elite group. She has yet to win the mixed doubles at the Australian and French opens (finishing as the runner-up at the 1999 Australian Open and 1998 French Open).


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Grand_Slam_%28tennis%29"
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              	Grange Hill
            


            
              	[image: Image:GHTITLES78-87.jpg]
            


            
              	Format

              	Television series
            


            
              	Created by

              	Phil Redmond
            


            
              	Starring

              	See cast below
            


            
              	Countryoforigin

              	[image: Flag of the United Kingdom]United Kingdom
            


            
              	No.ofepisodes

              	581
            


            
              	Production
            


            
              	Camerasetup

              	Multiple camera (1978-1998); Single camera (1999-2008)
            


            
              	Runningtime

              	25 minutes
            


            
              	Broadcast
            


            
              	Original channel

              	BBC
            


            
              	Original airing

              	8 February 1978 - 2008
            


            
              	External links
            


            
              	Official website
            


            
              	IMDb profile
            


            
              	TV.com summary
            

          


          Grange Hill is a British television drama series originally made by the BBC. The show began in 1978 on BBC1 and was one of the longest running programmes on British television. It was created by Phil Redmond, who is also responsible for the Channel 4 dramas Brookside and Hollyoaks; other notable production team members down the years have included producer Colin Cant and script editor Anthony Minghella.


          On 6 February 2008, it was announced that Grange Hill would be cancelled after 30 years.


          


          Plot


          The drama is centred on the fictional comprehensive school of Grange Hill in the (equally fictitious) borough of north London called "Northam" (although when filming moved to Liverpool in 2003, it ceased to have any specific location), and follows the lives of the students as they progress through school. The series was to have originally been called Grange Park.


          The show has been spoofed for its many nicknamed students and their teacher, "Mr. Liberal", on The Young Ones.


          


          Series history


          Grange Hill was originally conceived by ATV comedy writer Phil Redmond, who first approached various television companies with the idea in 1975, unsuccessfully. In 1976, he managed to sell the idea to the BBC, and the drama executive Anna Home gave the series a trial run of nine episodes, the first being broadcast on 8 February 1978.


          The series caused controversy from the start, showing a more gritty, true-to-life portrayal of school life than the rather cosy school dramas that had gone before it. Even so, creator Phil Redmond has said that it wasn't until series 3 or 4 that he was really able to start pushing the boundaries and doing things that he wanted to. This led to Redmond being summoned to lunch by BBC bosses and forced to agree that unless he toned things down, there would be no further series.


          Grange Hill's highest profile period was undoubtedly the mid-late 1980s. One of the most famous storylines during this time was that of Zammo McGuire and his addiction to heroin. This storyline ran over two series (1986-87) and focused on Zammo's descent into drugs and how it strained his relationship with girlfriend Jackie and friend Kevin. The show's other favourite characters during this period were Gonch and Hollo played by John Holmes and Bradley Sheppard. During his time at the school (1985-89) Gonch partook in many money making schemes, most unsuccessful. There was a comedic element to the duo's relationship that worked well with viewers. Script Editor Anthony Minghella, who worked on the series for several years during the 1980s, later won an Academy Award for Best Director for the film The English Patient in 1996.


          During the 1990s Grange Hill did not receive the same media attention it did just a few years previously, and some fans believe producers failed to adequately replace established characters who had left the show. Similarly, the show was accused by some commentators of pandering to political correctness in 1994 with the introduction of two characters with disabilities, Denny ( Lisa Hammond), who suffered from dwarfism, and Rachel Burns, who had cerebral palsy ( Francesca Martinez). Both characters were presented as "one of the gang" and hated any special treatment because of their circumstances.


          Beginning on 27 March 1993, to celebrate Grange Hill's 15th anniversary, the first fifteen series of Grange Hill were repeated during CBBC's Sunday, and later Saturday morning slots on BBC1 and BBC2. The repeats ended with Series 16 in 1999.


          Interest in Grange Hill renewed in the late 1990s and the series celebrated its 20th anniversary with the introduction of sinister Scottish bully Sean Pearce ( Iain Robertson), who carried a knife and slashed the face of a female classmate. Most ironically, cast member Laura Sadler, who was heavily involved in this storyline, died after falling out of a building in June 2003; four years earlier her Grange Hill character Judi Jeffreys was killed after slipping and falling out of the window of a burning storeroom in the school.


          By 2001 the series was almost entirely issue-led and the decision to tackle the subject of rape upset some parents. But when Phil Redmond took over production of Grange Hill in 2003, his plan was to get the show back to its roots and the issues were toned down as Redmond skewed the show towards a younger audience.


          In early 2006, it was announced a film of Grange Hill was to be released in late 2007 focusing on the lives of former pupils. Nothing else has been heard since.


          Grange Hill returned on 14 April 2008 with its final series, including a return of the original theme music. Series 31 returned to BBC1 after the 2007 series was shown exclusively on the CBBC Channel.


          


          Production history


          For its first 25 years Grange Hill was produced in-house by the BBC, but the show is now made independently for the corporation by Lime Pictures, the production house founded by Redmond (and formerly known as Mersey Television), hence the reason for the production move.


          


          Television Centre Years: 1978-85


          Originally Grange Hill was filmed at real schools in London. The first of these would be Kingsbury High School, in the north of the capital, which doubled as Grange Hill in the first two series.


          For the third series, in 1980, exterior filming moved to Willesden High School in Willesden Green, which was similar in looks to Kingsbury and was also situated in a residential area of the capital.


          In 1981, Grange Hill moved to Holborn College (now Fulham Preparatory School) in Greyhound Road,Hammersmith. This school looked very different from the two that had been used previously, and it was also in a built-up area of London. Holborn College was the longest serving of the "real schools", remaining on screen until 1985.


          Up to and including 1985, studio scenes were shot at BBC Television Centre in London.


          


          Elstree Years: 1985-2002


          Popular rumour suggests Grange Hill was forced to move between real schools so often because fans disrupted filming. In 1985, this problem was resolved when the BBC purchased the former ATV studios in Borehamwood, Hertfordshire. The studios would become known as BBC Elstree Centre and from Series 8, some exterior filming was switched to the closed Elstree set. A 1960s office block, Neptune House, would double as Grange Hill's "lower school".


          The change was explained on screen with an elaborate storyline whereby Grange Hill merged with rival schools Brookdale and Rodney Bennett to form a new school, Grange Hill. In Series 8 the merger had taken place and Grange Hill operated as a split-site school; the former Rodney Bennett building (Neptune House) being the Lower School and the original Grange Hill building (still Holborn College) the upper school.


          In Series 9, the Upper School building was condemned after a fire, allowing production of Grange Hill to fully move to Elstree including studio work. Grange Hill was, at this time, made as an outside broadcast in the same way as its stablemate, EastEnders.


          A new school entrance set was unveiled in 1990 and remained in use until 2002, with cosmetic modifications along the way. However, as the 1990s progressed more use was made of real schools including the Nicholas Hawksmoor School and Bushey Meads School, and St Audrey's School in Hatfield.


          


          Liverpool Years: 2003-2008


          Early in 2002 it was announced that Grange Hill creator Phil Redmond had signed a deal for his production company Mersey TV to produce the next three series of the programme. Production moved to Mersey TV's studios in Childwall, Liverpool, from Series 26 onwards and for the first time in many years, the appearance of Grange Hill School itself would change radically. On screen, an explosion ripped through the school at the end of Series 25 and during Series 26, tarpaulins covered most of the new "school" to mask the "fire damage".


          Real schools in the locality were also used including Croxteth Comprehensive, Holly Lodge Girls' School and St Hilda's C of E High School in Liverpool. In 2005, the former Brookside Parade set at Mersey TV was redeveloped to benefit Grange Hill and the new "Creative Learning Centre" has been an integral part of the show since. With the cancellation of Grange Hill, the CLC exterior set has now been turned in to skateboard park set for Grange Hill's stablemate show Hollyoaks.


          


          Issues covered


          The programme has covered many controversial storylines ranging from students throwing benches into the swimming pool (1978; as a result of which, following letters of complaint from teachers and parents, the episode was withdrawn from the repeat season), rape (2001), heroin addiction, Asperger's Syndrome (2001), and attempted suicide (2005), prompting many complaints from viewers. Grange Hill broke new ground by the inclusion of a gay teacher, Mr Brisley, who was in the cast from 1992 to 1999.


          In 2005, the character Holly Parsons was wrongly heralded as Grange Hill's first deaf character. While it is true that the actress who plays her, Rebecca-Anne Withey, is the series' first deaf cast member, Grange Hill first featured a deaf character, Eric Wallace, in 1985.


          During the final series in 2008, Grange Hill has cut back on the harder hitting issues and concentrate more on the early years of secondary school. The final series, though concentrating mainly on lighter aspects of school life, will still deal with some social issues; one new character is dyslexic while another has to cope with caring for a disabled parent.


          


          Cancellation


          On 6 February 2008, the BBC announced Grange Hill was to be axed after exactly 30 years. The announcement was made by CBBC controller Anne Gilchrist just two days before the show's official 30th birthday. Just a few weeks earlier Phil Redmond told The Observer he believed the programme had been "robbed of its original purpose" and should be scrapped.


          The final series is being shown on BBC1 on Mondays at 4:35pm, with a Saturday repeat at 4pm on the CBBC Channel. There is now just one episode a week, and just nine episodes of Series 31 have been shown so far (as of June 23, 2008), due to bank holidays displacing the show.


          


          Spin offs


          The show spawned a successful spin-off called Tucker's Luck (19831985), and launched the acting career of Todd Carty. Also, the 1986 cast released Grange Hill: The Album, with two singles: " Just Say No" (tying in with a character's heroin addiction) and "You Know the Teacher (Smash Head)". The album was re-released on CD on 12 November 2007, as part of the BBC's 30th Anniversary celebrations.


          In 2005, Justin Lee Collins reunited some of the cast members from the 1980s in the documentary Bring Back Grange Hill (so named despite the fact that Grange Hill was still being produced).


          


          Theme music


          The theme used for the first 12 years, which returned for the final series of Grange Hill was "Chicken Man" by Alan Hawkshaw, a track from the Themes International music library composed one hour before it was recorded during a session in Munich, Germany. Grange Hill was the first programme to use it as a theme followed by the popular quiz show Give Us a Clue, whose makers wanted it despite it already being played on Grange Hill. The version used by Give Us A Clue was a special arrangement that was significantly different from that used by Grange Hill.


          The theme was remixed in 1988 and updated along with the opening titles and lasted until 1990, when a brand new theme was specially written for the series by Peter Moss. Moss had previously written some special hip-hop music for a storyline in Series 11 of Grange Hill. His theme tune lasted until 2007, although as the years progressed less and less of it was heard as the opening titles got increasingly shorter.


          


          Head teachers


          There have been many head teachers of Grange Hill over the years; the full list is as follows:


          
            
              	Character

              	Actor/Actress

              	Duration
            


            
              	Mr E. Starling

              	Denys Hawthorne

              	1978
            


            
              	Mr Llewelyn

              	Sean Arnold

              	1979-1980*
            


            
              	Mrs Bridget McClusky

              	Gwyneth Powell

              	1981-1984, 1986-1991
            


            
              	Mr C. J. Humphries

              	Dennis Edwards

              	1985-1986*
            


            
              	Mrs Angela Keele

              	Jenny Howe

              	1992-1994
            


            
              	Mr Alistair H. McNab

              	(Never seen)

              	1995-1997
            


            
              	Mr Peter Robson

              	Stuart Organ

              	1998-2003
            


            
              	Mrs S. Bassinger

              	Jacqueline Boatswain

              	2004-2007
            


            
              	Miss Gayle

              	Cathy Tyson

              	2008
            

          


          Mr Llewelyn did not appear on screen during the 1980 series. Similarly, Mr McNab was never seen at all during the mid-1990s; the most senior authority figure being Mr Robson who at this point was deputy head. Mrs McClusky, perhaps Grange Hill's best known head teacher, was demoted to deputy head temporarily in 1985 having unsuccessfully had to reapply for her post following the merger of Grange Hill with Brookdale and Rodney Bennett. When the new head, Mr Humphries, was killed in a road accident the following year, Mrs McClusky was again acting head and her permanent headship was later confirmed.


          The final headmistress of Grange Hill was Miss Gayle, introduced as deputy head in the 2007 series although she will not appear in Series 31.


          


          Cast


          
            	See also:


            	List of current Grange Hill characters


            	List of past Grange Hill characters


            	List of Grange Hill cast members

          


          


          Books


          During the 1980s, when Grange Hill merchandising was at its height and the series arguably at its most popular, a number of annuals and novels were published.


          Eight annuals were published from 1981 to 1988.


          Comic strip adventures appeared in the short-lived BEEB magazine, which portrayed new stories, and the longer running Fast Forward, magazine which loosely followed the early 90's series. Additional comic strips occurred in School Fun and in the Radio Times. Grange Hill had its own dedicated magazine, but this only lasted two issues, although there was a holiday special too.


          There were 14 short story books and novels, some of which were written or co-written by series creator Phil Redmond, but which also involved authors such as Robert Leeson and Jan Needle. Below is a full list of Grange Hill short story books and novels:


          1. Grange Hill Stories, by Phil Redmond. First published by the BBC in 1979. Short stories.


          2. Grange Hill Rules O.K.?, by Robert Leeson. Published by Fontana Lions in 1980. The first Grange Hill novel.


          3. Grange Hill Goes Wild, by Robert Leeson. Published by Fontana Lions in 1980. Novel


          4. Grange Hill for Sale by Robert Leeson. Published by Fontana Lions in 1981. Novel


          5. Tucker and Co., by Phil Redmond. Published by Fontana Lions in 1982. Novel


          6. Grange Hill Home and Away by Robert Leeson. Published by Fontana Lions in 1982. Novel


          7. Great Days at Grange Hill, by Jan Needle. Published by Fontana Lions in 1984. Short stories that form a sort of prequel to Grange Hill Stories.


          8. Grange Hill After Hours, by Phil Redmond. Published by Magnet in 1986. Novel


          9. Grange Hill Graffiti, by Phil Redmond. Published by Magnet in 1986. Novel


          10. Grange Hill On the Run, by Phil Redmond. Published by Magnet in 1986. Novel


          11. Grange Hill Heroes, by Phil Redmond and David Angus. Published by Magnet in 1987. Novel


          12. Grange Hill Rebels, by Phil Redmond and David Angus. Published by Magnet in 1987. Novel


          13. Grange Hill Partners, by Phil Redmond and David Angus. Published by Magnet in 1988. Novel


          14. Ziggy's Working Holiday, by Phil Redmond and Margaret Simpson. Published by Magnet in 1988. Novel


          


          DVD release


          Two DVD box sets covering the first four series were released on 12 November 2007. There are no subtitles, episodes are in full screen and both box sets come with a booklet detailing each episode.


          
            Retrieved from " http://en.wikipedia.org/wiki/Grange_Hill"
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          Granite (pronounced /ˈɡrnɪt/) is a common and widely occurring type of intrusive, felsic, igneous rock. Granite has a medium to coarse texture, occasionally with some individual crystals larger than the groundmass forming a rock known as porphyry. Granites can be pink to dark gray or even black, depending on their chemistry and mineralogy. Outcrops of granite tend to form tors, and rounded massifs. Granites sometimes occur in circular depressions surrounded by a range of hills, formed by the metamorphic aureole or hornfels.


          Granite is nearly always massive (lacking internal structures), hard and tough, and therefore it has gained widespread use as a construction stone. The average density of granite is 2.75 g/cm3 and its viscosity at standard temperature and pressure is ~4.5  1019 Pas . The word granite comes from the Latin granum, a grain, in reference to the coarse-grained structure of such a crystalline rock.


          


          Mineralogy


          Granite is classified according to the QAPF diagram for coarse grained plutonic rocks (granitoids) and is named according to the percentage of quartz, alkali feldspar ( orthoclase, sanidine, or microcline) and plagioclase feldspar on the A-Q-P half of the diagram. Granite-like rocks which are silica-undersaturated may have a feldspathoid such as nepheline, and are classified on the A-F-P half of the diagram.


          True granite according to modern petrologic convention contains both plagioclase and alkali feldspars. When a granitoid is devoid or nearly devoid of plagioclase the rock is referred to as alkali granite. When a granitoid contains <10% orthoclase it is called tonalite; pyroxene and amphibole are common in tonalite. A granite containing both muscovite and biotite micas is called a binary or two-mica granite. Two-mica granites are typically high in potassium and low in plagioclase, and are usually S-type granites or A-type granites. The volcanic equivalent of plutonic granite is rhyolite.


          


          Chemical composition


          A worldwide average of the average proportion of the different chemical components in granites, in descending order by weight percent, is:


          
            	SiO2  72.04%


            	Al2O3  14.42%


            	K2O  4.12%


            	Na2O  3.69%


            	CaO  1.82%


            	FeO  1.68%


            	Fe2O3  1.22%


            	MgO  0.71%


            	TiO2  0.30%


            	P2O5  0.12%


            	MnO  0.05%

          


          Based on 2485 analyses


          


          Occurrence
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              The Stawamus Chief is a granite monolith in British Columbia
            

          


          Granite is currently known only on Earth where it forms a major part of continental crust. Granite often occurs as relatively small, less than 100 km stock masses (stocks) and in batholiths that are often associated with orogenic mountain ranges. Small dikes of granitic composition called aplites are often associated with the margins of granitic intrusions. In some locations very coarse-grained pegmatite masses occur with granite.


          Granite has been intruded into the crust of the Earth during all geologic periods, although much of it is of Precambrian age. Granitic rock is widely distributed throughout the continental crust of the Earth and is the most abundant basement rock that underlies the relatively thin sedimentary veneer of the continents.


          Despite being fairly common throughout the world, the areas with the most commercial granite quarries are located in Finland, Norway and Sweden ( Bohusln), northern Portugal in Chaves and Vila Pouca de Aguiar, Spain (mostly Galicia and Extremadura), Brazil, India and several countries in southern Africa, namely Angola, Namibia, Zimbabwe and South Africa.


          


          Origin
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          Granite is an igneous rock and is formed from magma. Granitic magma has many potential origins but it must intrude other rocks. Most granite intrusions are emplaced at depth within the crust, usually greater than 1.5kilometres and up to 50km depth within thick continental crust. The origin of granite is contentious and has led to varied schemes of classification. Classification schemes are regional; there is a French scheme, a British scheme and an American scheme. This confusion arises because the classification schemes define granite by different means. Generally the 'alphabet-soup' classification is used because it classifies based on genesis or origin of the magma.


          


          Geochemical origins


          Granitoids are a ubiquitous component of the crust. They have crystallized from magmas that have compositions at or near a eutectic point (or a temperature minimum on a cotectic curve). Magmas will evolve to the eutectic because of igneous differentiation, or because they represent low degrees of partial melting. Fractional crystallisation serves to reduce a melt in iron, magnesium, titanium, calcium and sodium, and enrich the melt in potassium and silicon - alkali feldspar (rich in potassium) and quartz (SiO2), are two of the defining constituents of granite.


          This process operates regardless of the origin of the parental magma to the granite, and regardless of its chemistry. However, the composition and origin of the magma which differentiates into granite, leaves certain geochemical and mineralogical evidence as to what the granite's parental rock was. The final mineralogy, texture and chemical composition of a granite is often distinctive as to its origin. For instance, a granite which is formed from melted sediments may have more alkali feldspar, whereas a granite derived from melted basalt may be richer in plagioclase feldspar. It is on this basis that the modern "alphabet" classification schemes are based.


          


          Alphabet soup classification


          The 'alphabet soup' scheme of Chappell & White was proposed initially to divide granites into I-type granite (or igneous protolith) granite and S-type or sedimentary protolith granite. Both of these types of granite are formed by melting of high grade metamorphic rocks, either other granite or intrusive mafic rocks, or buried sediment, respectively.


          M-type or mantle derived granite was proposed later, to cover those granites which were clearly sourced from crystallised mafic magmas, generally sourced from the mantle. These are rare, because it is difficult to turn basalt into granite via fractional crystallisation.


          A-type or anorogenic granites are formed above volcanic "hot spot" activity and have peculiar mineralogy and geochemistry. These granites are formed by melting of the lower crust under conditions that are usually extremely dry. The rhyolites of the Yellowstone caldera are examples of volcanic equivalents of A-type granite.


          


          Granitization


          An old, and largely discounted theory, granitization states that granite is formed in place by extreme metasomatism by fluids bringing in elements e.g. potassium and removing others e.g. calcium to transform the metamorphic rock into a granite. This was supposed to occur across a migrating front. The production of granite by metamorphic heat is difficult, but is observed to occur in certain amphibolite and granulite terrains. In-situ granitisation or melting by metamorphism is difficult to recognise except where leucosome and melanosome textures are present in gneisses. Once a metamorphic rock is melted it is no longer a metamorphic rock and is a magma, so these rocks are seen as a transitional between the two, but are not technically granite as they do not actually intrude into other rocks. In all cases, melting of solid rock requires high temperature, and also water or other volatiles which act as a catalyst by lowering the solidus temperature of the rock.


          


          Ascent and emplacement


          The ascent and emplacement of large volumes of granite within the upper continental crust is a source of much debate amongst geologists. There is a lack of field evidence for any proposed mechanisms, so hypotheses are predominantly based upon experimental data. There are two major hypotheses for the ascent of magma through the crust:


          
            	Stokes Diapir


            	Fracture Propagation

          


          Of these two mechanisms, Stokes diapir was favoured for many years in the absence of a reasonable alternative. The basic idea is that magma will rise through the crust as a single mass through buoyancy. As it rises it heats the wall rocks, causing them to behave as a power-law fluid and thus flow around the pluton allowing it to pass rapidly and without major heat loss (Weinberg, 1994). This is entirely feasible in the warm, ductile lower crust where rocks are easily deformed, but runs into problems in the upper crust which is far colder and more brittle. Rocks there do not deform so easily: for magma to rise as a pluton it would expend far too much energy in heating wall rocks, thus cooling and solidifying before reaching higher levels within the crust.


          Nowadays fracture propagation is the mechanism preferred by many geologists as it largely eliminates the major problems of moving a huge mass of magma through cold brittle crust. Magma rises instead in small channels along self-propagating dykes which form along new or pre-existing fault systems and networks of active shear zones (Clemens, 1998). As these narrow conduits open, the first magma to enter solidifies and provides a form of insulation for later magma.


          Granitic magma must make room for itself or be intruded into other rocks in order to form an intrusion, and several mechanisms have been proposed to explain how large batholiths have been emplaced:


          
            	Stoping, where the granite cracks the wall rocks and pushes upwards as it removes blocks of the overlying crust


            	Assimilation, where the granite melts its way up into the crust and removes overlying material in this way


            	Inflation, where the granite body inflates under pressure and is injected into position

          


          Most geologists today accept that a combination of these phenomena can be used to explain granite intrusions, and that not all granites can be explained entirely by one or another mechanism.


          


          Natural Radiation


          Granite is a normal, geological source of radiation in the natural environment. Granite contains around 10 to 20 parts per million of uranium. By contrast, more mafic rocks such as tonalite, gabbro or diorite have 1 to 5 ppm uranium, and limestones and sedimentary rocks usually have equally low amounts.


          Many large granite plutons are the sources for palaeochannel-hosted or roll front uranium ore deposits, where the uranium washes into the sediments from the granite uplands and associated, often highly radioactive, pegmatites.


          Granite could be considered a potential natural radiological hazard as, for instance, villages located over granite may be susceptible to higher doses of radiation than other communities. Cellars and basements sunk into soils formed over or from particularly uraniferous granites can become a trap for radon gas, which is heavier than air.


          However, in the majority of cases, although granite is a significant source of natural radiation as compared to other rocks it is not thought an acute health threat or significant risk factor. Various resources from national geological survey organisations are accessible online to assist in assessing the risk factors in granite country and design rules relating, in particular, to preventing accumulation of radon gas in enclosed basements and dwellings.


          


          Uses


          


          Antiquity
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          The Red Pyramid of Egypt (c.26th century BC), named for the light crimson hue of its exposed granite surfaces, is the third largest of Egyptian pyramids. Menkaure's Pyramid, likely dating to the same era, was constructed of limestone and granite blocks. The Great Pyramid of Giza (c. 2580 BC) contains a huge granite sarcophagus fashioned of "Red Aswan Granite." The mostly ruined Black Pyramid dating from the reign of Amenemhat III once had a polished granite pyramidion or capstone, now on display in the main hall of the Egyptian Museum in Cairo (see Dahshur). Other uses in Ancient Egypt, include columns, door lintels, sills, jambs, and wall and floor veneer. How the Egyptians worked the solid granite is still a matter of debate. Dr. Patrick Hunt has postulated that the Egyptians used emery shown to have higher hardness on the Mohs scale.


          Many large Hindu temples in southern India, particularly those built by the 11th century king Rajaraja Chola I, were made of granite. There is a large amount of granite in these structures. They are comparable to the Great Pyramid of Giza.


          


          Modern


          Granite has been extensively used as a dimension stone and as flooring tiles in public and commercial buildings and monuments. Because of its abundance granite was commonly used as to build foundations for homes in New England. The Granite Railway, America's first railroad, was built to haul granite from the quarries in Quincy, Massachusetts, to the Neponset River for transport. With increasing amounts of acid rain in parts of the world, granite has begun to supplant marble as a monument material, since it is much more durable. Polished granite is also a popular choice for kitchen countertops due to its high durability and aesthetic qualities.


          Engineers have traditionally used polished granite surfaces to establish a plane of reference, since they are relatively impervious and inflexible. Sandblasted concrete with a heavy aggregate content has an appearance similar to rough granite, and is often used as a substitute when use of real granite is impractical. A most unusual use of granite was in the construction of the rails for the Haytor Granite Tramway, Devon, England, in 1820. Curling stones are traditionally fashioned of Ailsa Craig granite. The first stones were made in the 1750s, the original source being Ailsa Craig in Scotland. Because of the particular rarity of the granite, the best stones can cost as much as US$1,500. Between 6070 percent of the stones used today are made from Ailsa Craig granite, although the island is now a wildlife reserve and is no longer used for quarrying.


          


          Rock climbing
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          Granite is one of the rocks most prized by climbers, for its steepness, soundness, crack systems, and friction. Well-known venues for granite climbing include Yosemite, the Bugaboos, the Mont Blanc massif (and peaks such as the Aiguille du Dru, the Aiguille du Midi and the Grandes Jorasses), the Bregaglia, Corsica, parts of the Karakoram, the Fitzroy Massif, Patagonia, Baffin Island, the Cornish coast and the Cairngorms.


          Granite rock climbing is so popular that many of the artificial rock climbing walls found in gyms and theme parks are made to look and feel like granite. Most, however, are made from manufactured materials, given the fact that granite is generally too heavy for portable rock climbing walls, as well as the buildings in which stationary walls are located.
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          Gravitation is a natural phenomenon by which all objects with mass attract each other, and is one of the fundamental forces of physics. In everyday life, gravitation is most commonly thought of as the agency that gives objects weight. It is responsible for keeping the Earth and the other planets in their orbits around the Sun; for keeping the Moon in its orbit around the Earth, for the formation of tides; for convection (by which hot fluids rise); for heating the interiors of forming stars and planets to very high temperatures; and for various other phenomena that we observe. Gravitation is also the reason for the very existence of the Earth, the Sun, and most macroscopic objects in the universe; without it, matter would not have coalesced into these large masses and life, as we know it, would not exist.


          Modern physics describes gravitation using the general theory of relativity, but the much simpler Newton's law of universal gravitation provides an excellent approximation in most cases.


          The terms gravitation and gravity are mostly interchangeable in everyday use, but in scientific usage a distinction may be made. "Gravitation" is a general term describing the attractive influence that all objects with mass exert on each other, while "gravity" specifically refers to a force that is supposed in some theories (such as Newton's) to be the cause of this attraction. By contrast, in general relativity gravitation is due to spacetime curvatures that cause inertially moving objects to accelerate towards each other.
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          History of gravitational theory


          


          Early history


          Efforts to understand gravity began in ancient times. Philosophers in ancient India explained the phenomenon from the 8th century BC. According to Kanada, founder of the Vaisheshika school, "Weight causes falling; it is imperceptible and known by inference."


          In the 4th century BC, the Greek philosopher Aristotle believed that there was no effect without a cause, and therefore no motion without a force. He hypothesized that everything tried to move towards its proper place in the crystalline spheres of the heavens, and that physical bodies fell toward the centre of the Earth in proportion to their weight.


          Brahmagupta, in the Brahmasphuta Siddhanta (AD 628), responded to critics of the heliocentric system of Aryabhata (AD 476550) stating that "all heavy things are attracted towards the centre of the earth" and that "all heavy things fall down to the earth by a law of nature, for it is the nature of the earth to attract and to keep things, as it is the nature of water to flow, that of fire to burn, and that of wind to set in motion... The earth is the only low thing, and seeds always return to it, in whatever direction you may throw them away, and never rise upwards from the earth."


          In the 9th century, the eldest Banū Mūsā brother, Muhammad ibn Musa, in his Astral Motion and The Force of Attraction, hypothesized that there was a force of attraction between heavenly bodies, foreshadowing Newton's law of universal gravitation. In the 1000s, the Persian scientist Ibn al-Haytham (Alhacen), in the Mizan al-Hikmah, discussed the theory of attraction between masses, and it seems that he was aware of the magnitude of acceleration due to gravity. In 1121, Al-Khazini, in The Book of the Balance of Wisdom, differentiated between force, mass, and weight, and discovered that gravity varies with the distance from the centre of the Earth, though he believed that the weight of heavy bodies increase as they are farther from the centre of the Earth. All these early attempts at trying to explain the force of gravity were philosophical in nature and it would be Isaac Newton that gave the first correct description of gravity.


          


          Scientific revolution


          Modern work on gravitational theory began with the work of Galileo Galilei in the late 16th century and early 17th century. In his famous (though probably apocryphal) experiment dropping balls from the Tower of Pisa, and later with careful measurements of balls rolling down inclines, Galileo showed that gravitation accelerates all objects at the same rate. This was a major departure from Aristotle's belief that heavier objects are accelerated faster. (Galileo correctly postulated air resistance as the reason that lighter objects may fall more slowly in an atmosphere.) Galileo's work set the stage for the formulation of Newton's theory of gravity.


          


          Newton's theory of gravitation


          In 1687, English mathematician Sir Isaac Newton published Principia, which hypothesizes the inverse-square law of universal gravitation. In his own words, I deduced that the forces which keep the planets in their orbs must be reciprocally as the squares of their distances from the centers about which they revolve; and thereby compared the force requisite to keep the Moon in her orb with the force of gravity at the surface of the Earth; and found them answer pretty nearly.


          Newton's theory enjoyed its greatest success when it was used to predict the existence of Neptune based on motions of Uranus that could not be accounted by the actions of the other planets. Calculations by John Couch Adams and Urbain Le Verrier both predicted the general position of the planet, and Le Verrier's calculations are what led Johann Gottfried Galle to the discovery of Neptune.


          Ironically, it was another discrepancy in a planet's orbit that helped to point out flaws in Newton's theory. By the end of the 19th century, it was known that the orbit of Mercury could not be accounted for entirely under Newton's theory, but all searches for another perturbing body (such as a planet orbiting the Sun even closer than Mercury) had been fruitless. The issue was resolved in 1915 by Albert Einstein's new General Theory of Relativity, which accounted for the discrepancy in Mercury's orbit.


          Although Newton's theory has been superseded, most modern non-relativistic gravitational calculations are still made using Newton's theory because it is a much simpler theory to work with than General Relativity, and gives sufficiently accurate results for most applications.


          


          General relativity


          In general relativity, the effects of gravitation are ascribed to spacetime curvature instead of a force. The starting point for general relativity is the equivalence principle, which equates free fall with inertial motion. The issue that this creates is that free-falling objects can accelerate with respect to each other. In Newtonian physics, no such acceleration can occur unless at least one of the objects is being operated on by a force (and therefore is not moving inertially).


          To deal with this difficulty, Einstein proposed that spacetime is curved by matter, and that free-falling objects are moving along locally straight paths in curved spacetime. (This type of path is called a geodesic.) More specifically, Einstein discovered the field equations of general relativity, which relate the presence of matter and the curvature of spacetime and are named after him. The Einstein field equations are a set of 10 simultaneous, non-linear, differential equations. The solutions of the field equations are the components of the metric tensor of spacetime. A metric tensor describes a geometry of spacetime. The geodesic paths for a spacetime are calculated from the metric tensor.


          Notable solutions of the Einstein field equations include:


          
            	The Schwarzschild solution, which describes spacetime surrounding a spherically symmetric non- rotating uncharged massive object. For compact enough objects, this solution generated a black hole with a central singularity. For radial distances from the centre which are much greater than the Schwarzschild radius, the accelerations predicted by the Schwarzschild solution are practically identical to those predicted by Newton's theory of gravity.


            	The Reissner-Nordstrm solution, in which the central object has an electrical charge. For charges with a geometrized length which are less than the geometrized length of the mass of the object, this solution produces black holes with two event horizons.


            	The Kerr solution for rotating massive objects. This solution also produces black holes with multiple event horizons.


            	The Kerr-Newman solution for charged, rotating massive objects. This solution also produces black holes with multiple event horizons.


            	The cosmological Robertson-Walker solution, which predicts the expansion of the universe.

          


          General relativity has enjoyed much success because of how its predictions of phenomena which are not called for by the theory of gravity have been regularly confirmed. For example:


          
            	General relativity accounts for the anomalous perihelion precession of the planet Mercury.


            	The prediction that time runs slower at lower potentials has been confirmed by the Pound-Rebka experiment, the Hafele-Keating experiment, and the GPS.


            	The prediction of the deflection of light was first confirmed by Arthur Eddington in 1919, and has more recently been strongly confirmed through the use of a quasar which passes behind the Sun as seen from the Earth. See also gravitational lensing.


            	The time delay of light passing close to a massive object was first identified by Irwin Shapiro in 1964 in interplanetary spacecraft signals.


            	Gravitational radiation has been indirectly confirmed through studies of binary pulsars.


            	The expansion of the universe (predicted by the Alexander Friedmann) was confirmed by Edwin Hubble in 1929.

          


          


          Gravity and quantum mechanics


          Several decades after the discovery of general relativity it was realized that general relativity is incompatible with quantum mechanics. It is possible to describe gravity in the framework of quantum field theory like the other fundamental forces, with the attractive force of gravity arises due to exchange of virtual gravitons, in the same way as the electromagnetic force arises from exchange of virtual photons. This reproduces general relativity in the classical limit. However, this approach fails at short distances of the order of the Planck length, where a more complete theory of quantum gravity (or a new approach to quantum mechanics) is required. Many believe the complete theory to be string theory, or more currently M Theory.


          


          Specifics


          


          Earth's gravity


          Every planetary body (including the Earth) is surrounded by its own gravitational field, which exerts an attractive force on all objects. Assuming a spherically symmetrical planet (a reasonable approximation), the strength of this field at any given point is proportional to the planetary body's mass and inversely proportional to the square of the distance from the centre of the body.


          The strength of the gravitational field is numerically equal to the acceleration of objects under its influence, and its value at the Earth's surface, denoted g, is approximately 9.8m/s (32.2 ft/s) as the standard average. This means that, ignoring air resistance, an object falling freely near the earth's surface increases its velocity with 9.8m/s (32.2 ft/s or 22 mph) for each second of its descent. Thus, an object starting from rest will attain a velocity of 9.8m/s (32ft/s) after one second, 19.6m/s (64ft/s) after two seconds, and so on, adding 9.8m/s to each resulting velocity. According to Newton's 3rd Law, the Earth itself experiences an equal and opposite force to that acting on the falling object, meaning that the Earth also accelerates towards the object. However, because the mass of the Earth is huge, the acceleration of the Earth by this same force is negligible, when measured relative to the system's centre of mass.


          


          Equations for a falling body
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          The kinematical and dynamical equations describing the trajectories of falling bodies are considerably simpler if the gravitational force is assumed constant. This assumption is reasonable for objects falling to Earth over the relatively short vertical distances of our everyday experience, but does not hold over larger distances, such as spacecraft trajectories, since the acceleration due to Earth's gravity is much smaller at large distances.


          Under an assumption of constant gravity, Newtons law of gravitation simplifies to F = mg, where m is the mass of the body and g is a constant vector with an average magnitude of 9.81m/s. The acceleration due to gravity is equal to this g. An initially-stationary object which is allowed to fall freely under gravity drops a distance which is proportional to the square of the elapsed time. The image on the right, spanning half a second, was captured with a stroboscopic flash at 20 flashes per second. During the first 1/20th of a second the ball drops one unit of distance (here, a unit is about 12 mm); by 2/20ths it has dropped at total of 4 units; by 3/20ths, 9 units and so on.


          Under the same constant gravity assumptions, the potential energy, Ep, of a body at height h is given by Ep = mgh (or Ep = Wh, with W meaning weight). This expression is valid only over small distances h from the surface of the Earth. Similarly, the expression h = v2 / 2g for the maximum height reached by a vertically projected body with velocity v is useful for small heights and small initial velocities only. In case of large initial velocities we have to use the principle of conservation of energy to find the maximum height reached. This same expression can be solved for v to determine the velocity of an object dropped from a height h immediately before hitting the ground, [image: v=\sqrt{2gh}], assuming negligible air resistance.


          


          Gravity and astronomy


          The discovery and application of Newton's law of gravity accounts for the detailed information we have about the planets in our solar system, the mass of the Sun, the distance to stars, quasars and even the theory of dark matter. Although we have not traveled to all the planets nor to the Sun, we know their masses. These masses are obtained by applying the laws of gravity to the measured characteristics of the orbit. In space an object maintains its orbit because of the force of gravity acting upon it. Planets orbit stars, stars orbit galactic centers, galaxies orbit a centre of mass in clusters, and clusters orbit in superclusters. The force of gravity is proportional to the mass of an object and inversely proportional to the square of the distance between the objects.


          


          Gravitational radiation


          In general relativity, gravitational radiation is generated in situations where the curvature of spacetime is oscillating, such as is the case with co-orbiting objects. The gravitational radiation emitted by the solar system is far too small to measure. However, gravitational radiation has been indirectly observed as an energy loss over time in binary pulsar systems such as PSR 1913+16. It is believed that neutron star mergers and black hole formation may create detectable amounts of gravitational radiation. Gravitational radiation observatories such as LIGO have been created to study the problem. No confirmed detections have been made of this hypothetical radiation, but as the science behind LIGO is refined and as the instruments themselves are endowed with greater sensitivity over the next decade, this may change.


          


          Alternative theories


          


          Historical alternative theories


          
            	Aristotelian theory of gravity


            	Le Sage's theory of gravitation (1784) also called LeSage gravity, proposed by Georges-Louis Le Sage, based on a fluid-based explanation where a light gas fills the entire universe.


            	Nordstrm's theory of gravitation (1912, 1913), an early competitor of general relativity.


            	Whitehead's theory of gravitation (1922), another early competitor of general relativity.

          


          


          Recent alternative theories


          
            	Brans-Dicke theory of gravity (1961)


            	Induced gravity (1967), a proposal by Andrei Sakharov according to which general relativity might arise from quantum field theories of matter.


            	Rosen bi-metric theory of gravity


            	In the modified Newtonian dynamics (MOND) (1981), Mordehai Milgrom proposes a modification of Newton's Second Law of motion for small accelerations.


            	The new and highly controversial Process Physics theory attempts to address gravity


            	The self-creation cosmology theory of gravity (1982) by G.A. Barber in which the Brans-Dicke theory is modified to allow mass creation.


            	Nonsymmetric gravitational theory (NGT) (1994) by John Moffat


            	Tensor-vector-scalar gravity (TeVeS) (2004), a relativistic modification of MOND by Jacob Bekenstein
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                  Near Threatened( IUCN 2.3)
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                    	C. amblyrhynchos
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              	Carcharhinus amblyrhynchos

              ( Bleeker, 1856)
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          The grey reef shark, Carcharhinus amblyrhynchos, is one of the most common sharks in Indo-Pacific waters, from the Red Sea to Easter Island. It is found at depths down to about 250 m in lagoons and close to islands and coral reefs.


          As its name suggests, the shark is grey overall, with a white underside. The tips of most fins, except the first dorsal fin, are darker, and the trailing edge of the caudal fin has a prominent black margin. Some individuals have a white pattern on the leading edge of the dorsal fin. It has been recorded at up to 2.55 m. The blacktip reef shark looks similar, and is also common, but it is distinguished by a black tip on the first dorsal fin.


          


          Behaviour


          They are active during the day, but more so at night, feeding on reef fishes, squids, octopus, and various crustaceans such as crabs and shrimp.


          This species is social, aggregating in favored areas, often near dropoffs at the edge of a reef, or in atoll passes where there is a strong current. They are often curious, will investigate scuba divers, and have been implicated in attacks, although there is some debate as to whether the sharks are fundamentally aggressive or have simply reacted badly to perceived threats by divers. When threatened they exhibit a distinctive threat behaviour, adopting a hunched posture with the body bent into an "S" shape.


          Reproduction is viviparous, with 1 to 6 pups in a litter.


          The numbers of grey reef sharks have declined in recent years.
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                  Least Concern( IUCN 3.1)
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              Linnaeus, 1758
            

          


          The gray wolf or grey wolf (Canis lupus), also known as the timber wolf or wolf, is a mammal of the order Carnivora. The gray wolf is the largest wild member of the Canidae family and an ice age survivor originating during the Late Pleistocene around 300,000 years ago. DNA sequencing and genetic drift studies indicate that the gray wolf shares a common ancestry with the domestic dog, (Canis lupus familiaris) and might be its ancestor. A number of other gray wolf subspecies have been identified, though the actual number of subspecies is still open to discussion. Gray wolves are typically apex predators in the ecosystems they occupy. Gray wolves are highly adaptable and have thrived in temperate forests, deserts, mountains, tundra, taiga, grasslands and urban areas.


          Though once abundant over much of North America and Eurasia, the gray wolf inhabits a very small portion of its former range because of widespread destruction of its habitat, human encroachment of its habitat, and the resulting human-wolf encounters that sparked broad extirpation. Considered as a whole, however, the gray wolf is regarded as being of least concern for extinction according to the International Union for the Conservation of Nature and Natural Resources. Today, wolves are protected in some areas, hunted for sport in others, or may be subject to extermination as perceived threats to livestock and pets.


          In areas where human cultures and wolves are sympatric, wolves frequently feature in the folklore and mythology of those cultures, both positively and negatively.


          


          


          Physiology


          


          Physical characteristics


          Wolf weight and size can vary greatly worldwide, tending to increase proportionally with latitude as predicted by Bergmann's Rule. In general, height varies from 0.6 to .95 meters (2638 inches) at the shoulder and weight ranges from 20 (44 lb.) up to 68 (150 lb.) kilograms, which together make the gray wolf the largest of all wild canids. Although rarely encountered, extreme specimens of more than 77 kg (170 lb.) have been recorded in Alaska, Canada and Russia. The heaviest recorded wild wolf in the New World was killed on 70 Mile River in east central Alaska on July 12, 1939 and weighed 79 kg (175 lb.), while the heaviest recorded wild wolf in the Old World was killed after WWII in the kobelyakski Area of the Poltavskij Region in the Russian SFSR and weighed 86 kg (189 lb.). The smallest wolves come from the Arabian Wolf subspecies, the females of which may weigh as little as 10 kg (22 lb) at maturity. Wolves are sexually dimorphic, with females in any given wolf population typically weighing 20% less than males. They also have narrower muzzles and foreheads, slightly shorter, smoother furred legs and less massive shoulders. Wolves can measure anywhere from 1.3 to 2 meters (4.56.5 feet) from nose to the tip of the tail, which itself accounts for approximately one quarter of overall body length.
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              Wolf skeleton.
            

          


          Wolves are built for stamina, possessing features ideal for long-distance travel. Their narrow chests and powerful backs and legs facilitate efficient locomotion. They are capable of covering several miles trotting at about a pace of 10 km/h (6 mph), and have been known to reach speeds approaching 65 km/h (40 mph) during a chase. One female wolf was recorded to have made 7 metre bounds when chasing prey.


          Wolf paws are able to tread easily on a wide variety of terrains, especially snow. There is a slight webbing between each toe, which allows them to move over snow more easily than comparatively hampered prey. Wolves are digitigrade, which, with the relative largeness of their feet, helps them to distribute their weight well on snowy surfaces. The front paws are larger than the hind paws, and have a fifth digit, the dewclaw, that is absent on hind paws. Bristled hairs and blunt claws enhance grip on slippery surfaces, and special blood vessels keep paw pads from freezing. Scent glands located between a wolf's toes leave trace chemical markers behind, helping the wolf to effectively navigate over large expanses while concurrently keeping others informed of its whereabouts. Unlike dogs and coyotes, wolves lack sweat glands on their paw pads. This trait is also present in Eastern Canadian Coyotes which have been shown to have recent wolf ancestry. Wolves in Israel are unique due to the middle two toes of their paws being fused, a trait originally thought to be unique to the African Wild Dog.
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          Wolves have bulky coats consisting of two layers. The first layer is made up of tough guard hairs that repel water and dirt. The second is a dense, water-resistant undercoat that insulates. The undercoat is shed in the form of large tufts of fur in late spring or early summer (with yearly variations). A wolf will often rub against objects such as rocks and branches to encourage the loose fur to fall out. The undercoat is usually gray regardless of the outer coat's appearance. Wolves have distinct winter and summer pelages that alternate in spring and autumn. Females tend to keep their winter coats further into the spring than males. North American wolves typically have longer, silkier fur than their Eurasian counterparts.


          Fur coloration varies greatly, running from gray to gray-brown, all the way through the canine spectrum of white, red, brown, and black. These colors tend to mix in many populations to form predominantly blended individuals, though it is not uncommon for an individual or an entire population to be entirely one color (usually all black or all white). A multicolor coat characteristically lacks any clear pattern other than it tends to be lighter on the animal's underside. Fur colour sometimes corresponds with a given wolf population's environment; for example, all-white wolves are much more common in areas with perennial snow cover. Aging wolves acquire a grayish tint in their coats. It is often thought that the coloration of the wolf's pelage serves as a functional form of camouflage. This may not be entirely correct, as some scientists have concluded that the blended colors have more to do with emphasizing certain gestures during interaction.


          At birth, wolf pups tend to have darker fur and blue irises that will change to a yellow-gold or orange colour when the pups are between 8 and 16 weeks old. Though extremely unusual, it is possible for an adult wolf to retain its blue-colored irises.
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              Adolescent wolf with golden-yellow eyes.
            

          


          Wolves' long, powerful muzzles help distinguish them from other canids, particularly coyotes and golden jackals, which have more narrow, pointed muzzles. Wolves differ from domestic dogs in a more varied nature. Anatomically, wolves have smaller orbital angles than dogs (>53 degrees for dogs compared with <45 degrees for wolves) and a comparatively larger brain capacity. Larger paw size, yellow eyes, longer legs, and bigger teeth further distinguish adult wolves from other canids, especially dogs. Also, precaudal glands at the base of the tail are present in wolves but not in dogs.


          Wolves and most larger dogs share identical dentition. The maxilla has six incisors, two canines, eight premolars, and four molars. The mandible has six incisors, two canines, eight premolars, and six molars. The fourth upper premolars and first lower molars constitute the carnassial teeth, which are essential tools for shearing flesh. The long canine teeth are also important, in that they hold and subdue the prey. Capable of delivering up to 10,000 kPa (1450 lbf/in) of pressure, a wolf's teeth are its main weapons as well as its primary tools. The dentition of grey wolves is better suited to bone crushing than those of other modern canids, though it is not as specialised as that found in hyenas.


          Wolf saliva has been shown to reduce bacterial infection in wounds and accelerate tissue regeneration.


          


          Reproduction and life cycle


          Usually, the instinct to reproduce drives young wolves away from their birth packs, leading them to seek out mates and territories of their own. Dispersals occur at all times during the year, typically involving wolves that have reached sexual maturity prior to the previous breeding season. It takes two such dispersals from two separate packs for a new breeding pair to be formed, for dispersing wolves from the same maternal pack tend not to mate. Once two dispersing wolves meet and begin traveling together, they immediately begin the process of seeking out territory, preferably in time for the next mating season. The bond that forms between these wolves often lasts until one of them dies.


          Generally, mating occurs between January and April  the higher the latitude, the later it occurs. A pack usually produces a single litter unless the breeding male mates with one or more subordinate females. During the mating season, breeding wolves become very affectionate with one another in anticipation of the female's ovulation cycle. The pack tension rises as each mature wolf feels urged to mate. During this time, the breeding pair may be forced to prevent other wolves from mating with one another. Under normal circumstances, a pack can only support one litter per year, so this dominance behaviour is beneficial in the long run.


          When the breeding female goes into estrus (which occurs once per year and lasts 514 days), she and her mate will spend an extended time in seclusion. Pheromones in the female's urine and the swelling of her vulva make known to the male that the female is in heat. The female is unreceptive for the first few days of estrus, during which time she sheds the lining of her uterus; but when she begins ovulating again, the two wolves mate.


          The male wolf will mount the female firmly from behind. After achieving coitus, the two form a copulatory tie once the male's bulbus glandisan erectile tissue located near the base of the canine penisswells and the female's vaginal muscles tighten. Ejaculation is induced by the thrusting of the male's pelvis and the undulation of the female's cervix. The two become physically inseparable for anywhere from 10 to 30 minutes, during which the male will ejaculate multiple times. After the initial ejaculation, the male may lift one of his legs over the female such that they are standing end-to-end; this is believed to be a defensive measure. The mating ritual is repeated many times throughout the female's brief ovulation period, which occurs once per year per femaleunlike female dogs, whose estrus usually occurs twice per year.
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          The gestation period lasts between 60 and 63 days. The pups, at a weight of 0.5 kg (1 lb), are born blind, deaf, and completely dependent on their mother. The average litter size is 5-6 pups, though litters of 10 can occur . The pups reside in the den and stay there for two months. The den is usually on high ground near an open water source, and has an open chamber at the end of an underground or hillside tunnel that can be up to a few meters long. During this time, the pups will become more independent, and will eventually begin to explore the area immediately outside the den before gradually roaming up to a mile away from it at around 5 weeks of age. Wolf growth rate is slower than that of coyotes and dholes. They begin eating regurgitated foods after 2 weeks of feeding on milk, which in wolves has less fat and more protein and arginine than dog milk. By this time, their milk teeth have emerged  and are fully weaned by 10 weeks. During the first weeks of development, the mother usually stays with her litter alone, but eventually most members of the pack will contribute to the rearing of the pups in some way.


          After two months, the restless pups will be moved to a rendezvous site, where they can stay safely while most of the adults go out to hunt. One or two adults stay behind to ensure the safety of the pups. After a few more weeks, the pups are permitted to join the adults if they are able, and will receive priority on anything killed, their low ranks notwithstanding. Letting the pups fight for eating privileges results in a secondary ranking being formed among them, and allows them to practice the dominance/submission rituals that will be essential to their future survival in pack life. During hunts, the pups remain ardent observers until they reach about 8 months of age, by which time they are large enough to participate actively.


          Wolves typically reach sexual maturity after two or three years, at which point many of them will be compelled to leave their birth packs and seek out mates and territories of their own. Wolves that reach maturity generally live 6 to 10 years in the wild, although in captivity they can live to twice that age. High mortality rates give them a low overall life expectancy. Pups die when food is scarce; they can also fall prey to predators such as bears, or, less often, coyotes, or other wolves. The most significant causes of mortality for grown wolves are hunting and poaching, car accidents, and wounds inflicted while hunting prey. Although adult wolves may occasionally be killed by other predators, rival wolf packs are often their most dangerous non-human enemy. A study on wolf mortality in Minnesota and the Denali National Park and Preserve concluded that 1465% of wolf deaths were due to predation by other wolves.


          


          Diseases


          Diseases recorded to be carried by wolves include rabies, brucella, deerfly fever, listerosis, foot and mouth disease and anthrax. Wolves are major hosts for rabies in Russia, Iran, Afghanistan, Iraq and India. Wolves in Russia have been recorded to carry over 50 different kinds of harmful parasites, including echinococcia, cysticercocci and coenuri. Despite their habit of carrying harmful diseases, large wolf populations are not heavily regulated by epizootic outbreaks as with other social canids. This is largely due to the habit of infected wolves vacating their packs, thus preventing mass contagion.


          


          Behaviour


          


          Social structure


          Wolves function as social predators and hunt in packs organized according to strict, rank-oriented social hierarchies. Wolf packs tend not to be as compact or unified as those of African wild dogs and spotted hyenas, though they are not as unstable as those of coyotes. It was originally believed that this comparatively high level of social organization was related to hunting success, and while this still may be true to a certain extent, emerging theories suggest that the pack has less to do with hunting and more to do with reproductive success.


          The pack is led by the two breeding individuals that sit atop the social hierarchy. The breeding pair has the greatest amount of social freedom compared to the rest of the pack. Although they are not "leaders" in the human sense of the term, they help to resolve any disputes within the pack, have the greatest amount of control over resources (such as food), and have exclusive rights to mating. While most breeding pairs are monogamous, there are exceptions. An alpha animal may preferentially mate with a lower-ranking animal, especially if the other alpha is closely related (a brother or sister, for example). The death of one breeding wolf does not affect the status of the other, who will quickly take another mate. Usually, only the breeding pair is able to rear a litter of pups successfully. Other wolves in a pack may breed, but when resources are limited, time, devotion, and preference will be given to the alpha pair's litter. Therefore, non-alpha parents of other litters within a single pack may lack the means to raise their pups to maturity of their own accord. All wolves in a pack assist in raising wolf pups. Some mature individuals choosing not to disperse may stay in their original packs so as to reinforce it and help rear more pups.
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          After the breeding pair, there may also be a beta wolf whose rank is above that of the others save for the breeding pair. Betas typically assume a more prominent role in assisting with the upbringing of the breeding pair's litter, often serving as surrogate mothers or fathers while the breeding pair is away. Beta wolves are the most likely to challenge their superiors for the role of dominance, though some betas seem content with being second, and will sometimes even let lower ranking wolves leapfrog them for the position of breeding animal should circumstances necessitate such a happening, such as the death of the previous breeding animal. More ambitious beta wolves, however, will only wait so long before contending for breeding position unless they choose to disperse and create their own pack instead.


          Loss of rank can happen gradually or suddenly. An older wolf may simply choose to give way when a motivated challenger presents itself, yielding its position without bloodshed. On the other hand, the challenged individual may choose to fight back with varying degrees of intensity. While the majority of wolf aggression is ritualized and non-injurious, a high-stakes fight can easily result in injury for either or both parties. The loser of such a confrontation is frequently chased away from the pack or, rarely, may be killed as other aggressive wolves contribute to the insurgency. These types of confrontations are more common during the mating season. Deaths occasionally happen, with some dominant male wolves having been known to kill two to four wolves in his lifetime.


          Rank order within a pack is established and maintained through a series of ritualized fights and posturing best described as "ritual bluffing". Wolves prefer ritualised displays of aggression to physical confrontations, meaning that high-ranking status is based more on personality or attitude than on size or physical strength. Rank, who holds it, and how it is enforced varies widely between packs and between individual animals. In large packs full of easy going wolves or in a group of juvenile wolves, rank order may shift almost constantly, or even be circular (for instance, animal A dominates animal B, who dominates animal C, who dominates animal A).


          In a more typical pack, only one wolf will assume the role of the omega: the lowest-ranking member of a pack. Omegas receive the most aggression from the rest of the pack, and may be subjected to different forms of truculence at any timeanything from constant dominance from other pack members to inimical, physical harassment. Submissive individuals are better suited for constant displays of active and passive submission than they are for living alone. Any form of camaraderie is preferable to solitude and, indeed, submissive wolves tend to choose low rank over potential starvation. Despite the aggression to which they are often subjected, omega wolves have also been observed to be among the most playful wolves in the pack, often enticing all of the members in a pack into chasing games and other forms of play. In general, omega wolves exist to help relieve pack tension.


          The size of the pack may change over time and is controlled by several factors, including habitat, personalities of individual wolves within a pack, and food supply. Packs can contain between 2 and 20 wolves, though 8 is a more typical size. New packs are formed when a wolf leaves its birth pack, finds a mate, and claims a territory. Lone wolves searching for other individuals can travel very long distances seeking out suitable territories. Dispersing individuals must avoid the territories of other wolves because intruders on occupied territories are chased away or killed.


          Wolves acting unusually within the pack, such as epileptic pups or thrashing adults crippled by a trap or a gunshot, are usually killed by other members of their own pack.


          


          Body language
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          Wolves can communicate visually through a wide variety of expressions and moods ranging from subtle signals, such as a slight shift in weight, to more obvious ones, such as rolling on their backs to indicate complete submission.


          
            	Dominance  A dominant wolf stands stiff legged and tall. The ears are erect and forward, and the hackles bristle slightly. Often the tail is held vertically and curled toward the back. This display asserts the wolf's rank to others in the pack. A dominant wolf may stare at a submissive one, pin it to the ground, "ride up" on its shoulders, or even stand on its hind legs.


            	Submission (active)  During active submission, the entire body is lowered, and the lips and ears are drawn back. Sometimes active submission is accompanied by muzzle licking, or the rapid thrusting out of the tongue and lowering of the hindquarters. The tail is placed down, or halfway or fully between the legs, and the muzzle often points up to the more dominant animal. The back may be partly arched as the submissive wolf humbles itself to its superior; a more arched back and more tucked tail indicate a greater level of submission.


            	Submission (passive)  Passive submission is more intense than active submission. The wolf rolls on its back and exposes its vulnerable throat and underside. The paws are drawn into the body. This posture is often accompanied by whimpering.


            	Anger  An angry wolf's ears are erect, and its fur bristles. The lips may curl up or pull back, and the incisors are displayed. The wolf may also arch its back, lash out, or snarl.


            	Fear  A frightened wolf attempts to make itself look small and less conspicuous; the ears flatten against the head, and the tail may be tucked between the legs, as with a submissive wolf. There may also be whimpering or barks of fear, and the wolf may arch its back.


            	Defensive  A defensive wolf flattens its ears against its head.


            	Aggression  An aggressive wolf snarls and its fur bristles. The wolf may crouch, ready to attack if necessary.


            	Suspicion  Pulling back of the ears shows a wolf is suspicious. The wolf also narrows its eyes. The tail of a wolf that senses danger points straight out, parallel to the ground.


            	Relaxation  A relaxed wolf's tail points straight down, and the wolf may rest sphinx-like or on its side. The wolf may also wag its tail. The further down the tail droops, the more relaxed the wolf is.


            	Tension  An aroused wolf's tail points straight out, and the wolf may crouch as if ready to spring.


            	Happiness  As dogs do, a wolf may wag its tail if in a joyful mood. The tongue may loll out of the mouth.


            	Hunting  A wolf that is hunting is tensed, and therefore the tail is horizontal and straight.


            	Playfulness  A playful wolf holds its tail high and wags it. The wolf may frolic and dance around, or bow by placing the front of its body down to the ground, while holding the rear high, sometimes wagged. This resembles the playful behaviour of domestic dogs.

          


          


          Howling and other vocalisations
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          Howling helps pack members keep in touch, allowing them to communicate effectively in thickly forested areas or over great distances. Howling also helps to call pack members to a specific location. Howling can also serve as a declaration of territory, as shown in a dominant wolf's tendency to respond to a human imitation of a "rival" wolf in an area the wolf considers its own. This behaviour is stimulated when a pack has something to protect, such as a fresh kill. As a rule of thumb, large packs will more readily draw attention to themselves than will smaller packs. Adjacent packs may respond to each others' howls, which can mean trouble for the smaller of the two. Wolves therefore tend to howl with great care. Wolves will also howl for communal reasons. Some scientists speculate that such group sessions strengthen the wolves' social bonds and camaraderiesimilar to community singing among humans. During such choral sessions, wolves will howl at different tones and varying pitches, making it difficult to estimate the number of wolves involved. This confusion of numbers makes a listening rival pack wary of what action to take. For example, confrontation could be disastrous if the rival pack gravely underestimates the howling pack's numbers. A wolf's howl may be heard from up to ten miles away, depending on weather conditions. Observations of wolf packs suggest that howling occurs most often during the twilight hours, preceding the adults' departure to the hunt and following their return. Studies also show that wolves howl more frequently during the breeding season and subsequent rearing process. The pups themselves begin howling soon after emerging from their dens and can be provoked into howling sessions easily over the following two months. Such indiscriminate howling usually is intended for communication, and does not harm the wolf so early in its life. Howling becomes less indiscriminate as wolves learn to distinguish howling pack members from rival wolves. The Arabian and Iranian wolf subspecies are unusual as they are not known to howl.


          Growling, while teeth are bared, is the most visual warning wolves use. Wolf growls have a distinct, deep, bass-like quality, and are often used to threaten rivals, though not necessarily to defend themselves. Wolves also growl at other wolves while being aggressively dominant. Wolves bark when nervous or when they want to warn other wolves of danger but do so very discreetly and will not generally bark loudly or repeatedly as dogs do. Instead they use a low-key, breathy "whuf" sound to immediately get attention from other wolves. Wolves also "bark-howl" by adding a brief howl to the end of a bark. Wolves bark-howl for the same reasons they normally bark. Generally, pups bark and bark-howl much more frequently than adults, using these vocalizations to cry for attention, care, or food. A lesser known sound is the rally. Wolves will gather as a group and, amidst much tail-wagging and muzzle licking, emit a high-pitched wailing noise interspersed with something similar to (but not the same as) a bark. Rallying is often a display of submission to an alpha by the other wolves. Wolves also whimper, usually when submitting to other wolves. Wolf pups whimper when they need a reassurance of security from their parents or other wolves.


          


          Scent marking
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          Wolves, like other canines, use scent marking to lay claim to anythingfrom territory to fresh kills. Alpha wolves scent mark the most often, with males doing so more than females. The most widely used scent marker is urine. Male and female alpha wolves urine-mark objects with a raised-leg stance (all other pack members squat) to enforce rank and territory. They also use marks to identify food caches and to claim kills on behalf of the pack. Defecation markers are used for the same purpose as urine marks, and serve as a more visual warning, as well. Defecation markers are particularly useful for navigation, keeping the pack from traversing the same terrain too often and also allowing each wolf to be aware of the whereabouts of its pack members. Above all, though, scent marking is used to inform other wolves and packs that a certain territory is occupied, and that they should therefore tread cautiously.


          Wolves have scent glands all over their bodies, including at the base of the tail, between toes, and in the eyes, genitalia, and skin. Pheromones secreted by these glands identify each individual wolf. A dominant wolf will "rub" its body against subordinate wolves to mark such wolves as being members of a particular pack. Wolves may also "paw" dirt to release pheromones instead of urine marking.


          


          Dietary habits


          Wolves feed primarily on medium to large sized ungulates, including sheep, goats, chamois, pigs, deer, antelope, caribou, horses, moose, yak, and bison. Other recorded large prey include marine mammals such as seals and beached whales. Solitary wolves depend more on smaller animals, which they capture by pouncing and pinning with their front paws, though lone wolves have been recorded to bring down prey as large as bison unaided. Some wolf packs in Alaska have been observed to feed on salmon. They also prey on rodents, game birds and other small animals. A single wolf can eat up to 3.2-3.5 kg of food at a time, though they can eat as much as 13-15 kg when sufficiently hungry. A wolf's yearly requirement is 1.5 tons of meat. Wolves can go without sustenance for long periods of time, with one Russian record showing how one specimen survived for 17 days without food. Research has shown that 2 weeks without food will not weaken a wolf's muscle activity. After eating, wolves will drink large quantities of water to prevent uremic poisoning. A wolf's stomach can hold up to 7.5 litres of water.
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          Wolf packs show little strategic cooperation in hunting unlike lions, though wolf pairs have been shown to strategize when attacking large prey. When hunting large prey, wolves typically attempt to conceal themselves as they approach the selected animal. Often, they will wait for the prey to pastourise, when it is distracted. Wolves generally do not engage in long chases, and will usually stop a pursuit after a chase of 10-180 metres, though there has been one documented case of a wolf chasing a moose for 36 km. Wolves typically kill large prey by tearing at their haunches and perinium areas, causing massive bleeding. Sometimes, the wolves will bite the throat, severing the windpipe or jugular. A single bite can cause a wound up to 10-15 cm in length. A large deer in optimum health will succumb to three bites at the perinium area after a chase of 150 metres. Once the prey collapses, the wolves will tear open the abdominal cavity and commence feeding on the animal, sometimes whilst it is still alive. On some occasions, wolves will not press an attack, and will wait for their prey to die from their wounds before commencing feeding. Pack status is reinforced during feeding. The breeding pair usually eats first, starting with the heart, liver and lungs. Wolves of intermediate rank will prevent low ranking animals from feeding until the dominant pair finishes eating. The stomach is eaten, though the contents are left untouched. The leg muscles are eaten next, with the hide and bones being the last to be eaten. Though commonly portrayed as targeting solely sick or infirm animals, there is little evidence that they limit themselves to such targets. Research from the former Soviet Union for example shows that in some cases, 93% of all killed prey may have no illnesses or infirmities. In the Nenets Autonomous Okrug, wolves were shown to select pregnant female domestic caribou and calves rather than infirm specimens, with some reports showing that wolves bypassed emaciated, sickly animals altogether in favour of well fed ones. However, most healthy, fit individuals will not run from wolves and will instead choose to stand their ground, thus increasing the possibility of injury to the attacking wolves. The wolves are more likely to yield when confronted by bold prey. Wolves are generally inefficient at killing large, assertive prey, with success rates as low as 20% which is due, in part, to the large size and defensive capabilities of their prey. Wolves have on occasion been observed to engage in acts of surplus killing. An example of this was reported by a Conservation Officer for the Minnesota Department of Natural Resources, stating that during a spring snow storm, two wolves killed 21 deer, consuming only two. Surplus killing in the wild peaks in winter months when heavy snow impedes the movements of large hooved prey.


          Wolves will on occasion supplement their diet with vegetation, with some areas of the former Soviet Union reporting that wolves cause serious damage to watermelon plantations. In certain localities in Eurasia where there is little natural prey, wolves will forage in garbage dumps. There are few cases of wolves in North America relying on garbage for food.


          


          Interspecific predatory relationships


          Wolves typically dominate other canid species in areas where they are sympatric. In North America, wolves are generally intolerant of coyotes in their territory; two years after their re-introduction to the Yellowstone National Park, the wolves were responsible for a near 50% drop in coyote populations through both competition and predation. Wolves have been reported to dig coyote pups from their dens and kill them. Wolves typically do not consume the coyotes they kill. There are no records of coyotes killing wolves, though they have been known to gang up on wolves if they outnumber them. Near identical interactions have been observed in Greece between wolves and golden jackals. Wolves may kill foxes, though not as frequently as they do with coyotes. Racoon dogs are also reportedly preyed upon.


          Cougars are encountered in North America. Wolves are usually hostile toward cougars and will kill cubs if given the opportunity. The wolf's relation to adult cougars is more complex. A pack often takes advantage of cougars, stealing kills and sometimes killing mature adults. Interactions between solitary wolves and cougars are rarer, but the two species have killed each other. National Park Service cougar specialist Kerry Murphy stated that the cougar usually is at an advantage on a one to one basis, considering it can effectively use its claws, as well as its teeth, unlike the wolf which relies solely on its teeth. Yellowstone officials have reported that attacks between cougars and wolves are not uncommon. Multiple incidents of cougars taking wolves and vice versa have been recorded in Yellowstone National Park. However, researchers in Montana have found that wolves regularly kill cougars in the area, though they did not specify whether or not this was a pack situation.
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          Brown bears are encountered in both Eurasia and North America. The majority of interactions between wolves and brown bears usually amount to nothing more than mutual avoidance. Serious confrontations depend on the circumstances of the interaction, though the most common factor is defence of food and young. Brown bears will use their superior size to intimidate wolves from their kills and when sufficiently hungry, will raid wolf dens. Brown bears usually dominate wolves on kills, though they rarely prevail against wolves defending den sites. Wolves in turn have been observed killing bear cubs, to the extent of even driving off the defending mother bears. Deaths in wolf/bear skirmishes are considered very rare occurrences, the individual power of the bear and the collective strength of the wolf pack usually being sufficient deterrents to both sides. American black bears occur solely in the Americas, and interactions with wolves are much rarer than with brown bears, due to differences in habitat preferences. The majority of black bear encounters with wolves occur in the species' northern range, with no interactions being recorded in Mexico. Wolves have been recorded to kill black bears on numerous occasions without eating them. Unlike brown bears, black bears frequently lose against wolves in disputes over kills.


          In areas where wolves and tigers share ranges, such as the Russian Far East, the two species typically display a great deal of dietary overlap, resulting in intense competition. Wolf and tiger interactions are well documented in Sikhote-Alin, which until the beginning of the 20th century, held very few wolves. It is thought by certain experts that wolf numbers increased in the region after tigers were largely eliminated during the Russian colonization in the late 1800s and early 1900s. This is corroborated by native inhabitants of the region claiming that they had no memory of wolves inhabiting Sikohte-Alin until the 1930s, when tiger numbers decreased. Tigers depress wolf numbers, either to the point of localized extinction or to such low numbers as to make them a functionally insignificant component of the ecosystem. Wolves appear capable of escaping competitive exclusion from tigers only when human persecution decreases the latters numbers. Today wolves are considered scarce in tiger inhabited areas, being found in scattered pockets, and usually as loners or small groups. First hand accounts on interactions between the two species indicate that tigers occasionally chase wolves from their kills, while wolves will scavenge from tiger kills. Tigers are not known to prey on wolves, though there are four records of tigers killing wolves without consuming them.


          Wolves may occasionally encounter striped hyenas in the Middle East, Central and Southern Asia, mostly in disputes over carcasses. Though hyenas usually dominate wolves on a one to one basis, wolf packs have been reported to displace lone hyenas from carcasses. Wolf remains have been found in cave hyena den sites, though it is unknown if the wolves were killed or scavenged upon.


          


          Taxonomy


          The gray wolf is a member of the genus Canis, which comprises between 7 and 10 species. It is one of six species termed 'wolf', the others being the Red Wolf (Canis rufus), the Indian Wolf (Canis indica), the Himalayan Wolf (Canis himalayaensis), the Eastern Wolf (Canis lycaon) and the Ethiopian Wolf (Canis simensis), although concerning a couple of these there is still some uncertainty as to whether they should be considered subspecies of Canis lupus or species in their own right. Recent genetic research suggests that the Indian Wolf, originally considered only as a subpopulation of the Iranian Wolf (Canis lupus pallipes), represents a distinct species (Canis indica). Similar results were obtained for the Himalayan wolf, which is traditionally placed into the Tibetan Wolf (Canis lupus laniger) .


          With respect to common names, spelling differences result in the alternative spelling grey wolf. As the first-named and most widespread of species termed "wolf", gray wolves are often simply referred to as wolves. It was one of the many species originally described by Carolus Linnaeus in his eighteenth-century work, Systema Naturae, and it still bears its original classification, Canis lupus. The binomial name is derived from the Latin Canis, meaning "dog", and lupus, "wolf".
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          Classifying gray wolf subspecies can be challenging. Although scientists have proposed a host of subspecies, wolf taxonomy at this level remains controversial. Indeed, only a single wolf species may exist. Taxonomic modification will likely continue for years to come.


          Current theories propose that the gray wolf first evolved in Eurasia during the early Pleistocene. The rate of changes observed in DNA sequence date the Asiatic lineage to about 800,000 years, as opposed to the American and European lineages which stretch back only 150,000. The gray wolf migrated into North America from the Old World, probably via the Bering land bridge, around 400,000 years ago. The gray wolf then coexisted with the Dire Wolf (Canis dirus). Although more heavily built and possessing a stronger bite, the dire wolf's dentition was less adept at crushing bones as the grey wolf was. The Dire Wolf ranged from southern Canada to South America until about 8,000 years ago when climate changes are thought to have caused it to become extinct. After that the gray wolf is thought to have become the prime canine predator in North America.


          


          Subspecies


          At one point, up to 50 gray wolf subspecies were recognized. Though no true consensus has been reached, this list can be condensed to 1315 general extant subspecies. Modern classifications take into account the DNA, anatomy, distribution, and migration of various wolf colonies. As of 2005, 37 subspecies are currently described, including the dingo and the domestic dog.


          


          Relation to the dog
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          Much debate has centered on the relationship between the wolf and the domestic dog, though most authorities see the wolf as the dog's direct ancestor. Because the canids have evolved recently and different canids interbreed readily, untangling the relationships has been difficult. However, molecular systematics now indicate very strongly that domestic dogs and wolves are closely related, and the domestic dog is now normally classified as a subspecies of the wolf: Canis lupus familiaris. All skeletal dog remains found from the upper Paleolithic and Mesolithic periods are from relatively small specimens, therefore pointing to either the Arabian or Iranian wolf as the most likely progenitor. North American domestic dogs are believed to have originated from Old World wolves. No known dog breed is derived from wolves indigenous to North America. The first people to colonize North America 12,000 to 14,000 years ago brought their dogs with them from Asia, and apparently did not separately domesticate the wolves they found in the New World.


          Compared to equally sized wolves, dogs tend to have 20% smaller skulls and 10% smaller brains, as well as proportionately smaller teeth than other canid species. The premolars and molars of a dog are much more crowded and compacted than those of a wolf. Dog's teeth also have less complex cusp patterns, and their tympanic bulla is much smaller than in wolves. Dogs require fewer calories to function than wolves. The dog's diet of human refuse in antiquity made the large brains and jaw muscles needed for hunting unnecessary. It is thought by certain experts that the dog's limp ears are a result of atrophy of the jaw muscles. The paws of a dog are half the size of those of a wolf, and their tails tend to curl upwards, another trait not found in wolves. Dogs are not monogamous, and breeding in feral packs is not restricted to a dominant breeding pair. Male dogs differ from male wolves by the fact that they play no role in raising their puppies, and do not kill the young of other females to increase their own reproductive success. Dogs differ also from wolves by the fact that they do not regurgitate food for their young, nor the young of other dogs in the same territory.


          


          Interspecific hybridization
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          Wolves can interbreed with domestic dogs and produce fertile offspring. Wolf-dog hybrids are generally said to be naturally healthy animals, and are affected by less inherited diseases than most breeds of dog. Wolfdogs are usually healthier than either parent due to heterosis. According to the National Wolfdog Alliance, 40 U.S. states effectively forbid the ownership, breeding and importation of wolfdogs, while others impose some form of regulation upon ownership. Most European nations, as well as many U.S. counties and municipalities, also either outlaw the animal entirely or put restrictions on ownership.. Although wolves in the wild will usually kill dogs, matings of dogs and wild wolves has been confirmed in some populations through genetic testing. As the survival of most Continental wolf packs is severely threatened, scientists fear that the creation of wolf-dog hybrid populations in the wild is a threat to the continued existence of some isolated wolf populations. Hybridization in the wild usually occurs near human habitations where wolf density is low and dogs are common. However, extensive wolf-dog hybridization is not supported by morphological evidence, and analyses of mtDNA sequences have revealed that such matings are rare. In some cases, the presence of dewclaws is considered a useful, but not absolute indicator of dog gene contamination in wild wolves. Dewclaws are the vestigial fifth toes of the hind legs common in domestic dogs but thought absent from pure wolves, which only have four hind toes. Observations on wild wolf hybrids in the former Soviet Union indicate that wolf hybrids in a wild state may form larger packs than pure wolves, and have greater endurance when chasing prey.


          Wolves and coyotes can interbreed and produce fertile offspring, a fact which calls into question their status as two separate species. The offspring, known as a coywolf, is generally intermediate in size to both parents, being larger than a pure coyote, but smaller than a pure wolf. A study showed that of 100 coyotes collected in Maine, 22 had half or more wolf ancestry, and one was 89 percent wolf. A theory has been proposed that the large eastern coyotes in Canada are actually hybrids of the smaller western coyotes and wolves that met and mated decades ago as the coyotes moved toward New England from their earlier western ranges.


          


          Current status


          


          Europe and Russia


          Greenland has a population of 50-100 wolves which are afforded protection in approximately 90% of their range, though no compensation is paid for livestock damages.


          Portugal has a stable wolf population of 200-300 which is afforded full protection. Compensation is paid for livestock damages.


          Spain's wolf population is estimated at 2000 and growing. Wolves are considered a game species, though they are protected in the southern regions of the country. Compensation is paid for livestock damages, though this varies according to regional laws.


          In Italy, wolves are a protected species, with current estimates indicating that there are 500-800 wolves living in the wild. The largest concentrations of wolves occur in the alps and the Italian national parks of Pollino, Abruzzo, Lazio e Molise and Appennino Tosco-Emiliano. Isolated individuals have been sighted in the vicinity of human populated areas such as Tuscany, Rome, Bologna, Parma and Tarquinia. Currently, their populations are said to have been increasing at a rate of 6% a year since the 1970s, though 15% of the total Italian wolf population is reported to succumb annually to illegal poaching and road accidents. Compensation is paid by regional governments for livestock damages.


          Wolves migrated from Italy to France as recently as 1992, and the current French wolf population is said to be composed of 40-50 individuals and growing. Under the Berne Convention, wolves are listed as an endangered species and killing them is illegal. Official culls are permitted to protect farm animals so long as there is no threat to the national population as a whole. Compensation is paid for livestock damages.


          Wolves were first spotted in Germany in 1998, and are thought to have migrated from western Poland. Currently, there are around 35 wolves in 4 packs now roaming the heaths of the eastern German region of Lusatia, and they are now still expanding their range to the west and north. Under German law, wolves are a protected species, though there are no livestock damage compensation programmes.


          The number of wolves in Switzerland is uncertain, having been guessed at 1-2 individuals. Wolves are afforded protection, and livestock damage compensation is paid by Cantons.


          Norway currently has a stable, protected population of 15-20 wolves which is increasing. Compensation is paid for livestock damages.


          Sweden has a protected population of 70-80 wolves and growing, and compensation is paid for livestock damages.


          Finland has a stable population of 100 wolves which is increasing. Wolves are legally hunted only in areas with high reindeer densities. Compensation for livestock losses are paid by the state and insurance companies.


          Poland has an increasing population of 700-800 wolves which are afforded legal protection except in the Bieszczady Mountains. Compensation for livestock losses is not paid.


          Estonia is thought to have a wolf population of 500, though it is decreasing as the species is outlawed, and no livestock compensation is in effect, as the insurance is considered too expensive.


          Lithuania has over 600 wolves which are increasing in number. The species is not protected, and only insured livestock receives compensation.


          Latvia has an unprotected, yet stable population of 900 wolves. No compensation is paid for livestock damages.


          Belarus is home to an increasing population of 2,000-2,500 wolves. With the exception of specimens in nature reserves, wolves in Belarus are largely unprotected. They are designated a game species, and bounties ranging between 60 and 70 are paid to hunters for each wolf killed. This is a considerable sum in a country where the average monthly wage is 230. No compensation is paid for livestock losses.


          Ukraine has an unprotected, yet stable population of 2,000 wolves. No compensation is paid for livestock losses. Many of the wolves live in the Zone of alienation north of Chernobyl, where they face few natural threats. This applies equally to the Belarusian part of the zone.


          The Czech Republic has a stable and protected population of 20 wolves, though there are no livestock damage compensation programmes.


          Slovakia has a stable population of 350-400 wolves which is protected, though with some exceptions. No compensation is paid for livestock losses.


          Croatia has a population of 100-150 wolves and increasing. As of May 1995, they are a protected species, and compensation is paid for livestock losses.


          The Federation of Bosnia and Herzegovina is thought to have a population of 400 wolves, though they are decreasing in number and are afforded no legal protection. Compensation for livestock losses is not paid.


          Serbia and Montenegro has a stable population of 500 wolves, though it is unknown if they are afforded any protection and no compensation is paid for livestock damages.


          Hungary has a stable population of 50 wolves which are protected, though with some exceptions. No compensation is paid for livestock damages.


          Romania has a increasing population of 2,500 wolves which are granted legal protection, though no compensation is paid for livestock damages.


          Bulgaria has a stable population of 800-1,000 wolves which are granted no legal protection. Wolves are considered a nuisance and have an active bounty on them. No compensation is paid for livestock damages.


          Greece has a stable population of 200-300 wolves which are legally protected. Compensation is paid for livestock losses, with over 80% of it from insurance.


          The Republic of Macedonia has an increasing, yet unprotected population of 1,000 wolves, with no livestock compensation programmes.


          Albania has a protected population of 250 wolves which are increasing in number, though no compensation is paid for livestock losses.


          Turkey has an unknown number of wolves thought to be as high as 1,000. It is not known if they are increasing or decreasing, and no legal protection nor livestock damage compensation is granted.


          Although wolves in Russia have no legal protection, they number 25,000-30,000, and are increasing in number, though they live in comparatively few numbers in the SikhoteAlin region due to competition with increasing tiger numbers. No livestock damage compensation is paid.


          


          Asia


          Syria has an unprotected, unknown number of wolves, thought to be roughly numbering 200. No livestock damage compensation is paid.


          Lebanon has a population of 50 wolves which are afforded no legal protection, nor is livestock damage compensation is paid.


          Israel has a stable population of 150 unprotected wolves. No livestock damage compensation is paid.


          Jordan has an unprotected, unknown number of wolves, thought to be roughly numbering 200. No livestock damage compensation is paid.


          Saudi Arabia has a stable population of 300-600 wolves which are given no legal protection. No livestock damage compensation is paid.


          India has a decreasing population of roughly 1,000 wolves which are legally protected. No livestock damage compensation is paid.


          The People's Republic of China considers wolves a "catastrophe" and claims that they live in only twenty percent of their former habitat in the northern regions of the country. Wolves in China appear to be decreasing in all their ranges. Currently, Cheiludjiang has roughly 500 wolves, Xinjiang has 10,000 and Tibet has 2,000. In 2006, the Chinese government began plans to auction licenses to foreigners to hunt wild animals, including wolves. No livestock damage compensation is paid.


          Mongolia has a stable population of 10,000-20-000 wolves which are given no legal protection, nor is livestock damage compensation is paid.


          Kazakhstan has a stable population of about 30,000 wolves. About 2,000 are killed yearly for a $40 bounty, though the animals numbers have risen sharply. No livestock damage compensation is paid.


          Turkmenistan has a stable population of 1,000 wolves which are unprotected. No livestock damage compensation is paid.


          Uzbekistan has a stable population of 2,000 wolves which are unprotected. No livestock damage compensation is paid.


          Kirgizstan has a stable population of 4,000 wolves which are unprotected. No livestock damage compensation is paid.


          Tadjikistan has a stable population of 3,000 wolves which are unprotected. No livestock damage compensation is paid.


          There are currently no recent or reliable estimates on wolf populations in Iraq, Iran, Afghanistan, Nepal and Bhutan.


          


          North America


          


          United States


          The United States as a whole has up to 9,000 wolves which are increasing in number in all their ranges. Wolf recovery has been so successful that the United States Fish & Wildlife Service removed the western grey wolf from the federal endangered species list on March 28, 2008. Due to the controversy over wolf shootings, a coalition of environmental groups sued the federal government to put the gray wolf back on the Endangered Species list. On July 18, 2008, a federal judge ruled in favour of renewed endangered species protection. Alaska has a stable population of 6,000-7,000 wolves which are legally hunted from August to April as a big game species. Aerial hunting of wolves and other predators is used as a method to boost moose populations for hunters in Alaska. This practice is controversial. Biologists have cited possibly flawed scientific logic in opposing aerial hunting, but the citizens of Alaska have twice voted against aerial hunting. Minnesota has a population of 2,500 wolves which are legally protected, though they are occasionally culled for depredation control. Minnesota is currently the only US state to have a livestock damage compensation programme. Minnesota has been granted complete control over its wolf population, and its wolf management plan establishes a minimum population of 1600 wolves. Montana has population of 70 wolves which are legally protected. Idaho has a population of 185 wolves which though protected, is considered merely experimental and nonessential. Wyoming has 165 wolves, which like in Idaho, are considered merely experimental. Michigan has 200 wolves which are legally protected. Wisconsin, like Michigan, has a population of 200 legally protected wolves. Two gray wolves were captured in north-central Washington state in July 2008, one of which was a nursing female. This is the first evidence of reproducing wolves in the state since the 1930s. In northeast Oregon, also in July 2008, wolf howls were heard by biologists who identified at least 2 adults and 2 cubs. This is the first confirmed breeding pair in Oregon.


          


          Canada


          Canada has over 52,000-60,000 wolves which are legally considered a big game species, though they are afforded protection in 3% of Canada's territory. The Northwest Territories, Nunavut and Yukon have 5,000 wolves each, British Columbia has 8000 wolves, Alberta 4,200, Saskatchewan 4,300, Manitoba 4,000-6,000, Ontario 9,000, Quebec 5,000 and Labrador 2,000. Canada currently has no livestock damage compensation programmes.


          


          Mexico


          Mexico has been wolf-free since the 1970s when the U.S. and Mexican governments cooperated to capture all remaining wild Mexican wolves and initiate a captive-breeding program in an attempt to save the local subspecies. The Mexican Wolf was reintroduced into the Apache-Sitgreaves National Forest in Arizona in 1998 as part of a captive breeding program. There are now at least 59 wild Mexican wolves in the American southwest.


          


          Relationships with humans


          Humans historically have had a complex relationship with wolves. In many parts of the world, wolves were respected and revered, while in others they were feared and held in distaste. The latter viewpoint was notably accentuated in European folklore beginning in the Christian era, though wolves did feature as heraldic animals on the Arms and crests of numerous noble families. Many languages have names meaning "wolf", examples including: Scandinavian Ulf, Albanian "Ujk", Hebrew Ze'ev, Hungarian Farkas, Serbian Vuk, Ukrainian Vovk, Romanian Lupu, Lupescu/Lupulescu and Bulgarian Vǎlko. Wolves also figure prominently in proverbs. Many Chinese proverbs use wolves as a description towards any ill-willed person with a hidden agenda like Wolf hearted (狼子野心) which could also connote to the impossibility of taming bad people, while Wolf heart; dog lungs (狼心狗肺) refers to an ungrateful person who later betrays someone who previously helped them. The Kazakh language has up to 20 proverbs referring to wolves, while the Russian language has 253.


          


          In folklore and mythology
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          In Altaic mythology of the Turkic and Mongolian peoples, the wolf is a revered animal. The shamanic Turkic peoples even believed they were descendants of wolves in Turkic legends. The legend of Asena is an old Turkic myth that tells of how the Turkic people were created. In Northern China a small Turkic village was raided by Chinese soldiers, but one small baby was left behind. An old she-wolf with a sky-blue mane named Asena found the baby and nursed him, then the she-wolf gave birth to half wolf, half human cubs therefore the Turkic people were born. Also in Turkic mythology it is believed that a gray wolf showed the Turks the way out of their legendary homeland Ergenekon, which allowed them to spread and conquer their neighbours. In modern Turkey this myth inspired extreme-right nationalist groups known as " Grey Wolves".


          The genesis story of the Turks and Mongols is paralleled in the Roman myth of Romulus and Remus, the traditional founders of Rome. The twin babies were ordered to be killed by their great uncle Amulius. The servant ordered to kill them, however, relented and placed the two on the banks of the Tiber river. The river, which was in flood, rose and gently carried the cradle and the twins downstream, where under the protection of the river deity Tiberinus, they would be adopted by a she-wolf known as Lupa in Latin, an animal sacred to Mars.


          In Norse mythology, Fenrir or Fenrisulfr is a gigantic wolf, the son of Loki and the giantess Angrboa. Fenrir is bound by the gods, but is ultimately destined to grow too large for his bonds and devour Odin during the course of Ragnark. At that time he will have grown so large that his upper jaw touches the sky while his lower touches the earth when he gapes. He will be slain by Odin's son, Viarr, who will either stab him in the heart or rip his jaws asunder according to different accounts.


          The Bible contains 13 references to wolves, usually as metaphors for greed and destructiveness. In the New Testament, Jesus is quoted to have used wolves as illustrations to the dangers His followers would have faced should they follow him (Matthew 10:16, Acts 10:29, Matthew 7:15)


          In the medieval Russian folktale Ivan Tsarevich and the Grey Wolf (also known as Ivan Tsarevich and the Firebird or The Firebird), the grey wolf is a benevolant character who assists Ivan on his quest, using his knowledge and magical powers.


          In Japan, grain farmers once worshiped wolves at shrines and left food offerings near their dens, beseeching them to protect their crops from wild boars and deer. Talismans and charms adorned with images of wolves protected against fire, disease, and other calamities and brought fertility to agrarian communities and to couples hoping to have children. The Ainu people believed that they were born from the union of a wolflike creature and a goddess.


          Wolves also figure prominently in the folklore and mythology of some Native American tribes. In the Cardinal directions of the Plains Indians, the wolf represented the west, while for the Pawnee, it represented the southeast. According to the Pawnee creation myth, the wolf was the first creature to experience death. The Wolf Star (Sirius), enraged at not having been invited to attend a council on how the Earth should be made, sent a wolf to steal the whirlwind bag of The Storm that Comes out of the West, which contained the first humans. Upon being freed from the bag, the humans killed the wolf, thus bringing death into the world. The Pawnee, being both an agricultural and hunting people, associated the wolf with both corn and the bison; the "birth" and "death" of the Wolf Star was to them a reflection of the wolf's coming and going down the path of the Milky Way known as Wolf Road. Wolves however were not always portrayed positively in Native American cultures. The Netsilik Inuit and Takanaluk-arnaluk believed that the sea-woman Nuliayuk's home was guarded by wolves. The Naskapi's believed that the caribou afterlife is guarded by giant wolves which kill careless hunters venturing too near. The Navajo people feared witches in wolf's clothing called "Mai-cob".


          


          Attacks on humans
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          Under normal circumstances, wild wolves are generally timid around humans. Wolves usually try to avoid contact with people, to the point of even abandoning their kills when an approaching human is detected, though there are several reported circumstances in which wolves have been recorded to act aggressively toward humans. Compared to other carnivorous mammals known to attack humans, the frequency with which wolves have been recorded to kill people is rather low, indicating that though potentially dangerous, wolves are among the least threatening for their size and predatory potential.


          Attacks due to provocation have occurred, usually involving shepherds defending their flocks, though none have been recorded to be fatal. Unprovoked attacks by non-rabid wolves are rare, though they have happened. The majority of victims of unprovoked healthy wolves tend to be women and children. Historically, attacks by healthy wolves tended to be clustered in space and time, indicating that human-killing was not a normal behavior for the average wolf, but was rather a specialized behaviour that single wolves or packs developed and maintained until they were killed. Records from the former Soviet Union indicate that the largest number of attacks on children in areas with high wolf densities occurred in summer during July and August, the period when female wolves begin feeding their cubs solid food. Sharp falls in the frequency of attacks were noted in the Autumn months of September and October, coinciding with drops in temperature which caused most children to remain indoors for longer periods.


          Habituation is a known factor contributing to some wolf attacks which results from living in close proximity to human habitations, which can cause wolves to lose their fear of humans and consequently approach too closely, much like urban coyotes. Habituation can also happen when people intentionally encourage wolves to come up to them, usually by offering them food, or unintentionally, when people do not sufficiently intimidate them. This is corollated by accounts demonstrating that wolves in protected areas are more likely to show boldness toward humans than ones in areas where they are actively hunted.


          The majority of fatal wolf attacks have historically involved rabies, which was first recorded in wolves in the 13th century. Though wolves are not reservoirs for the disease, they can catch it from other species. Wolves develop an exceptionally severe aggressive state when infected and can bite numerous people in a single attack. Before a vaccine was developed, bites were almost always fatal. Today, wolf bites can be treated, but the severity of rabid wolf attacks can sometimes result in outright death, or a bite near the head will make the disease act too fast for the treatment to take effect. Unlike healthy wolves which typically limit themselves to attacking women or children, attacks by rabid wolves are made at random, with adult men being killed on occasion. Rabid attacks tend to cluster in winter and spring. With the reduction of rabies in Europe and North America, few rabid wolf attacks have been recorded, though some still occur annually in the middle east. Rabid attacks can be distinguished from predatory attacks by the fact that rabid wolves limit themselves to biting their victims rather than consuming them. Plus, the timespan of predatory attacks can sometimes last for months or years, as opposed to rabid attacks which end usually after a fortnight. Much like some big cats, old or crippled wolves unable to tackle their normal prey have also been recorded to attack humans.


          People who corner or attack wolves typically receive quick bites to the hands or feet, though the attack is usually not pressed. In both rabid and predatory attacks, victims are usually attacked around the head and neck in a sustained manner, though healthy wolves rarely attack frontally, having been shown to prefer to attack from behind. Some specialised man-eaters have been recorded to kill children by knocking them over from behind and biting the back of their heads and necks. The body of a victim of a healthy wolf is often dragged off and consumed unless disturbed.


          


          Livestock and pet predation
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          Wolf depredations on livestock tend to increase in September and October when females teach their cubs how to hunt. Wolves usually attack livestock when they are grazing, though it is not uncommon for some wolves to break into fenced enclosures. Sheep are the most frequently recorded victims in Europe, in India it is goats, in Mongolia it is horses, while North American records show wolves having a greater tendency to attack cattle and turkeys. Wolves usually disregard size or age on medium sized prey such as sheep and goats. According to Theodore Roosevelt, the small wolves of the Southern Plains rarely attack full grown cattle or steers, preferring instead young or sick animals, while the large wolves of the northern Rockies can kill fully grown steers unaided. Injuries may include a crushed skull, severed spine, disembowelment and massive tissue damage. Wolves will also kill sheep by attacking the throat, similar to the manner in which coyotes kill sheep. Wolf kills can be distinguished from coyote kills by the far greater damage to the underlying tissue. Surplus killing often occurs when within the confines of human made livestock shelters. One specimen known as the "Aquila Wolf" in Arizona was known to have killed 65 sheep in one night and 40 at another time. Sometimes, the animals survive, but are left with severe mutilations, sometimes warranting euthanasia. Livestock with prior experience of a wolf attack may develop behavioural problems, with some animals having been reported to run through barbed wire fences upon hearing wolves, or refusing to go out into pastures, causing severe weight loss. Animals severely injured by wolves often appear dazed and are reluctant to move due to the deep pain. It is often difficult to confirm kills, seeing as wolves often eat all of the animal they have killed if it is below the size of a calf. Some non- or less-lethal methods of protecting livestock from wolves have been under development for the past decade. Such methods include rubber ammunition and use of guard animals. Recorded wolf howls have also been shown to be effective in at least one incident.


          The extent of livestock losses to wolves vary regionally; from being statistically insignificant, to having critical effects on local economies. In North America, loss of livestock by wolves makes up only a small percentage of total losses. In the United States, wolf predation is low compared to other human or animal sources of livestock loss. Since the state of Montana began recording livestock losses due to wolves back in 1987, only 1,200 sheep and cattle have been killed. 1,200 killings in twenty years is not very significant when in the greater Yellowstone region 8,300 cattle and 13,000 sheep die from natural causes. According to the International Wolf Centre, a Minnesota-based organization:


          
            To put depredation in perspective, in 1986 the wolf population was at about 1,3001,400, there were an estimated 232,000 cattle and 16,000 sheep in Minnesota's wolf range. During that year 26 cattle, about 0.01% of the cattle available, and 13 sheep, around 0.08% of the sheep available, were verified as being killed by wolves. Similarly, in 1996 an estimated 68,000 households owned dogs in wolf range and only 10, approximately 0.00015% of the households, experienced wolf depredation.


             Wolf Depredation, International Wolf Centre, Teaching the World about Wolves

          


          Furthermore, Jim Dutcher, a film maker who raised a captive wolf pack observed that wolves are very reluctant to try meat that they have not eaten or seen another wolf eat before possibly explaining why livestock depredation is unlikely except in cases of desperation.


          The results however differ in Eurasia. Greece for example reports that between April 1989 and June 1991, 21000 sheep and goats plus 2729 cattle were killed. In 1998 it was 5894 sheep and goats, 880 cattle and very few horses. A study on livestock predation taken in Tibet showed that the wolf was the most prominent predator, accounting for 60% of the total livestock losses, followed by the snow leopard (38%) and lynx (2%). Goats were the most frequent victims (32%), followed by sheep (30%), yak (15%), and horses (13%). Wolves killed horses significantly more and goats less than would be expected from their relative abundance. In 1987, Kazakhstan reported over 150,000 domestic livestock losses to wolves, with 200,000 being reported a year later.


          In some areas, dogs are a major food source for wolves. Reports from Croatia indicate that dogs are killed more frequently than sheep. Wolves in Russia apparently limit feral dog populations. In Wisconsin, more compensation has been paid for dog losses than livestock. Some wolf pairs have been reported to predate on dogs by having one wolf lure the dog out into heavy brush where the second animal waits in ambush. In some instances, wolves have displayed an uncharacteristic fearlessness of humans and buildings when attacking dogs, to an extent where they have to be beaten off or killed. Specially bred Livestock guardian dogs have been used to repell wolves from pastures, though their primary function has more to do with intimidating the wolves rather than fighting them.


          


          Wolf hunting
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          Wolves are usually hunted for sport, for their skins, to protect livestock, and in some rare cases to protect humans. Wolves are usually hunted in heavy brush and are considered especially challenging to hunt, due to their elusive nature and sharp senses. Wolves are notoriously shy and difficult to kill, having been stated to be almost as hard to still hunt as cougars, and being far more problematic to dispatch with poison, traps or hounds. Wolves though generally do not defend themselves as effectively as cougars or bears. Some wolves will evade capture for very long periods of time and display great cunning. On specimen nicknamed "Three Toes of Harding County" in South Dakota eluded its pursuers for 13 years before finally being caught. Another wolf nicknamed " Rags the digger" near Meeker, Colorado would deliberately ruin trap lines by digging up traps without tripping them. In Sport hunting, wolves are usually taken in late Autumn and early Winter, when their pelts are of the highest quality and because the heavy snow makes it easier for the wolves to be tracked. Wolves have occasionally been hunted for food, the meat having been variously described as being tough and tasting like chicken.


          The hunting of grey wolves, while originally actively endorsed in many countries, has become a controversial issue in some nations. Opponents see it as cruel, unnecessary and based on misconceptions, while proponents argue that it is vital for the conservation of game herds and as pest control.


          


          Reintroduction


          


          North America
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          In North America, debate about wolf reintroduction is ongoing and often heated, both where reintroduction is being considered and where it has already occurred. Where wolves have been successfully reintroduced, as in the greater Yellowstone area and Idaho, reintroduction opponents continue to cite livestock predation, surplus killing, and economic hardships caused by wolves. Opponents in prospective areas echo these same concerns. However, the Yellowstone and Idaho reintroductions demonstrate how compromise can be used to satisfy relevant interests. These reintroductions were the culmination of over two decades of research and debate. Ultimately, the economic concerns of the local ranching industry were dealt with when Defenders of Wildlife decided to establish a fund that would compensate ranchers for livestock lost to wolves, shifting the economic burden from industry to the wolf proponents themselves. As of 2005, there are over 450 Mackenzie Valley wolves in the Greater Yellowstone Ecosystem and over 1,000 in Idaho. Both populations have long since met their recovery goals. Lessons learned from this ordeal may yet prove useful where wolf reintroduction continues to create a sharp divide between industry and environmental interests, as it has in Arizona (where the Mexican Wolf was released beginning in 1998).


          Though many hunters, prior to and even after reintroduction, claimed that wolves would wipe out entire populations of elk, deer and other ungulates, the food chain within the Yellowstone ecosystem has been re-ordered to deliver a banquet that favors a more varied array of species. Prior to wolf reintroduction, high numbers of elk were linked to declines in aspen and willow communities, which negatively affected beaver and moose. Pre-wolf coyote numbers were much larger, affecting small rodent populations, foxes, and the production of pronghorn antelope. Scavengers had slimmer pickings. Today, with wolves taking elk, reducing their numbers, and leaving more carcasses on the landscape, grizzlies and wolverines have easier access to more meat, meaning a better chance for larger litters of cubs and pups. Coyote numbers have been significantly reduced, meaning more mice and pocket gophers for foxes and avian predators like hawks and eagles. Reports have been published placing the value of revenue from wolf-watching as upward of $25 million.


          Native American attitudes toward wolf reintroductions varied. Although the Nez Perce welcomed the reintroduction of wolves in Idaho, the Apaches of the southwestern US and Kalispells of Washington opposed any reintroduction, as wolves held little spiritual significance in their cultures.


          


          United Kingdom


          The British Government signed conventions in the 1980s and 1990s agreeing to consider reintroducing wolves and to promote public awareness about them. Being party to European conventions, the British government is obliged to study the desirability of reintroducing extinct species and to consider reintroducing wolves. Although there are indications that wolves are recolonizing areas in Western Europe, they are unable to return to their former ranges in Britain without active human assistance. The Scottish Highlands are one of the few large areas in western Europe with a relatively small human population, thus ensuring that wolves would suffer little disturbance from human activity. One popular argument in favour of the reintroduction is that the Highlands' red deer populations have overgrown. A reintroduction of wolves would aid in keeping their numbers down, thus allowing native flora some respite. Other arguments include the generation of income and local employment in the Highlands through wolf-related ecotourism. This could replace the declining and uneconomical Highland sheep industry.


          


          Wolves as pets


          Many countries, states and local regions have specific regulations governing the acquisition and management of wolves. In Britain, the keeping of wolves is strictly controlled and a licence is needed to own one. In the United States, the keeping of pure wolves is prohibited by the U.S. Endangered Species Act of 1973. Despite this, there are an estimated 100,000 wolves illegally kept in captivity in the United States, with some surveys concluding that the number could be as high as 2 million.


          Captive wolf pups are usually taken from their mother at two weeks of age. Pups will typically develop behavioural problems if raised without another member of their own kind. Due to their wild nature, wolf cubs require more socialisation than dog puppies. Socialising cubs solely with humans runs the risk of the cubs devoting their attention to people rather than their own kind. Wolf pups typically stop responding to socialization at the age of 19 days, as opposed to dogs which can still be socialised at the age of 10 weeks. Due to the fact that wolf milk contains more arginine than can be found in puppy milk substitutes, an arginine supplement is needed when feeding pups below the weaning age. Failure to do so can result in the pups developing cataracts. As adults, wolves have been shown, most of the time, to be largely untrainable and unpredictable, and will sometimes display aggressive behaviour toward small animals and children. Captive wolves are generally shy and avoid eye contact with humans other than their owner, as well as not listening to any commands made by any other humans. They usually vacate rooms or hide when a new person enters the establishment. Ordinary pet food is inadequate, seeing as an adult wolf needs 1-2.5 kg (2-5 lbs) of quality meat daily along with bones, skin and fur to meet its nutritional requirements. The exercise needs of a wolf exceed the average dog's demand. Because of this, captive wolves typically do not cope well in urban areas. Due to their talent at observational learning, adult captive wolves can quickly work out how to escape confinement, and need constant reminding that they are not the leader of their owner/caretaker, which makes raising wolves difficult for people who raise their pets in an even, rather than subordinate, environment. According to the American Zoological Association, the minimum housing recommended for a large canid is an enclosure of 4m x 4m (12 x 12 ft), increased by 50% for each additional canid. To prevent the wolf jumping over the enclosure, fences are specified to be necessarily at least 2m (6 ft) high and needing an overhang at the top. An inside skirt buried below ground is also required to prevent tunnelling. Some pet wolves are euthanised or might be released into the wild where they are likely to starve or be killed by resident wolf packs in regions where they are still present. Abandoned or escaped captive wolves can be more destructive and pose a greater danger to humans and livestock than wild wolves, seeing as their habituation to humans causes them to lose their natural shyness. The Wolf of Gysinge is thought to have been one such animal.


          Captive wolves have also been shown to be unsuitable for working as dogs do. German wolf biologist Erik Zimen once attempted to form a dog sled team composed entirely of pure wolves. The attempt proved to be a complete failure, as the wolves were far more prone to fighting than sled dogs and ignored most commands.
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          Grease (1978) is a film directed by Randal Kleiser and based on Jim Jacobs and Warren Casey's musical, Grease. The film stars John Travolta, Olivia Newton-John, Jeff Conaway and Stockard Channing. It was originally released to theatres in the U.S. on June 16, 1978. It was released in the U.S. on VHS during the 1980s; the latest VHS release was June 23, 1998 as 20th Anniversary Edition. On September 24, 2002, it was released on DVD for the first time. On September 19, 2006, it was re-released on DVD as the Rockin' Rydell Edition, which includes a black Rydell High T-Bird jacket cover or the Target exclusive Pink Ladies jacket.


          In 2006, Grease was ranked #20 on the American Film Institute's list of best musicals. (Source: "AFI's Greatest Movie Musicals")


          Tagline: Grease is the word

          Tagline: Grease is still the word. (1998 re-release)


          


          Film Synopsis


          Template:Spoiler Before the title credits of the film, we see Danny and Sandy on vacation on the beach. As the summer holidays draw to a close, it looks like Danny and Sandy may never see each other again, as Sandy is returning to Australia. After the title credits, we see the students returning to Rydell High School. We are introduced to two gangs, the T-Birds, of whom Danny is the leader, and the Pink Ladies. We learn that Sandy has been transferred to Rydell, where Frenchy, one of the Pink Ladies, has befriended her, and introduces her to the rest of the gang. In the cafeteria, the T-Birds beg Danny to tell them about his summer romance, while the Pink Ladies beg Sandy to tell them about hers. The song "Summer Nights", sees Danny and Sandy telling their stories- it soon becomes clear that Danny is exaggerating - though neither is aware of the other's presence at the school.


          Sandy joins the cheerleaders, and at the school pep rally, the Pink Ladies surprise Danny by reuniting him with Sandy. But Danny appears to be more interested in his image than in his relationship with Sandy now, and his odd behaviour towards her results in her storming off in tears. Frenchy cheers Sandy up by inviting her to a pyjama party at her house, but once she is there, things start to go wrong. She is persuaded to try a cigarette, and a "desert wine", and Frenchy finally offers to pierce her ears- all these have disastrous consequences. When Sandy is sick, Rizzo makes fun of her goody-two-shoes image, and even Frenchy joins in. The T-Birds turn up outside Frenchy's house. Rizzo leaves the party, and goes off with Kenickie, dumping the other T-Birds, who go for a slice of pizza. Marty decides to write to one of her many pen pals. Meanwhile, Sandy asks Marty for a sheet of paper to write a letter. She instead go outside and sing "Hopelessly Devoted to You". After that, the scene forwards to Kenickie and Rizzo in the back of his car. She and Kenickie's passionate making out is interrupted by Leo, the leader of the T-Birds' rival gang, the Scorpions, who damages Kenickie's car.


          Whilst at work on repairing the car, the gang fantasize about turning it into "Greased Lightnin'", a top racing car- during the song, we see a fantasy sequence of the car after it has been repaired and painted. Soon afterwards, in the "Frosty Palace", where the T-Birds and Pink Ladies frequently hang out, Danny sees Sandy sharing a soda with one of Rydell High's jocks, Tom Chisum. When Sandy goes to choose a song on the jukebox, Danny attempts to apologize for his behaviour at the pep rally, but Sandy rebuffs him. Undaunted, Danny decides to become a jock himself, believing that he can do better than Chisum. However, he fails miserably at basketball, wrestling and baseball. He finally finds his ideal sport in track, but is distracted by the sight of Sandy and Tom. When he falls over, Sandy rushes to see if he is alright, and they are finally reconciled. They go on a date at the "Frosty Palace", but it goes wrong when the whole gang join them. Rizzo and Kenickie have been fighting, and finally break up violently, when Rizzo lobs her strawberry milkshake at Kenickie.


          The school dance is an important occasion at Rydell High School- it is being videoed for the "National Bandstand" television show. Danny and Sandy go to the dance together, but Rizzo goes with Leo, leader of the Scorpions, and Kenickie goes with Leo's girlfriend, Cha Cha. Vince Fontaine, a famous D.J., whom all the girls at the dance seem to fancy, is judging the dance, and he seems especially friendly towards Marty. Danny and Sandy are the final couple on the dancefloor, but Cha Cha, who turns out to be one of Danny's former girlfriends, separates them, and Danny wins the dance with her instead. Sandy is upset, but she and Danny are reconciled at a drive-in movie. Danny gives Sandy his ring, but attempts to take advantage of her, and she leaves, furious. Meanwhile, Rizzo is the talk of the drive-in when she reveals to Marty that she has missed her period.


          Meanwhile, Greased Lightnin' has had a thourough make-over, and is ready for the Thunder Road races. Kenickie asks Danny to be his second, and the whole gang turns up for the race, except Rizzo. Kenickie bangs his head on the car door when he bends down to pick up a penny, which Marty has given him for good luck (which turns out to be bad luck!), which means that Danny has to drive for him. He wins the race against Leo.


          Finally, at Rydell High's graduation carnival, it is revealed that Sandy has reinvented herself to please Danny, much as he has for her. The two, ultimately happy, drive off amidst singing and dancing.


          


          Differences from stage play


          The original stage play had more sexual references than the MPAA would allow under a PG rating. In the original stage play, there was references to using plastic wrap as a condom, which had to be removed. To overcome the censors, there were not any blatant references to this, but Danny briefly rubs plastic wrap over his crotch during "Greased Lightning".


          Several musical numbers were not used in the film. They appear, however, as jukebox tunes, or band numbers at the high school dance. Among them: "Freddy, My Love", "Those Magic Changes", and "It's Raining on Prom Night" all of which were performed by characters in the stage musical (however, Danny does sing along with the band for a few lines of "Those Magic Changes"; on Broadway, the character Doody sang the song). "Grease Lightning" was supposed to be sung by Jeff Conaway's character, Kenickie, as it is in the stage version. John Travolta used his clout to have his character sing it. The director felt it was only right to ask Conaway if it was okay. At first he refused, but he eventually gave in. Also, one of the characters in the stage play, Roger, is named Putzie in the movie version.


          Olivia Newton-John's producer John Farrar wrote two new songs for the movie version: "Hopelessly Devoted To You" and "You're The One That I Want", while Bee Gees lead singer Barry Gibb wrote "Grease".


          In the musical, Sandy is American and her last name is Dumbrowski. Since Newton-John couldn't affect an American accent, her character was changed to an Australian transfer student and her last name was changed to Olsson.


          In the musical, the boys' gang is called the Burger Palace Boys. In the movie, the name was changed to the T-Birds (a reference to The Beach Boys song Fun, Fun, Fun). Also, their rivals on stage were called the Flaming Dukes. In the movie it was changed to The Scorpions. The movie also featured the leader of the rival group throughout the movie and during the race as Thunder Road, the entire group is revealed.


          


          Production


          


          Casting


          Singer Olivia Newton-John had done little acting before this film, and was terrified of the idea of playing a lead role in a film musical.She even asked for a screen test which was very uncommon for an actor or actress to suggest.


          Two actors who were seen for the film were Henry Winkler and Marie Osmond. Winkler, who was playing Fonzie on Happy Days (1974), was originally chosen to play Danny but didn't for fear of being typecast. Osmond turned down the role of Sandy because she didn't like the fact that Sandy had to "turn bad" to get the boy. Adult film star Harry Reems was originally signed to play Coach Calhoun. Producers got cold feet weeks before filming and replaced him with Sid Caesar.


          Dinah Manoff passed her audition without being given a singing or dancing tryout. Her skills in those areas proved limited, so she was moved into the background during the song numbers.


          


          Technical data


          Filmed in Panavision / Colour by Metrocolor / Dolby System / 110min 24 sec / CinemaScope / Made in Hollywood


          


          Costumes


          
            	Danny's blue windbreaker at the beginning of the film was intended as a nod to Rebel Without a Cause ( 1955).


            	Because of a zipper breaking, Olivia Newton-John had to be sewn into the pants she wears in the last sequence (the carnival at Rydell), and she couldn't get the pants off for 36 hours.

          


          


          Personal


          
            	In November of 2002 Camille Paglia asserted in an Interview magazine interview with Donna Mills that the character of Sandy in Grease was based on Mills' experiences as a Chicago-area teen, even though no interview questions covered the subject.


            	Randal Kleiser hated the opening title song, "Grease" (he thought that the cynical lyrics and disco beat were inappropriate for a film set in the 1950s) and the song " You're The One That I Want" saying it "sounded awful".

          


          


          Reception


          


          Although Travolta was already famous from the movie Saturday Night Fever, Grease reconfirmed his status as a superstar. Newton-John's fame also reached new heights after the movie released. The movie received five Golden Globe Award nominations in 1979.


          The movie's soundtrack was a number one album in many different countries. The song "You're The One That I Want" was released as a single prior to the film's release and became an immediate chart topper, despite not being in the stage show or having been seen in the film at that time.In the United Kingdom, the two Travolta/Newton-John duets, "You're The One That I Want" and "Summer Nights" were both number one hits and appear 6th and 21st respectively in the official all-time UK best-selling singles list issued in 2002. The song "Hopelessly Devoted to You" was nominated for an Academy Award (1979) for Best Music - Original Song. The movie's title song was also a number one smash hit single for Frankie Valli.


          Grease spawned a sequel, Grease 2 (1982) (with the only cast members from the original movie being Coach Calhoun, Eugene, Frenchy, the Scorpion's gang leader, and Miss McGee) that was much less successful. Patricia Birch, the original movie's choreographer, would go on to direct the ill-fated sequel. It would be the only movie that she would direct. After the success of the original, Paramount intended to turn Grease into a multi-picture franchise with at least three sequels planned and a TV series in the pipeline. When Grease 2 flopped at the box office, all the plans were scrapped.


          This movie was rereleased to theaters in 1998 to mark the 20th anniversary. It also ranked number 21 on Entertainment Weekly's list of the 50 Best High School Movies


          


          Soundtrack album details


          
            	The song "Look at Me I'm Sandra Dee" references Sal Mineo in the original stage version. Mineo was murdered a year before filming, so the line was changed to refer to Elvis instead. The Troy Donahue reference is in the original stage version.

          


          (The song order on the soundtrack album does not match the order in the movie. The number in brackets below indicates the order from the movie. Some of the songs were not present in the movie.)


          
            	Grease  Frankie Valli (3:23) (a)


            	Summer Nights Summer Loving  John Travolta/Olivia Newton-John & Cast (3:36) (b) (d)


            	Hopelessly Devoted to You  Olivia Newton-John (3:00) (c) (e)


            	You're The One That I Want  John Travolta and Olivia Newton-John (2:47) (c) (e)


            	Sandy (Music by Louis St. Louis, Lyrics by Scott J. Simon)  John Travolta (2:30) (e)


            	Beauty School Dropout  Frankie Avalon (4:02) (b) (e)


            	Look At Me, Im Sandra Dee  Stockard Channing (1:38) (b) (e)


            	Greased Lightnin  John Travolta/Jeff Conaway (3:12) (b) (e)


            	Its Raining on Prom Night  Cindy Bullens (2:57) (b) (e)


            	[??] Alone at the Drive-In Movie (instrumental, see below for details) (2:22) (b) (d) (w)


            	Blue Moon (Richard Rogers and Lorenz Hart)  Sha Na Na (4:02) (e)


            	Rock n' Roll is Here To Stay (D. White)  Sha Na Na (2:00) (e)


            	Those Magic Changes  Sha Na Na (2:15) (b) (e)


            	Hound Dog (Jerry Leiber and Mike Stoller)  Sha Na Na (1:23) (e)


            	Born To Hand Jive  Sha Na Na (4:39) (b) (e)


            	Tears On My Pillow (S. Bradford and A. Lewis)  Sha Na Na (2:06) (d)


            	[??] Mooning  Louis St. Louis and Cindy Bullens (2:12) (b) (e)


            	[??] Freddy, My Love  Cindy Bullens (2:40) (b) (e)


            	Rock n' Roll Party Queen  Louis St. Louis (2:08) (b) (e)


            	There are Worse Things I Could Do  Stockard Channing (2:18) (b) (e) (w)


            	Look At Me, Im Sandra Dee (Reprise)  Olivia Newton-John (1:20) (b) (d)


            	We Go Together  John Travolta/Olivia Newton-John & Cast (3:14) (b) (e)


            	Love Is A Many Splendored Thing (Sammy Fain and Francis Webster) (instrumental, see below for details) (2:22) (b) (e)


            	[??] Grease (Reprise)  Frankie Valli (3:23) (a)

          


          


          Trivia


          
            	While the stage musical script was being adapted for the movie, Paramount Pictures toyed with the idea that Danny Zuko should be killed at the end of the "Thunder Road" scene.


            	In 1996, Ska Punk band Less Than Jake recorded an album of the film's hit songs, entitled Greased. A lawsuit brought by Paramount and RSO Records halted the sale of the album in 1997.


            	The Goodies parodied the film in their Saturday Night Grease episode.


            	In the critically acclaimed Batman: The Animated Series, an Emmy award-winning episode, Robin's Reckoning, features a gangster who goes by the name of Tony Zucco. The character pays homage to Travolta by having the same name as Danny Zuko and by having a similar voice to that of Travolta's.


            	The slang term "John Travolta in a box" has arisen in Western Canada for really greasy take-out pizza.
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                  Extinct (1852. The last specimen was sighted in Newfoundland.)( IUCN 3.1)
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          The Great Auk, Pinguinus impennis, formerly of the genus Alca) is a bird that became extinct in the mid-19th century. It was the only species in the genus Pinguinus, a group which included several flightless giant auks from the Atlantic, to survive until modern times. It was also known as garefowl (from the Old Norse geirfugl, meaning "spear-bird", a reference to the shape of its beak), or penguin (before the birds known by that name today were so called).


          The Great Auk was found in great numbers on islands off eastern Canada, Greenland, Iceland, Norway, Ireland and Great Britain before eventually being hunted to extinction. Remains found in Floridian middens suggest that, at least occasionally, the Great Auk ventured that far south in winter as recently as the 14th century.


          


          Taxonomy


          The Great Auk was one of the many species originally described by Linnaeus in his 18th century work, Systema Naturae.


          Analysis of mtDNA sequences have confirmed morphological and biogeographical studies in regarding the Razorbill as the Great Auk's closest living relative. They were also closely related to the Little Auk (Dovekie), which underwent a radically different evolution compared to Pinguinus, although the entire lineage seems to have evolved in the North Atlantic. Due to its outward similarity to the razorbill (apart from flightlessness and size), the Great Auk was often placed in the genus Alca.


          However, the fossil record (Pinguinus alfrednewtoni from the Early Pliocene Yorktown Formation of the Lee Creek Mine, USA) and molecular evidence demonstrate that the three genera, while still closely related, diverged soon after their common ancestor (probably similar to a stout Xantus's Murrelet) had spread to the coasts of the Atlantic. By that time however, the murres, or Atlantic Guillemots had apparently already split off from the other Atlantic alcids. Razorbill-like birds were common in the Atlantic during the Pliocene, but the evolution of the Dovekie is sparsely documented.


          The molecular data are compatible with either view, but the weight of evidence suggests placing the Great Auk in a distinct genus.


          


          Description


          Standing about 7585 cm (3034 in) tall and weighing around 5kg (11 lb), the flightless Great Auk was the largest of the auks. It had white lower- and glossy black upper feathers, with an area of white feathers on both sides of the head between the beak and each eye. The longest wing feathers were only 10cm (3.9in) long. The eyes had a reddish/brown iris, and the beak was black with white transverse grooves. Its feet and claws were black while the webbed skin between the toes was brown/black. Juvenile birds had less prominent grooves in their beaks and had mottled white and black necks.


          


          Behaviour
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          Great Auks were excellent swimmers, using their wings to swim underwater. Their main food was fish, usually 1220cm in length, but occasionally up to half the bird's own length. Based on remains associated with Great Auk bones found on Funk Island and on ecological and morphological considerations, it seems that Atlantic menhaden and capelin were favored prey items.


          Great Auks walked slowly and sometimes used their wings to help them traverse rough terrain. They had few natural predators, mainly large marine mammals and birds of prey, and had no innate fear of humans. Their flightlessness and awkwardness on land compounded their vulnerability to humans, who hunted them for food, feathers, and as specimens for museums and private collections.


          The Great Auk laid only one egg each year, which it incubated on bare ground until hatching in June. The eggs averaged 12.4cm (4.9in) in length, and were yellowish white to light ochre with a varying pattern of black, brown or greyish spots and lines which often congregated on the large end.


          


          Extinction
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          The Great Auk was hunted on a significant scale for food, eggs and down from at least the 8th century. Prior to that, hunting by local natives can be documented from Late Stone Age Scandinavia and Eastern North America, and from early 5th century Labrador where the bird only seems to have occurred as a straggler. A person buried at the Maritime Archaic site at Port au Choix, Newfoundland, dating to about 2000 BC, seems to have been interred clothed in a suit made from more than 200 Great Auk skins, with the heads left attached as decoration.


          The Little Ice Age may have reduced their numbers, but massive exploitation for their down drastically reduced the population. Specimens of the Great Auk and its eggs became collectible and highly prized, and collecting of the eggs contributed to the demise of the species. On Stac an Armin, St Kilda, Scotland, in July, 1840, the last Great Auk seen in the British Isles was killed by two St Kildan residents. Haswell-Smith claims that this was because they thought it was a witch.


          The last population lived on Geirfuglasker ("Great Auk Rock") off Iceland. This island was a volcanic rock surrounded by cliffs which made it inaccessible to humans, but in 1830 the rock submerged, and the birds moved to the nearby island Eldey which was accessible from a single side. The last pair, found incubating an egg, were killed there on 3 July 1844, with Jon Brandsson and Sigurdur Islefsson strangling the adults and Ketil Ketilsson smashing the egg with his boot. However, a later claim of a live individual sighted in 1852 on the Grand Banks of Newfoundland has been accepted by the International Union for Conservation of Nature and Natural Resources ( IUCN).


          Today, around 75 eggs of the Great Auk remain in museum collections, along with 24 complete skeletons and 81 mounted skins. While literally thousands of isolated bones have been collected from 19th century Funk Island to Neolithic middens, only a minute number of complete skeletons exist.


          


          In popular culture
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          The Great Auk is the mascot of Archmere Academy in Claymont, Delaware, USA; Sir Sandford Fleming college in Ontario, Canada; and the Adelaide University Choral Society (AUCS), Australia. It is also the mascot of the Knowledge Masters educational competition.


          The Auk, the scientific journal of the American Ornithologists' Union, is named after this bird.


          According to Homer Hickam's memoir Rocket Boys and its subsequent film production October Sky, the early rockets he and his friends built were named "Auk" along with a sequential numeration as an obvious display of irony.


          The Great Auk is the subject of a novel, The Last Great Auk by Allen Eckert, which tells of the events leading to the extinction of the Great Auk as seen from the perspective of the last one alive.


          A Great Auk (presumably stuffed) appears among the possessions of Baba the Turk in the opera The Rake's Progress by Igor Stravinsky.


          In the novel adaptation of The Wicker Man by Robin Hardy & Anthony Shaffer, the (fictitious) Summerisle is revealed to be home to a surviving colony of Great Auks.


          The Great Auk is a significant factor in the children's book The Island of Adventure by Enid Blyton. Jack is a keen ornithologist, and believes that the mysterious Island of Gloom may host a surviving Great Auk. This belief leads the children to the island, where they don't find a Great Auk but do find adventure.


          The Great Auk is also the subject of a Ballet called Still Life at the Penguin Caf.
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          The Great Barrier Reef is the world's largest coral reef system, composed of over 2,900 individual reefs and 900 islands stretching for 2,600 kilometres (1,600mi) over an area of approximately 344,400 square kilometres (133,000 sqmi). The reef is located in the Coral Sea, off the coast of Queensland in northeast Australia.


          The Great Barrier Reef can be seen from outer space and is the world's biggest single structure made by living organisms. This reef structure is composed of and built by billions of tiny organisms, known as coral polyps. The Great Barrier Reef supports a wide diversity of life, and was selected as a World Heritage Site in 1981. CNN has labelled it one of the seven natural wonders of the world. The Queensland National Trust has named it a state icon of Queensland.


          A large part of the reef is protected by the Great Barrier Reef Marine Park, which helps to limit the impact of human use, such as overfishing and tourism. Other environmental pressures to the reef and its ecosystem include water quality from runoff, climate change accompanied by mass coral bleaching, and cyclic outbreaks of the crown-of-thorns starfish.


          


          Physiography


          The Great Barrier Reef is a distinct physiographic province of the larger East Australian Cordillera division. It encompasses the smaller Murray Islands physiographic section.


          


          Geology and geography
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          Australia has moved northwards at a rate of 7cm (2.8in) per year, starting during the Cainozoic. Eastern Australia experienced a period of tectonic uplift, leading to the drainage divide in Queensland moving 400km (250mi) inland. Also during this time, Queensland experienced volcanic eruptions leading to central and shield volcanoes and basalt flows. Some of these granitic outcrops have become high islands. After the Coral Sea Basin was formed, coral reefs began to grow in the Basin, but until about 25 million years ago, northern Queensland was still in temperate waters south of the tropics - too cool to support coral growth. The history of the development of the Great Barrier Reef is complex; after Queensland drifted into tropical waters, the history is largely influenced by how reefs fluctuate (grow and recede) as the sea level changes. They can increase in diameter from 1 to 3 centimetres (0.39 to 1.2in) per year, and grow vertically anywhere from 1 to 25 centimetres (0.412 in) per year; however, they are limited to growing above a depth of 150 metres (490 ft) due to their need for sunlight, and cannot grow above sea level. The land that formed the substrate of the current Great Barrier Reef was a coastal plain formed from the eroded sediments of the Great Dividing Range with some larger hills (some of which were themselves remnants of older reefs or volcanoes). When Queensland moved into tropical waters 24 million years ago, some coral grew, but a sedimentation regime quickly developed with erosion of the Great Dividing Range; creating river deltas, oozes and turbidites, which would have been unsuitable conditions for coral growth. 10 million years ago, the sea level significantly lowered, which further enabled the sedimentation. The substrate of the GBR may have needed to build up from the sediment until the edge of the substrate was too far away for suspended sediments to have an inhibiting effect on coral growth. In addition, approximately 400,000 years ago there was a particularly warm interglacial period with higher sea levels and a 4 degree Celsius change in water temperature.


          The Reef Research Centre, a Cooperative Research Centre, has found coral 'skeleton' deposits that date back half a million years. The GBRMPA considers the earliest evidence to suggest complete reef structures to have been 600,000 years ago.


          According to the Great Barrier Reef Marine Park Authority, the current, living reef structure is believed to have begun growing on the older platform about 20,000 years ago. The Australian Institute of Marine Science agrees, which places the beginning of the growth of the current reef at the time of the Last Glacial Maximum. At around that time, the sea level was 120metres (390ft) lower than it is today.
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          From 20,000 years ago until 6,000 years ago, the sea level rose steadily. As it rose, the corals could then grow higher on the hills of the coastal plain. By around 13,000 years ago the sea level was 60metres (200ft) lower than the present day, and corals began to grow around the hills of the coastal plain, which were, by then, continental islands. As the sea level rose further still, most of the continental islands were submerged. The corals could then overgrow the hills, to form the present cays and reefs. Sea level on the Great Barrier Reef has not risen significantly in the last 6,000 years.The CRC Reef Research Centre estimates the age of the present, living reef structure at 6,000 to 8,000 years old.


          The remains of an ancient barrier reef similar to the Great Barrier Reef can be found in The Kimberley, a northern region of Western Australia.


          The Great Barrier Reef World Heritage Area has been divided into 70 bioregions, of which 30 are reef bioregions, and 40 are non-reef bioregions. In the northern part of the Great Barrier Reef, ribbon reefs and deltaic reefs have formed; these structures are not found in the rest of the Great Barrier Reef system. There are no atolls in the system, and reefs attached to the mainland are rare.


          Fringing reefs are distributed widely, but are most common towards the southern part of the Great Barrier Reef, attached to high islands, for example, the Whitsunday Islands. Lagoonal reefs are also found in the southern Great Barrier Reef, but there are some of these found further north, off the coast of Princess Charlotte Bay. Cresentic reefs are the most common shape of reef in the middle of the Great Barrier Reef system, for example the reefs surrounding Lizard Island. Cresentic reefs are also found in the far north of the Great Barrier Reef Marine Park, and in the Swain Reefs (20-22 degrees South). Planar reefs are found in the northern and southern parts of the Great Barrier Reef, near Cape York, Princess Charlotte Bay, and Cairns. Most of the islands on the reef are found on planar reefs.


          


          Ecology
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          The Great Barrier Reef supports a diversity of life, including many vulnerable or endangered species, some of which may be endemic to the reef system.


          Thirty species of whales, dolphins, and porpoises have been recorded in the Great Barrier Reef, including the dwarf minke whale, Indo-Pacific humpback dolphin, and the humpback whale. Large populations of dugongs live there.


          Six species of sea turtles come to the reef to breed  the green sea turtle, leatherback sea turtle, hawksbill turtle, loggerhead sea turtle, flatback turtle, and the olive ridley. The green sea turtles on the Great Barrier Reef have two genetically distinct populations, one in the northern part of the reef and the other in the southern part. Fifteen species of seagrass in beds attract the dugongs and turtles, and provide a habitat for fish. The most common genera of seagrasses are Halophila and Halodule.


          Salt water crocodiles live in mangrove and saltmarshes on the coast near the reef. Nesting has not been reported, and the salt water crocodile population in the GBRWHA is wide-ranging and with a low population density. Around 125 species of shark, stingray, skates or chimera live on the reef. Close to 5,000 species of mollusc have been recorded on the reef, including the giant clam and various nudibranchs and cone snails. Forty-nine species of pipefish and nine species of seahorse have been recorded. At least seven species of frog can be found on the islands.


          215 species of birds (including 22 species of seabirds and 32 species of shorebirds) are attracted to the reef or nest or roost on the islands, including the white-bellied sea eagle and roseate tern. Most nesting sites are on islands in the northern and southern regions of the Great Barrier Reef, with 1.4-1.7 million birds using the sites to breed. The islands of the Great Barrier Reef also support 2,195 known plant species; three of these are endemic. The northern islands have 300-350 plant species which tend to be woody, whereas the southern islands have 200 which tend to be herbaceous; the Whitsunday region is the most diverse, supporting 1,141 species. The plant species are spread by birds.


          Seventeen species of sea snake live on the Great Barrier Reef. They take three or four years to reach sexual maturity and are long-lived but with low fertility. They are usually benthic, but the species that live on the soft sediment differ from those that live on the reefs themselves. They live in warm waters up to 50metres (164ft) deep and are more common in the southern than in the northern part of the reef. None of the sea snakes found in the Great Barrier Reef World Heritage Area are endemic to the reef, nor are any of them endangered.


          More than 1,500 species of fish live on the reef, including the clownfish, red bass, red-throat emperor, and several species of snapper and coral trout. Forty-nine species are known to mass spawn, with eighty-four other species found on the reef spawning elsewhere in their range.


          There are at least 330 species of ascidians found on the reef system, ranging in size from 1mm-10cm in diameter. Between 300-500 species of bryozoans are found on the reef system.


          Four hundred species of corals, both hard corals and soft corals are found on the reef. The majority of these spawn gametes, breeding in mass spawning events that are controlled by the rising sea temperatures of spring and summer, the lunar cycle, and the diurnal cycle. Reefs in the inner Great Barrier Reef spawn during the week after the full moon in October, but the outer reefs spawn in November and December. The common soft corals on the Great Barrier Reef belong to 36 genera. Five hundred species of marine algae or seaweed live on the reef, including thirteen species of the genus Halimeda, which deposit calcareous mounds up to 100metres (110yd) wide, creating mini-ecosystems on their surface which have been compared to rainforest cover.


          


          Environmental threats
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          The most significant threat to the Great Barrier Reef is climate change. Mass coral bleaching events due to rising ocean temperatures occurred in of the summers of 1998, 2002 and 2006, and coral bleaching will likely become an annual occurrence. Climate change has implications for other forms of life on the Great Barrier Reef as well - some fish's preferred temperature range lead them to seek new areas to live, thus causing chick mortality in seabirds that prey on the fish. Climate change will also affect the population and available habitat of sea turtles.
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          Another key threat faced by the Great Barrier Reef is pollution and declining water quality. The rivers of north eastern Australia provide significant pollution of the Reef during tropical flood events with over 90% of this pollution being sourced from farms. Farm run-off is polluted as a result of overgrazing and excessive fertiliser and pesticide use. Due to the range of human uses made of the water catchment area adjacent to the Great Barrier Reef, water quality has declined owing to the sediment and chemical runoff from farming, and to loss of coastal wetlands which are a natural filter. It is thought that the mechanism behind poor water quality affecting the reefs is due to increased light and oxygen competition from algae.
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          The crown-of-thorns starfish is a coral reef predator which preys on coral polyps. Large outbreaks of these starfish can devastate reefs. In 2000, an outbreak contributed to a loss of 66% of live coral cover on sampled reefs in a study by the CRC Reefs Research Centre. Outbreaks are believed to occur in natural cycles, exacerbated by poor water quality and overfishing of the starfish's predators.


          The unsustainable overfishing of keystone species, such as the Giant Triton, can cause disruption to food chains vital to life on the reef. Fishing also impacts the reef through increased pollution from boats, by-catch of unwanted species (such as dolphins and turtles) and reef habitat destruction from trawling, anchors and nets. As of the middle of 2004, approximately one-third of the Great Barrier Reef Marine Park is protected from species removal of any kind, including fishing, without written permission.


          Other threats to the Great Barrier Reef include shipping accidents, oil spills, and tropical cyclones.


          


          Human use


          The Great Barrier Reef has long been known to and utilised by the Aboriginal Australian and Torres Strait Islander peoples. Aboriginal Australians have been living in the area from at least 40,000 years ago, and Torres Strait Islanders since about 10,000 years ago. For these 70 or so clan groups, the reef is also an important part of their culture and spirituality.


          The reef first became known to Europeans when the HM Bark Endeavour, captained by explorer James Cook, ran aground there on June 11, 1770, sustaining considerable damage. It was finally saved after lightening the ship as much as possible and re-floating it during an incoming tide. One of the most famous wrecks was that of the HMS Pandora, which sank on August 29, 1791, killing 35. The Queensland Museum has been leading archaeological digs to the Pandora since 1983. However, as there were no atolls on the reef system, it was largely unstudied in the 19th century. During this time, some of the islands on the Great Barrier Reef were mined for deposits of guano, and lighthouses were built as beacons through the system, as in Raine Island, the earliest example. The Great Barrier Reef Committee was set up in 1922 which carried out much of the early research on the reef.
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          Management


          After the Royal Commissions' findings, in 1975 the Government of Australia created the Great Barrier Reef Marine Park and defined what activities were prohibited on the Great Barrier Reef. The park is managed, in partnership with the Government of Queensland, through the Great Barrier Reef Marine Park Authority to ensure that it is widely understood and used in a sustainable manner. A combination of zoning, management plans, permits, education and incentives (such as eco-tourism certification) are used in the effort to conserve the Great Barrier Reef.


          In July 2004, a new zoning plan was brought into effect for the entire Marine Park, and has been widely acclaimed as a new global benchmark for the conservation of marine ecosystems. The rezoning was based on the application of systematic conservation planning techniques, using the MARXAN software. While protection across the Marine Park was improved, the highly protected zones increased from 4.5% to over 33.3%. At the time, it was the largest marine protected area in the world, although as of 2006, the Northwestern Hawaiian Islands National Monument is the largest.


          In 2006, a review was undertaken of the Great Barrier Reef Marine Park Act 1975. Some recommendations of the review are that there should be no further zoning plan changes until 2013, and that every five years, a peer-reviewed Outlook Report should be published, examining the health of the Great Barrier Reef, the management of the reef, and environmental pressures.
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          Tourism


          Due to its vast biodiversity, warm clear waters and its accessibility from the floating guest facilities called ' live aboards', the reef is a very popular destination for tourists, especially scuba divers. Many cities along the Queensland coast offer daily boat trips to the reef. Several continental and coral cay islands have been turned into resorts, including the pristine resort island of Lady Elliot Island.


          As the largest commercial activity in the region, it was estimated in 2003 that tourism in the Great Barrier Reef generates over AU$4 billion annually. (A 2005 estimate puts the figure at AU$5.1 billion.) Approximately two million people visit the Great Barrier Reef each year. Although most of these visits are managed in partnership with the marine tourism industry, there are some very popular areas near shore (such as Green Island) that have suffered damage due to overfishing and land based run off.


          A variety of boat tours and cruises are offered, from single day trips, to longer voyages. Boat sizes range from dinghies to superyachts. Glass-bottomed boats and underwater observatories are also popular, as are helicopter flights. By far, the most popular tourist activities on the Great Barrier Reef are snorkelling and diving, for which pontoons are often used, and the area is often enclosed by nets. The outer part of the Great Barrier Reef is favoured for such activities, due to water quality.


          Management of tourism in the Great Barrier Reef is geared towards making tourism ecologically sustainable. A daily fee is levied that goes towards research of the Great Barrier Reef. This fee ends up being 20% of the GBRMPA's income. Plans of management are also in place for the popular tourist destinations of Cairns and the Whitsunday Islands, which account for 85% of the tourism in the region. Policies on cruise ships, bareboat charters, and anchorages limit the traffic on the Great Barrier Reef.


          


          Fishing


          The fishing industry in the Great Barrier Reef, controlled by the Queensland Government, is worth AU$1 billion annually. It employs approximately 2000 people, and fishing in the Great Barrier Reef is pursued commercially, for recreation, and as a traditional means for feeding one's family. Wonky holes in the reef provide particularly productive fishing areas.
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              	Larus marinus

              Linnaeus, 1758, Gotland, Sweden
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          The Great Black-backed Gull, Larus marinus, is a very large gull which breeds on the European and North American coasts and islands of the North Atlantic. It is fairly sedentary, but some Great Black-backed Gulls move further south or inland to large lakes or reservoirs.


          The Great Black-backed Gull was one of the many species originally described by Linnaeus in his 18th century work, Systema Naturae, and it still bears its original name of Larus marinus.


          This is the largest gull, much bigger than a Herring Gull and is often described as the King of Gulls. It is 61-74 cm (24-28 in) long with a 1.4-1.7 m wingspan, the large adult males often weighing in at more than 2 kilogrammes. It is bulky, and has a powerful bill. The adults have black wings and back, with conspicuous white "mirrors" at the wing tips. The legs are pinkish, and the bill yellow with a red spot.


          Young birds have scaly black-brown upperparts, and a neat wing pattern. They take at least four years to reach maturity, development in this species being somewhat slower than that of other large gulls. The call is a deep "laughing" cry.


          Unlike most Larus gulls, Great Black-backed Gulls are mostly carnivorous and frequently hunt and kill any prey smaller than themselves, behaving more like a raptor than a typical larid gull, though they will also scavenge. They frequently rob other seabirds of their catch. They can swallow a puffin or a small wild duck whole.


          This species breeds singly or in small colonies, making a lined nest on the ground often on top of a rocky stack. 3-5 eggs are laid.
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              	Geography
            


            
              	Location

              	Western Europe
            


            
              	Archipelago

              	British Isles
            


            
              	Area

              	80,823 sqmi (209,331 km)
            


            
              	Rank

              	8th
            


            
              	Highest point

              	Ben Nevis

              1344 m
            


            
              	Administration
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              	Home Nations

              	England

              Scotland

              Wales
            


            
              	Largest city

              	London
            


            
              	Demographics
            


            
              	Population

              	58,845,700 (as of 2006)
            


            
              	Indigenous people

              	Cornish, English, Scots, Welsh, others
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          Great Britain ( Scottish Gaelic: Breatainn Mhr, Welsh: Prydain Fawr, Cornish: Breten Veur, Scots: Graet Breetain) is the largest island of the British Isles, the largest island in Europe and the eighth-largest island in the world (Great Britain is also the third most populated island on earth). It lies to the northwest of Continental Europe, with Ireland to the west, and makes up the largest part of the territory of the state known as the United Kingdom of Great Britain and Northern Ireland. It is surrounded by over 1,000 smaller islands and islets.


          England, Scotland and Wales are mostly situated on the island, along with their capital cities, London, Edinburgh and Cardiff respectively.


          


          Geographical definition


          Great Britain is the largest island of the British Isles. It lies to the northwest of Continental Europe, with Ireland to the west, and makes up the larger part of the territory of the United Kingdom. It is surrounded by 1000 smaller islands and islets. It occupies an area of 209,331 km (80,823 square miles)


          It is the third most populous island after Java and Honshū.


          Great Britain stretches over about ten degrees of latitude on its longer, northsouth axis. Geographically, the island is marked by low, rolling countryside in the east and south, while hills and mountains predominate in the western and northern regions.


          Before the end of the last ice age, Great Britain was a peninsula of Europe; the rising sea levels caused by glacial melting at the end of the ice age caused the formation of the English Channel, the body of water which now separates Great Britain from continental Europe at a minimum distance of 21 miles (34 km).


          


          Political definition


          "Great Britain" is the eastern island of the United Kingdom of Great Britain and Northern Ireland. Politically, "Great Britain" describes the combination of England, Scotland, and Wales, and therefore also includes a number of outlying islands such as the Isle of Wight, Anglesey, the Isles of Scilly, the Hebrides, and the island groups of Orkney and Shetland, but does not include other outlying islands such as the Isle of Man or the Channel Islands.


          Great Britain evolved politically into a union of England and Scotland from a personal union in 1603 with the Union of Crowns under James VI of Scotland, I of England. The political union that merged the two countries happened with the Acts of Union in 1707 which merged the parliaments of each nation and thus resulted in the formation of the Kingdom of Great Britain, which covered the entire island.


          In turn, in 1801, an Act of Union between Great Britain and Ireland created the larger United Kingdom of Great Britain and Ireland (UK). The UK became the United Kingdom of Great Britain and Northern Ireland in 1922 following the independence of five-sixths of Ireland as the Irish Free State.


          


          History


          Traces of early humans have been found in Great Britain from some 700,000 years ago and modern humans from about 30,000 years ago. Up until about 9,000 years ago, Great Britain was joined to Ireland. As recently as 8,000 years ago Great Britain was joined to the continent. The southeastern part of Great Britain was still connected by a strip of low marsh to the European mainland in what is now northeastern France. In Cheddar Gorge near Bristol, the remains of animal species native to mainland Europe such as antelopes, brown bears, and wild horses have been found alongside a human skeleton, ' Cheddar Man', dated to about 7150 B.C. Thus, animals and humans must have moved between mainland Europe and Great Britain via a crossing.


          The island of Great Britain formed at the end of the Pleistocene ice age when sea levels rose due to isostatic depression of the crust and the melting of glaciers. The island was first inhabited by people who crossed over the land bridge from the European mainland. Its Iron Age inhabitants are known as the Britons, a group speaking a Celtic language, and most of it (not the northernmost part (beyond Hadrian's Wall), where the majority of Scotland lies today) was conquered to become the Ancient Roman province of Britannia. After the fall of the Roman Empire, over a period of 500 years, the Britons of the south and east of the island of Britain became assimilated by colonising Germanic tribes ( Angles, Saxons, and Jutes) who became known as the English people. Beyond Hadrian's wall, the major ethnic groups were the Scots, who may have emigrated from Ireland, and the Picts as well as other Brythonic peoples in the south-west.


          The south-east of Scotland was colonised by the Angles and formed, until 1018, a part of the Kingdom of Northumbria. To speakers of Germanic languages, the Britons were called Welsh, a term that eventually came to be applied exclusively to the inhabitants of what is now Wales, but which survives also in names such as Wallace. In subsequent centuries Vikings settled in several parts of the island, and The Norman Conquest introduced a French ruling lite who also became assimilated.


          Since the union of 1707, the entire island has been one political unit, first as the Kingdom of Great Britain, later as part of the United Kingdom of Great Britain and Ireland, and then as part of the present United Kingdom of Great Britain and Northern Ireland. Since the formation of this unified state, the adjective British has come to refer to things associated with the United Kingdom generally, such as citizenship, and not the island of Great Britain.


          The term was used officially for the first time during the reign of King James VI of Scotland, James I of England. Though England and Scotland each remained legally in existence as separate countries with their own parliaments, on 20 October 1604 King James proclaimed himself as 'King of Great Brittaine, France and Ireland', a title that continued to be used by many of his successors. In 1707, an Act of Union joined both parliaments. That act used two different terms to describe the new all island nation, a 'United Kingdom' and the 'Kingdom of Great Britain'. However, the former term is regarded by many as having been a description of the union rather than its formal name at that stage. Most reference books therefore, describe the all-island kingdom that existed between 1707 and 1800 as the "Kingdom of Great Britain".


          In 1801, under a new Act of Union, this kingdom merged with the Kingdom of Ireland, over which the monarch of Great Britain had ruled. The new kingdom was from then onward unambiguously called the United Kingdom of Great Britain and Ireland. In 1922, 24 of Ireland's 32 counties attained independence to form a separate Irish Free State. The remaining truncated kingdom has therefore since then been known as the United Kingdom of Great Britain and Northern Ireland.


          Great Britain went on to become a rich 'Great Power' in the 19th and 20th centuries. A vast empire, covering one quarter of the globe emerged after the Industrial Revolution, under the reign of Queen Victoria. As territories declared their freedom from The British Empire, the power was lost. The United Kingdom was one of the major parties participating in The First World War, fighting for Triple Entente. After World War One was won, Germany rose up again and caused The United Kingdom and its colonies to fight and win (alongside Russia, the USA and other countries), The Second World War.


          


          Terminology


          


          Etymology


          The earliest known name of Great Britain is Albion (Ἀί) or insula Albionum, the "island of the Albiones", first mentioned in the Massaliote Periplus and by Pytheas.


          The name Britain is derived from the Latin name Britannia, via Old French Bretaigne (whence also Modern French Bretagne) and Middle English Bretayne, Breteyne. The French form replaced Old English Breoton, Breoten, Bryten, Breten (also Breoton-lond, Breten-lond).


          Brittannia or Brittānia was the name used by the Romans from the 1st century BC for the British Isles taken together. Latin Britannia is derived from the travel writings of the ancient Greek Pytheas around 320 BC, which described various islands in the North Atlantic as far North as Thule (probably Iceland).


          The peoples of these islands of Prettanike were called the , Priteni or Pretani. Priteni is the source of the Welsh language term Prydain, Britain, which has the same source as the Goidelic term Cruithne used to refer to the early Brythonic speaking inhabitants of Ireland and the north of Scotland. The latter were later called Picts or Caledonians by the Romans.


          


          Derivation of 'Great'


          After the Old English period, Britain was used as a historical term only. Geoffrey of Monmouth in his pseudohistorical Historia Regum Britanniae (circa 1136) refers to the island of Great Britain as Britannia major ("Greater Britain"), to distinguish it from Britannia minor ("Lesser Britain"), the continental region which approximates to modern Brittany.


          The term Britain re-surfaces in Early Modern period, in the context of efforts toward unification of England and Scotland. In 1604, James I proclaimed himself "King of Great Britain".


          Sources such as the New Oxford American Dictionary (NOAD) define Great Britain as "England, Wales, and Scotland considered as a unit" and Britain as "an island that consists of England, Wales, and Scotland."


          Thus, Britain is the name of the island, while Great Britain is the name of the geopolitical unit. NOAD advises that while Britain "is broadly synonymous with Great Britain ... the longer form is usual for the political unit." However, in the United Kingdom itself, "Britain" is usually taken to be synonymous with the United Kingdom of Great Britain and Northern Ireland .


          In Irish, Wales is referred to as An Bhreatain Bheag which means, literally, Little Britain, although a truer translation would be Britain Minor. On the other hand, the closely-related language, Scottish Gaelic, uses the term, A'Bhreatainn Bheag, to refer to Brittany.


          


          Use of the term Great Britain


          "Great Britain" often is used to mean the "United Kingdom of Great Britain and Northern Ireland" (UK). However, Great Britain is only the largest island within the United Kingdom; still within the United Kingdom, but not on the island of Great Britain are several much smaller surrounding islands, as well as Northern Ireland in the island of Ireland. In the introduction to his history book The Isles, Norman Davies explains how confusion persists about what "Great Britain" and the "United Kingdom" denote, even in some eminent educational institutions.


          Terms associated with Great Britain  such as Britain or British  generally are used as short forms for the United Kingdom or its citizens respectively.


          Great Britain and its abbreviations GB and GBR are used in some international codes as a synonym for the United Kingdom, largely due to potential confusion with "UA" or "UKR" for Ukraine. Examples include: Universal Postal Union, the International Olympic Committee, international sports teams, NATO, the International Organization for Standardization, and other organisations. (See also country codes, international licence plate codes, and technical standards such as the ISO 3166 geocodes GB and GBR.)


          On the Internet, .uk is used as a country code top-level domain for the United Kingdom. A .gb top-level domain was also used to a limited extent in the past, but this is now effectively in abeyance because the domain name registrar will not take new registrations. Ireland has its own separate Internet code, .ie, which can be used in both Northern Ireland and the Republic of Ireland.


          


          Capital cities


          
            	England: London - also capital of the United Kingdom and formerly the Kingdom of Great Britain


            	Wales: Cardiff


            	Scotland: Edinburgh

          


          


          Other major settlements


          
            	England: Birmingham, Blackpool, Bradford, Brighton, Bristol, Cambridge, Colchester, Coventry, Derby, Doncaster, Exeter, Gloucester, Huddersfield, Hull, Ipswich, Leeds, Leicester, Liverpool, Manchester, Middlesbrough, Newcastle-upon-Tyne, Northampton, Norwich, Nottingham, Oxford, Plymouth, Portsmouth, Preston, Reading, Sheffield, Southampton, Stoke-on-Trent, Sunderland, Swindon, Wolverhampton, York.


            	Wales: Newport, Swansea, Wrexham.


            	Scotland: Aberdeen, Ayr, Dumfries, Dundee, Glasgow, Inverness, Perth, Stirling,
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                  	Early-Christian Ireland


                  	Early-Medieval Ireland


                  	Ireland 16911801


                  	
                    Medieval Britain
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          Great Britain during the Middle Ages (from the 5th century withdrawal of Roman forces from the province of Britannia and the Germanic invasions, until the Early modern period) was fragmented into a number of independent kingdoms. By the High Middle Ages, after the end of the Viking Age and the Norman Conquest, the kingdoms of England and Scotland emerge as the main poles of political power.


          The medieval period in England can be dated from the arrival in Kent of Anglo-Saxon troops led by the legendary Hengest and Horsa. Subsequently the Brythonic, Celtic powers were conquered by Jutes, Angles and Saxons Germanic tribes, from the contemporary Angeln and Jutland areas of northern Germany and mainland Denmark. Political takeover of other areas of England proceeded piecemeal and was not completed until the tenth century.


          Similarly, the end of the medieval period is usually dated by the rise of what is often referred to as the " English Renaissance" in the reign of Henry VIII of England, and the Reformation in Scotland, or else to the establishment of a centralized, bureaucratic monarchy by Henry VII of England. From a political point of view, the Norman Conquest of England divides medieval Britain in two distinct phases of cultural and political history. From a linguistic point of view the Norman Conquest had only a limited effect, Old English evolving into Middle English, although the Anglo Norman language would remain the language of those that ruled for two centuries at least, before mingling with Middle English.
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          At the height of pre-Norman medieval English power, a single English king ruled from the border with Scotland to the border with Wales to the border with Cornwall. After the Norman Conquest, English power intruded into Wales with increasing vigour, but the process of consolidation was continuous and is not just a medieval feature. The other problem with suggesting such a unity is that the various states had relations with Scandinavia and Continental Europe which are excluded by the concept. For example, northern Scotland often had closer ties with Norway and France (see Auld Alliance) than England or Wales in the medieval period, with Orkney and Shetland only becoming part of Scotland in 1471. Southern England, due to its proximity to Normandy, Flanders and Brittany, had closer relations with them than the other regions.


          


          Periodisation


          
            	Sub-Roman Britain (5th to 6th centuries)


            	Early Middle Ages (7th to 11th centuries): England, Scotland, Wales

              
                	Anglo-Saxon England


                	Viking Age

              

            


            	High Middle Ages (11th to 15th centuries): England, Scotland, Wales

              
                	Norman rule (1066-1154)


                	House of Plantagenet [image: ] ( 1154 1485)


                	House of Dunkeld (10581286)


                	House of Balliol (12921338)

              

            


            	Late Middle Ages (14th and 15th centuries): England, Scotland, Wales

              
                	House of Lancaster [image: ] ( 1461 1485)


                	House of Bruce (13061371)

              

            


            	Transition to Early Modern Britain

              
                	House of Tudor [image: ] ( 1485 1603)

                  
                    	Elizabethan era 1558- 1603

                  

                


                	House of Stuart [image: ] ( 1371- 1707)
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          Britain was fragmented into numerous kingdoms during the Early Middle Ages. In the High Middle Ages, the two kingdoms of England ( Athelstan of England, 927) and Scotland or Alba ( Kenneth I of Scotland, 843) gained prominence, merged into the United Kingdom in 1707.


          


          Early Middle Ages


          


          Angle, Saxon and Jute states


          See: Heptarchy


          
            
              	East Anglia

                
                  	Norfolk


                  	Suffolk

                

              


              	Hwicce


              	Essex


              	Kent


              	Lindsey


              	Magonste


              	Mercia


              	Northumbria

                
                  	Bernicia


                  	Deira

                

              


              	Sussex


              	Wessex

            

          


          


          Southern Celtic states


          
            
              	Brycheiniog


              	Buellt


              	Calchfynydd


              	Ceredigion


              	Cornwall (Kingdom of Kernow)


              	Deheubarth (950-1271)


              	Devon


              	Dogfeiling


              	Dumnonia


              	Dunoding


              	Dyfed


              	Elfael


              	Ergyng


              	Glywysing


              	Gwerthrynion


              	Gwynedd (5th c.-1282)


              	Gwynllwg


              	Gwent


              	Llŷn


              	Meirionnydd


              	Morgannwg


              	Pennines


              	Pengwern


              	Penychen


              	Powys


              	Rheged


              	Rhos


              	Seisyllwg


              	Senghenydd


              	Tegeingl

            

          


          


          Northern Celtic; Scottish, Pict and Caledonian states


          
            
              	Alba


              	Argyll


              	Caithness


              	Cumbria


              	Dl Riata


              	Dumbarton


              	Elmet


              	Fortriu


              	Galloway


              	Gododdin


              	Lothian


              	Manaw Gododdin


              	Mar


              	Moray


              	Pictavia


              	Rheged


              	Strathclyde


              	Bernicia

            

          


          


          Viking Age


          
            
              	Danelaw


              	Earldom of Orkney (867-1468)


              	Jrvk (867-954)


              	House of Alpin (843878) & (8891040)


              	House of Moray (10401058)

            

          


          


          High Middle Ages


          post-1066 states


          
            	Norman England (1066-1154)


            	House of Plantagenet [image: ] ( 1154 1485)


            	Kingdom of Man (1079-1266)


            	Galloway (11th c.-1234)


            	House of Dunkeld (10581286)


            	House of Balliol (12921296)

          


          


          Late Middle Ages


          
            	House of Lancaster [image: ] ( 1485 1603)


            	House of Bruce (13061371)


            	House of Stuart (13711707)
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              	Great Bustard
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              	Conservation status
            


            
              	
                
                  Vulnerable
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Gruiformes

                  


                  
                    	Family:

                    	Otidae

                  


                  
                    	Genus:

                    	Otis

                    Linnaeus, 1758
                  


                  
                    	Species:

                    	O. tarda

                  

                

              
            


            
              	Binomial name
            


            
              	Otis tarda

              Linnaeus, 1758
            

          


          The Great Bustard, Otis tarda, is in the bustard family, the only member of the genus Otis. It breeds in southern and central Europe, where it is the largest species of bird, and across temperate Asia. European populations are mainly resident, but Asian birds move further south in winter.


          This species is declining due to habitat loss throughout its range. It used to breed more widely and was extinct in the British Isles between 1832 and an artificial reintroduction to Salisbury Plain in 2004. It forms part of the design of the Wiltshire Coat of Arms. It was also found in the Bărăgan region of Romania, but went extinct in 1967. Sizeable populations exist in Hungary, Portugal, Slovakia, Russia and Spain.


          The male of this huge bird is possibly the heaviest extant bird capable of flight, alongside the similarly-sized Kori Bustard. An adult male typically is 90-110 cm (3-3.7 ft) long with a 2.1-2.5 m (6.9-8.2 ft) wingspan and usually weight from 10 to 16 kg (22-35 lb). The heaviest known bird was about 21 kg (46 lb), although larger specimens have been reported and not verified. An adult male is brown above and white below, with a long grey neck and head. The breast and lower neck sides are chestnut. In the breeding season, the male has long white neck bristles. In flight, the long wings show large areas of white.


          The female is 30% smaller, typically 80 cm in length and 1.8 m across the wings, and half the weight, averaging 3.5-5 kg (6-11 lb). The breast and neck are buff. Both sexes are usually silent. Immature birds resemble the female.


          Before mating, the males moult into their breeding plumage around January. Like other bustards, the male Great Bustard has a flamboyant display showing much white, mainly from the undertail, and withdrawing the head. The Great Bustard breeds in March, and a single male may mate with up to 5 females. All breeding Great Bustards also moult again from June to September.


          2-3 olive or tan coloured, glossy eggs are laid in a small ground scrape. The female incubates the eggs alone for around 4 weeks. The chicks almost immediately leave the nest after they hatch, although they do not move very far from their mother until they are at least 1 year old. Males usually start to mate from about 5 years old. Great Bustards typically live for around 10 years, but some have been known to live up to 15 years or more.


          This bird's habitat is open grassland, although it can be found on undisturbed cultivation. It has a stately slow walk, and tends to run when disturbed rather than fly. It is gregarious, especially in winter. This species is omnivorous, taking seeds, insects and other small creatures, including frogs and beetles.


          


          Populations


          Populations vary from region to region with 1,400 Great Bustard individuals residing in Portugal, another large population of around 6,000-7,000 birds resident near Saratov in Russia and 23,000 individuals in Spain. Sizeable populations still exist in Hungary, where the Eastern European steppe zone ends, near Dvavnya town and also in the Hortobgy, Nagykunsg and Nagy-Srrt regions. There were 1,350 birds in February 2006, down from a population of 10,000-12,000 before the Second World War. The Hungarian authorities seek to preserve the long-term future of the population by active protection measures: the area affected by the special ecological treatment grew to 15 square kilometres by the summer of 2006.


          Two very rare albino Great Bustards from the same nest were killed by electricity cables in Hungary in 2000 and 2003. The bustards, despite their large size, are able to fly at a high velocity (60 kilometre/hour) and are often mutilated or killed by the cables which are placed in Hungary just at their flying heights. The electricity companies affected will bury only part of the dangerous cables, therefore the authorities are experimenting with fixing fluorescent "Firefly" devices on the most dangerous cables to provide the birds with warning lights. (The funds available are not sufficient for a full treatment of the problem.)


          The Great Bustard, tzok in Hungarian, is a national bird of Hungary and a subject of several proverbs.
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              Great Comet West, 1976
            

          


          A Great Comet is a comet which becomes particularly bright and is very spectacular to a casual observer on Earth. Great comets appear, on average, once every decade.


          Predicting whether a comet will become a great comet is notoriously difficult, as many factors may cause a comet's brightness to depart drastically from predictions. Broadly speaking, if a comet has a large and active nucleus, will pass close to the Sun, and is not obscured by the Sun as seen from the Earth when at its brightest, it will have a chance of becoming a great comet.


          While comets are officially named after their discoverers, some may come to be referred to as The Great Comet of... the year in which they were brightest.


          


          Definition of a Great Comet


          The definition of a great comet could obviously be quite subjective. However, any comet which becomes bright enough to be noticed by people who are not actively looking for it and becomes well known outside the astronomical community may come to be known as a great comet.


          To most people, however, a great comet is simply a beautiful spectacle.


          


          What makes a comet "great?"


          
            [image: Comet Hyakutake 1996]

            
              Comet Hyakutake 1996
            

          


          The vast majority of comets are never bright enough to be seen by the naked eye. They generally pass through the inner solar system unseen by anyone except astronomers. However, occasionally, a comet may brighten to naked eye visibility, and even more rarely it may become as bright or brighter than the brightest stars. How bright a comet becomes depends on three main factors.


          


          Size and activity of the nucleus


          Cometary nuclei vary in size from a few hundreds of metres across or less to many kilometres across. When they approach the Sun, large amounts of gas and dust are ejected by cometary nuclei, due to solar heating. A crucial factor in how bright a comet becomes is how large and how active its nucleus is. After many returns to the inner solar system, cometary nuclei become depleted in volatile materials and thus are much less bright than comets which are making their first passage through the solar system.


          


          Close perihelion approach


          The brightness of a simple reflective body varies with the inverse square of its distance from the Sun. That is, if an object's distance from the Sun doubles, its brightness is quartered. However, comets behave differently due to their ejection of large amounts of volatile gas which then also reflect sunlight and may also fluoresce. Their brightness varies roughly as the inverse cube of their distance from the Sun, meaning that if a comet's distance from the Sun is halved, it will become eight times as bright.


          This means that the peak brightness of a comet depends significantly on its distance from the Sun. For most comets, the perihelion of their orbit lies outside the Earth's orbit. Any comet approaching the Sun to within 0.5 AU or less may have a chance of becoming a Great Comet.


          


          Close approach to the Earth


          
            [image: Comet Halley]

            
              Comet Halley
            

          


          For a comet to become spectacular, it also needs to pass close to the Earth. Comet Halley, for example, is usually very bright when it passes through the inner solar system every seventy-six years, but during its 1986 apparition, its closest approach to Earth was almost the most distant possible. The comet became visible to the naked eye, but was definitely unspectacular.


          A comet fulfilling all three of these criteria will certainly be spectacular. Sometimes, a comet failing on one criterion will still be extremely impressive. For example, Comet Hale-Bopp had an exceptionally large and active nucleus, but did not approach the Sun very closely at all. Despite this it still became an extremely famous and well observed comet. Equally, Comet Hyakutake was a rather small comet, but became bright because it passed extremely close to the Earth.


          


          Previous Great Comets


          Great Comets of the past two centuries have included the following:


          
            	Great Comet of 1811


            	Great Comet of 1843


            	Donati's Comet - 1858


            	Great Comet of 1861


            	Great Comet of 1882


            	Halley's Comet - 1910


            	Great Daylight Comet of 1910


            	Comet Skjellerup-Maristany - 1927


            	Comet Arend-Roland - 1957


            	Comet Seki-Lines - 1962


            	Comet Ikeya-Seki - 1965


            	Comet Bennett - 1970


            	Comet West - 1976


            	Comet Hyakutake - 1996


            	Comet Hale-Bopp - 1997


            	Comet McNaught - 2007

          


          Great Comets of more than two centuries ago have included the following:


          
            	Great Comet of 1106


            	Great Comet of 1402


            	Great Comet of 1577


            	Great Comet of 1680


            	Great Comet of 1729
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              Photograph of the comet as seen from Cape Town by David Gill
            

          


          The Great Comet of 1882 formally designated C/1882 R1, 1882 II, and 1882b, was a comet which became very bright in September 1882. It was a member of the Kreutz Sungrazers, a family of comets which pass within 1 R☉ of the Sun's photosphere at perihelion. The comet was bright enough to be visible next to the sun in the daytime sky at its perihelion.


          


          Discovery


          The comet appeared suddenly in the morning skies of September 1882, and as it was already visible to the naked eye when it became visible it was discovered independently by many people. Reports suggest that it was first seen as early as 1 September 1882, from the Cape of Good Hope as well as the Gulf of Guinea, and over the next few days many observers in the southern hemisphere reported the new comet.


          The first astronomer to record observations of the comet was W. H. Finlay, the Chief Assistant at the Royal Observatory in Cape Town, South Africa. Finlay's observation on September 7 at 16h GMT was also an independent discovery, and he reported that the comet had an apparent magnitude of about 3, and a tail about a degree in length.


          The comet brightened rapidly, and within days had become an exceptionally bright object. Her Majesty's Astronomer at the Cape, David Gill, reported watching the comet rise a few minutes before the Sun on 18 September, and described it as "The nucleus was then undoubtedly single, and certainly rather under than over 4 in diameter; in fact, as I have described it, it resembled very much a star of the 1st magnitude seen by daylight. ".


          


          Perihelion


          The comet was rapidly approaching perihelion when it was discovered. At perihelion, the comet is estimated to have been only 300,000 miles from the sun's surface. Subsequent orbital studies have determined that it was a Sungrazing comet, one which passes extremely close to the surface of the Sun. For many hours on either side of its perihelion passage, the comet was easily visible in the daytime sky next to the Sun. It reached an estimated magnitude of 17.


          Shortly after perihelion was reached on September 17, the comet transited the Sun. At the Cape, Finlay observed the comet with the aid of a neutral density filter right up until the moment of transit, when the Sun's limb was "boiling all about it". Finlay noted that the comet disappeared from view very suddenly, and no trace of it could be seen against the Sun's surface.


          


          Post-perihelion evolution


          After its perihelion passage, the comet moved into dark skies, and although it faded as it receded from the Sun it remained one of the most prominent objects in the sky. On September 30, observers, including Finlay and E. E. Barnard, began to notice that the comet's nucleus was elongated and broken into two pronounced bright balls of light, and by October 17 it was clear that it had broken into at least five fragments. Observers reported that the relative brightness of the fragments varied from day to day.


          In mid-October, the comet developed a notable anti-tail, pointing towards the Sun. Anti-tails are a fairly common cometary phenomenon, and result from orbital geometry giving the appearance of a tail pointing towards the Sun although material can only be driven away from the Sun.


          The nucleus reached its maximum apparent size in December of 1882. The comet faded gradually, but despite its fragmentation it remained visible to the naked eye until February of 1883. The last definite sighting of the comet was made by B. A. Gould at Crdoba on June 1, 1883.


          


          Orbital studies


          Studies of the orbit of the comet showed that the Great Comet of 1882 was moving on an almost identical path to previous great comets seen in C/1843 D1 and C/1880 C1. These comets had also suddenly appeared in the morning sky and had passed extremely close to the Sun at perihelion. One suggestion was that all three were in fact the same comet, with an orbital period that was being drastically shortened at each perihelion passage. However, studies showed this to be untenable, as the orbital period of this comet is 772  3 years and the others are 600-800 years.


          Heinrich Kreutz studied the orbits of the three great comets, and developed the idea that the three comets were fragments of a much larger progenitor comet which had broken up at an earlier perihelion passage. The fragmentation of the Great Comet of 1882 itself demonstrated that this was plausible. It is now thought that the Great Comet of 1882 is a fragment of X/1106 C1, and that Comet du Toit (C/1945 X1) and Comet Ikeya-Seki (C/1965 S1) are two of its sister fragments.


          It is now well established that the comets C/1843 D1, C/1880 C1, C/1882 R1, C/1887 B1, C/1963 R1, C/1965 S1, and C/1970 K1 are all members of a family known as the Kreutz Sungrazers, which are all descended from one comet. Current models do not support the frequent supposition in the prior literature that the famous comet of 372 BC is in fact the ultimate parent of the Sungrazers. The comet of 372 BC is often associated with Aristotle who, along with others from his time, described that comet in his writings. However, Aristotle was only twelve at the time of the comet's appearance and the historian, Callisthenes of Olynthus, who also wrote about it was born ten years after its appearance. Consequently, their reports should not be taken as eye-witness accounts. Further, there is no mention of the comet in Chinese literature of the time. Instead either the comet of February 423 or of February 467 with orbital periods of around 700 years is now considered the likely progenitor of the Sungrazers. The fragments of the Great Comet of 1882 will return in several hundred years time, spread out over perhaps two or three centuries.
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                  Least Concern( IUCN 3.1)
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              	Phalacrocorax carbo

              Linnaeus, 1758
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              Non-breeding at Bharatpur, Rajasthan, India.
            

          


          The Great Cormorant (Phalacrocorax carbo), known as the Great Black Cormorant across the Northern Hemisphere, the Black Cormorant in Australia and the Black Shag further south in New Zealand, is a widespread member of the cormorant family of seabirds. It breeds in much of the Old World and the Atlantic coast of North America.


          


          Description


          The Great Cormorant is a large black bird, 77-94 cm in length with a 121-149 cm wingspan. It has a longish tail and yellow throat-patch. Adults have white thigh patches in the breeding season. In European waters it can be distinguished from the Common Shag by its larger size, heavier build, thicker bill, lack of a crest and plumage without any green tinge.


          In eastern North America, it is similarly larger and bulkier than Double-crested Cormorant, and the latter species has more yellow on the throat and bill.


          


          Distribution


          This is a very common and widespread bird species. It feeds on the sea, in estuaries, and on freshwater lakes and rivers. Northern birds migrate south and winter along any coast that is well-supplied with fish.


          The type subspecies, P. c. carbo, is found mainly in Atlantic waters and nearby inland areas: on western European coasts and south to North Africa, the Faroe Islands, Iceland and Greenland; and on the eastern seaboard of North America, though in America it breeds only in the north of its range, in the Canadian maritime provinces.

          The subspecies found in Australasian waters, P. carbo novaehollandiae, has a crest. In New Zealand it is known as the Black Shag or by its Māori name; Kawau


          The 80-100 cm long White-breasted Cormorant P. c. lucidus found in sub-Saharan Africa, has a white neck and breast. It is often treated as a full species, Phalacrocorax lucidus (e.g. Sibley & Monroe, 1990, Sinclair, Hockey and Tarboton, 2002)


          In addition to the Australasian and African forms, Phalacrocorax carbo novaehollandiae and P. carbo lucidus mentioned above, other geographically distinct subspecies are recognised, including P. c. sinensis (western Europe to east Asia), P. c. maroccanus (north-western Africa), and P. c. hannedae (Japan).


          Some authors treat all these as allospecies of a P. carbo superspecies group.


          


          Behaviour


          
            [image: Great Cormorants roosting with Darter (Ahinga), other cormorants & Great Egret near Hodal in Faridabad District of Haryana, India.]

            
              Great Cormorants roosting with Darter (Ahinga), other cormorants & Great Egret near Hodal in Faridabad District of Haryana, India.
            

          


          The Great Cormorant breeds mainly on coasts, nesting on cliffs or in trees (which are eventually killed by the droppings), but also increasingly inland. 3-4 eggs are laid in a nest of seaweed or twigs.


          The Great Cormorant can dive to considerable depths, but often feeds in shallow water. It frequently brings prey to the surface. A wide variety of fish are taken: cormorants are often noticed eating eels, but this may reflect the considerable time taken to subdue an eel and position it for swallowing, rather than any dominance of eels in the diet. In British waters, dive times of 20-30 seconds are common, with a recovery time on the surface around a third of the dive time.


          The Great Cormorant is one of the few birds which can move its eyes, which assists in hunting.


          


          Cormorants and humans
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              Drying wings
            

          


          Many fishermen see in the Great Cormorant a competitor for fish. Because of this it was nearly hunted to extinction in the past. Thanks to conservation efforts its numbers increased. At the moment there are about 450,000 breeding birds in Western Europe. Increasing populations have once again brought the cormorant into conflict with fisheries. For example, in Britain, where inland breeding was once uncommon, there are now increasing numbers of birds breeding inland, and many inland fish farms and fisheries now claim to be suffering high losses due to these birds. In the UK each year some licences are issued to shoot specified numbers of cormorants in order to help reduce predation, it is however still illegal to kill a bird without such a licence.


          Chinese fishermen sometimes tie fishing line around the throats of cormorants, tight enough to prevent swallowing, and deploy them from small boats. The cormorants "eat" fish without being able to fully swallow them, and the fishermen are able to retrieve the fish simply by forcing open the cormorants' mouths, apparently engaging the regurgitation reflex.


          In North Norway, cormorants are traditionally seen as semi-sacred. It is regarded as good luck to have cormorants gather near your village or settlement. An old legend states that people who die far out at sea, their bodies never recovered, spend eternity on the island Utrst - which can only occasionally be found by mortals. The inhabitants of Utrst can only visit their homes in the shape of cormorants.
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          The Great Depression (also known as the Great Slump) was a dramatic, worldwide economic downturn beginning in some countries as early as 1928. The beginning of the Great Depression in the United States is associated with the stock market crash on October 29, 1929, known as Black Tuesday and the end is associated with the onset of the war economy of World War II, beginning around 1939.


          The depression had devastating effects in both the industrialized countries and those which exported raw materials. International trade declined sharply, as did personal incomes, tax revenues, prices, and profits. Cities all around the world were hit hard, especially those dependent on heavy industry. Construction was virtually halted in many countries. Farming and rural areas suffered as crop prices fell by 40 to 60 percent. Facing plummeting demand with few alternate sources of jobs, areas dependent on primary sector industries such as farming, mining and logging suffered the most. At the time, Herbert Hoover was President of the United States. Even shortly after the Wall Street Crash of 1929, optimism persisted. John D. Rockefeller said that "These are days when many are discouraged. In the 93 years of my life, depressions have come and gone. Prosperity has always returned and will again.


          The Great Depression ended at different times in different countries; for subsequent history see Home front during World War II. The majority of countries set up relief programs, and most underwent some sort of political upheaval, pushing them to the left or right. In some states, the desperate citizens turned toward nationalist demagogues - the most infamous being Adolf Hitler - , setting the stage for World War II in 1939.
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          The downward spiral


          The Great Depression was not a sudden total collapse. The stock market turned upward in early 1930, returning to early 1929 levels by April, though still almost 30 percent below the peak of September 1929. Together government and business actually spent more in the first half of 1930 than in the corresponding period of the previous year. But consumers, many of whom had suffered severe losses in the stock market the prior year, cut back their expenditures by ten percent, and a severe drought ravaged the agricultural heartland of the USA beginning in the northern summer of 1930.


          In early 1930, credit was ample and available at low rates, but people were reluctant to add new debt by borrowing. By May 1930, auto sales had declined to below the levels of 1928. Prices in general began to decline, but wages held steady in 1930, then began to drop in 1931. Conditions were worst in farming areas where commodity prices plunged, and in mining and logging areas where unemployment was high and there were few other jobs. The decline in the American economy was the motor that pulled down most other countries at first, then internal weaknesses or strengths in each country made conditions worse or better. Frantic attempts to shore up the economies of individual nations through protectionist policies, like the 1930 U.S. Smoot-Hawley Tariff Act and retaliatory tariffs in other countries, helped to strangle global trade. By late in 1930, a steady decline set in which reached bottom by March 1933.


          


          Causes


          Recession cycles are thought to be a normal part of living in a world of inexact balances between supply and demand. What turns a usually mild and short recession or "ordinary" business cycle into a great depression is a subject of debate and concern. Scholars have not agreed on the exact causes and their relative importance. The search for causes is closely connected to the question of how to avoid a future depression, and so the political and policy viewpoints of scholars are mixed into the analysis of historic events eight decades ago. The even larger question is whether it was largely a failure on the part of free markets or largely a failure on the part of governments to not exacerbate widespread bank failures and the resulting panics and reduction in the money supply. Those who believe in a large role for governments in the economy believe it was mostly a failure of the free markets and those who believe in free markets believe it was mostly a failure of government that expounded the problem.


          Current theories may be broadly classified into three main points of view. First, there is orthodox classical economics: monetarist, Austrian Economics and neoclassical economic theory, all which focus on the macroeconomic effects of money supply and the supply of gold which backed many currencies before the Great Depression, including production and consumption.
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          Second, there are structural theories, most importantly Keynesian, but also including those of institutional economics, that point to underconsumption and overinvestment ( economic bubble), malfeasance by bankers and industrialists or incompetence by government officials. Another theory revolves around the surplus of products and the fact that many Americans were not purchasing but saving. The only consensus viewpoint is that there was a large scale lack of confidence. Unfortunately, once panic and deflation set in, many people believed they could make more money by keeping clear of the markets as prices got lower and lower and a given amount of money bought ever more goods.


          Third, there is the Marxist critique of political economy. This emphasizes contradictions within capital itself (which is viewed as a social relation involving the appropriation of surplus value) as giving rise to an inherently unbalanced dynamic of accumulation resulting in an overaccumulation of capital, culminating in periodic crises of devaluation of capital. The origin of crisis is thus located firmly in the sphere of production, though economic crisis can be aggravated by problems of disproportionality between spheres of production and the underconsumption of the masses.


          There were multiple causes for the first downturn in 1929, including the structural weaknesses and specific events that turned it into a major depression and the way in which the downturn spread from country to country. In terms of the 1929 small downturn, historians emphasize structural factors like massive bank failures and the stock market crash, while economists (such as Peter Temin and Barry Eichengreen) point to Britain's decision to return to the Gold Standard at pre-World War I parities (US$4.86:1).


          
            [image: US industrial production (1928-39)]

            
              US industrial production (1928-39)
            

          


          


          Debt


          Debt is seen as one of the causes of the Great Depression. (What follows relates to the USA).


          Macroeconomists including Ben Bernanke, the current chairman of the U.S. Federal Reserve Bank, have revived the debt-deflation view of the Great Depression originated by Arthur Cecil Pigou and Irving Fisher: in the 1920s, American consumers and businesses relied on cheap credit, the former to purchase consumer goods such as automobiles and furniture and the latter for capital investment to increase production. This fueled strong short-term growth but created consumer and commercial debt. People and businesses who were deeply in debt when price deflation occurred or demand for their product decreased often risked default. Many drastically cut current spending to keep up time payments, thus lowering demand for new products. Businesses began to fail as construction work and factory orders plunged.
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          Massive layoffs occurred, resulting in unemployment rates of over 25%. (US) Banks which had financed this debt began to fail as debtors defaulted on debt and depositors became worried about their deposits and began massive withdrawals. Government guarantees and Federal Reserve banking regulations to prevent these types of panics were ineffective or not used. Bank failures led to the loss of billions of dollars in assets.


          The debt became heavier, because prices and incomes fell 2050% but the debts remained at the same dollar amount. After the panic of 1929, and during the first 10 months of 1930, 744 US banks failed. (In all, 9,000 banks failed during the 1930s). By 1933, depositors had lost $140 billion in deposits.


          Bank failures snowballed as desperate bankers called in loans which the borrowers did not have time or money to repay. With future profits looking poor, capital investment and construction slowed or completely ceased. In the face of bad loans and worsening future prospects, the surviving banks became even more conservative in their lending. Banks built up their capital reserves and made fewer loans, which intensified deflationary pressures. A vicious cycle developed and the downward spiral accelerated. This kind of self-aggravating process may have turned a 1930 recession into a 1933 great depression.


          


          Trade decline and the U.S. Smoot-Hawley Tariff Act


          Many economists have argued that the sharp decline in international trade after 1930 helped to worsen the depression, especially for countries significantly dependent on foreign trade. Most historians and economists assign the American Smoot-Hawley Tariff Act (enacted June 17, 1930) part of the blame for worsening the depression by seriously reducing international trade and causing retaliatory tariffs (i.e., a tax increase) in other countries. Foreign trade was a small part of overall economic activity in the United States and was concentrated in a few businesses like farming; it was a much larger factor in many other countries. The average ad valorem rate of duties on dutiable imports for 19211925 was 25.9% but under the new tariff it jumped to 50% in 19311935.


          In dollar terms, American exports declined from about $5.2 billion in 1929 to $1.7 billion in 1933; but prices also fell, so the physical volume of exports only fell in half. Hardest hit were farm commodities such as wheat, cotton, tobacco, and lumber. According to this theory, the collapse of farm exports caused many American farmers to default on their loans leading to the bank runs on small rural banks that characterized the early years of the Great Depression.


          


          U.S. Federal Reserve and money supply


          Monetarists, including Milton Friedman and current Federal Reserve System chairman Ben Bernanke, argue that the Great Depression was caused by monetary contraction, which was the consequence of poor policy making by the American Federal Reserve System and continuous crisis in the banking system. By not acting, the Federal Reserve allowed the money supply as measured by the M2 to shrink by one-third from 1929 to 1933. Friedman argued the downward turn in the economy starting with the stock market crash would have been just another recession. The problem was that some large, public bank failures, particularly the Bank of the United States, produced panic and widespread runs on local banks, and that the Federal Reserve sat idly by while banks fell. He claimed if the Fed had provided emergency lending to these key banks, or simply bought government bonds on the open market to provide liquidity and increase the quantity of money after the key banks fell, all the rest of the banks would not have fallen after the large ones did and the money supply would not have fallen to the extent and at the speed that it did. With significantly less money to go around, businessmen could not get new loans and could not even get their old loans renewed, forcing many to stop investing. This interpretation blames the Federal Reserve for inaction, especially the New York branch, which was owned and controlled by Wall Street bankers.


          The Federal Reserve, by design, is not controlled by the President or the U.S. Treasury; it is primarily controlled and owned by its member banks and the chairman of the Federal Reserve.


          One reason why the Federal Reserve did not act to limit the decline of the money supply was regulation. At that time the amount of credit that the Federal Reserve could issue was limited due to laws which required partial gold backing of that credit. By the late 1920's the Federal Reserve had almost hit the limit of allowable credit that could be backed by the gold in its possession. This credit was in the form of Federal Reserve demand notes. Since a "promise of gold" is not as good as "gold in the hand", during the bank panics a portion of those demand notes were redeemed for Federal Reserve gold. Since the Federal Reserve had hit its limit on allowable credit, any reduction in gold in its vaults had to be accompanied by a greater reduction in credit. Several years into the Great Depression the private ownership of gold was declared illegal and reduced the pressure on Federal Reserve gold.


          


          Austrian School explanations


          Another explanation comes from the Austrian School of economics. Austrian theorists who wrote about the Depression include Hayek and Murray Rothbard, who wrote " America's Great Depression" in 1963. In their view, the key cause of the Depression was the expansion of the money supply in the 1920s that lead to an unsustainable credit driven boom. In their view, the Federal Reserve, which was created in 1913, shoulders much of the blame.


          In fact, Hayek, writing for the Austrian Institute of Economic Research Report in February 1929 predicted the economic downturn, stating that "the boom will collapse within the next few months."


          Ludwig von Mises also expected this financial catastrophe, and is quoted as stating "A great crash is coming, and I don't want my name in any way connected with it," when he turned down an important job at the Kreditanstalt Bank in early 1929.


          One reason for the monetary inflation was to help Great Britain, which, in the 1920s, was struggling with its plans to return to the gold standard at pre-war (World War I) parity. Returning to the gold standard at this rate meant that the British economy was facing deflationary pressure. According to Rothbard, the lack of price flexibility in Britain meant that unemployment shot up, and the American government was asked to help. The United States was receiving a net inflow of gold and inflated further in order to help Britain return to the gold standard. Montagu Norman, head of the Bank of England, had an especially good relationship with Benjamin Strong, the de facto head of the Federal Reserve. Norman pressured the heads of the central banks of France and Germany to inflate as well, but unlike Strong, they refused. Rothbard says American inflation was meant to allow Britain to inflate as well, because under the gold standard, Britain could not inflate on its own.


          In the Austrian view it was this inflation of the money supply that led to an unsustainable boom in both asset prices (stocks and bonds) and in capital goods. By the time the Fed belatedly tightened in 1928, it was far too late and, in the Austrian view, a depression was inevitable.


          The artificial interference in the economy was a disaster prior to the Depression, and government efforts to prop up the economy after the crash of 1929 only made things worse. According to Rothbard, government intervention delayed the markets adjustment and made the road to complete recovery more difficult.


          Furthermore, Rothbard criticizes Milton Friedman's assertion that the central bank failed to inflate the supply of money. Rothbard asserts that the Federal Reserve purchased $1.1 billion of government securities from February to July 1932 which raised its total holding to $1.8 billion. Total bank reserves only rose by $212 million, but Rothbard argues that this was because the American populace lost faith in the banking system and began hoarding more cash, a factor very much beyond the control of the Central Bank. The potential for a run on the banks caused local bankers to be more conservative in lending out their reserves, and, Rothbard argues, was the cause of the Federal Reserve's inability to inflate.
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          Business


          Franklin D. Roosevelt, elected in 1932, primarily blamed the excesses of big business for causing an unstable bubble-like economy. Democrats believed the problem was that business had too much power, and the New Deal was intended as a remedy, by empowering labor unions and farmers and by raising taxes on corporate profits. Regulation of the economy was a favorite remedy. Some New Deal regulation (the NRA and AAA) was declared unconstitutional by the U.S. Supreme Court. Most New Deal regulations were abolished or scaled back in the 1970s and 1980s in a bipartisan wave of deregulation. However the Securities and Exchange Commission, Federal Reserve, and Social Security won widespread support.


          


          Lack of government deficit spending


          British economist John Maynard Keynes argued in General Theory of Employment Interest and Money that lower aggregate expenditures in the economy contributed to a massive decline in income and employment that was well below the average. In this situation, the economy might have reached a perfect balance, at a cost of high unemployment. Keynesian economists called for governments during times of economic crisis to pick up the slack by increasing government spending and/or cutting taxes.


          Massive increases in deficit spending, new banking regulation, and boosting farm prices did start turning the U.S. economy around in 1933, but it was a slow and painful process. The U.S. had not returned to 1929's GNP for over a decade and still had an unemployment rate of about 15% in 1940down from 25% in 1932. The unemployment problem was not solved until the post-World War II decontrolling of the command wartime economy in 1946. The advent of World War II, when about 12 million men were forcibly drafted into the army and taken out of the labor market wasn't a true long-term "solution" to massive unemployment in the civilian marketplace, or to create real wealth for the masses with consumer goods. Multiple war good production programs reduced unemployment technically to under 2% and brought in millions of new workers to the labor markets, although as noted before it was strictly to making war goods (armaments) which only benefitted the war-making sector of the economy.


          


          Inequality of wealth and income


          Marriner S. Eccles who served as Franklin D. Roosevelts Chairman of the Federal Reserve from November, 1934 to February, 1948 detailed what he believed caused the Depression in his memoirs, Beckoning Frontiers (New York, Alfred A. Knopf, 1951):


          
            As mass production has to be accompanied by mass consumption, mass consumption, in turn, implies a distribution of wealth -- not of existing wealth, but of wealth as it is currently produced -- to provide men with buying power equal to the amount of goods and services offered by the nation s economic machinery. [Emphasis in original.] Instead of achieving that kind of distribution, a giant suction pump had by 1929-30 drawn into a few hands an increasing portion of currently produced wealth. This served them as capital accumulations. But by taking purchasing power out of the hands of mass consumers, the savers denied to themselves the kind of effective demand for their products that would justify a reinvestment of their capital accumulations in new plants. In consequence, as in a poker game where the chips were concentrated in fewer and fewer hands, the other fellows could stay in the game only by borrowing. When their credit ran out, the game stopped.


            That is what happened to us in the twenties. We sustained high levels of employment in that period with the aid of an exceptional expansion of debt outside of the banking system. This debt was provided by the large growth of business savings as well as savings by individuals, particularly in the upper-income groups where taxes were relatively low. Private debt outside of the banking system increased about fifty per cent. This debt, which was at high interest rates, largely took the form of mortgage debt on housing, office, and hotel structures, consumer installment debt, brokers' loans, and foreign debt. The stimulation to spending by debt-creation of this sort was short-lived and could not be counted on to sustain high levels of employment for long periods of time. Had there been a better distribution of the current income from the national product -- in other words, had there been less savings by business and the higher-income groups and more income in the lower groups -- we should have had far greater stability in our economy. Had the six billion dollars, for instance, that were loaned by corporations and wealthy individuals for stock-market speculation been distributed to the public as lower prices or higher wages and with less profits to the corporations and the well-to-do, it would have prevented or greatly moderated the economic collapse that began at the end of 1929.


            The time came when there were no more poker chips to be loaned on credit. Debtors thereupon were forced to curtail their consumption in an effort to create a margin that could be applied to the reduction of outstanding debts. This naturally reduced the demand for goods of all kinds and brought on what seemed to be overproduction, but was in reality underconsumption when judged in terms of the real world instead of the money world. This, in turn, brought about a fall in prices and employment.


            Unemployment further decreased the consumption of goods, which further increased unemployment, thus closing the circle in a continuing decline of prices. Earnings began to disappear, requiring economies of all kinds in the wages, salaries, and time of those employed. And thus again the vicious circle of deflation was closed until one third of the entire working population was unemployed, with our national income reduced by fifty per cent, and with the aggregate debt burden greater than ever before, not in dollars, but measured by current values and income that represented the ability to pay. Fixed charges, such as taxes, railroad and other utility rates, insurance and interest charges, clung close to the 1929 level and required such a portion of the national income to meet them that the amount left for consumption of goods was not sufficient to support the population.


            This then, was my reading of what brought on the depression.

          


          


          Literature


          The U.S. Depression has been the subject of much writing, as the country has sought to re-evaluate an era that dumped financial as well as emotional catastrophe on its people. Perhaps the most noteworthy and famous novel written on the subject is The Grapes of Wrath, published in 1939 and written by John Steinbeck, who was awarded both the Nobel Prize for literature and the Pulitzer Prize for the work. The novel focuses on a poor family of sharecroppers who are forced from their home as drought, economic hardship, and changes in the agricultural industry occur during the Great Depression. Steinbeck's Of Mice and Men is another important novel about a journey during the Great Depression. The Great Depression is a novella written by Alon Bersharder about a sad, disgruntled temporary worker, making the title both a homage to the historical event and a pun. Additionally, Harper Lee's To Kill a Mockingbird was set during the Great Depression.


          


          Effects


          


          Australia


          Australia's extreme dependence on agricultural and industrial exports meant it was one of the hardest-hit countries in the Western world, amongst the likes of Canada and Germany. Falling export demand and commodity prices placed massive downward pressures on wages. Further, unemployment reached a record high of almost 32% in 1932, with incidents of civil unrest becoming common. After 1932, an increase in wool and meat prices led to a gradual recovery.


          


          Canada
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          Harshly impacted by both the global economic downturn and the Dust Bowl, Canadian industrial production had fallen to only at 58% of the 1929 level by 1932, the second lowest level in the world after the United States, and well behind nations such as Britain, which only saw it fall to 83% of the 1929 level. Total national income fell to 55% of the 1929 level, again worse than any nation other than the United States.


          


          East Asia


          The Great Depression in East Asia was of minor impact. The Japanese economy shrank by 8% 1929-31. However, with the invasion and subjugation of Manchuria into a Japanese puppet-state in September 1931, thus providing Japan with raw materials and energy, the Japanese economy was able to recover by 1932 and continued to grow.


          


          France


          The Depression began to affect France from about 1931. France's relatively high degree of self-sufficiency meant the damage was considerably less than nations like Germany. However, hardship and unemployment were high enough to lead to rioting and the rise of the socialist Popular Front.


          


          Germany


          Germany's Weimar Republic was hit hard by the depression, as American loans to help rebuild the German economy now stopped. Unemployment soared, especially in larger cities, and the political system veered toward extremism. Repayment of the war reparations due by Germany were suspended in 1932 following the Lausanne Conference of 1932. By that time Germany had repaid 1/8th of the reparations. Hitler's Nazi Party came to power in January 1933. In 1934 the economy was still not balanced enough for Germany to work on its own.


          


          Latin America


          Because of high levels of United States investment in Latin American economies, they were severely damaged by the Depression. Within the region, Chile, Bolivia and Peru were particularly badly affected. One result of the Depression in this area was the rise of fascist movements.


          


          Netherlands


          From roughly 1931 until 1937, the Netherlands suffered a deep and exceptionally long depression. This depression was partly caused by the after-effects of the Stock Market Crash of 1929 in the United States, and partly by internal factors in the Netherlands. Government policy, especially the very late dropping of the Gold Standard, played a role in prolonging the depression. The Great Depression in the Netherlands led to some political instability and riots, and can be linked to the rise of the Dutch national-socialistic party NSB. The depression in the Netherlands lessened somewhat in force at the end of 1936, when the government finally dropped the Gold Standard, but real economic stability did not return until after World War II.


          


          South Africa


          


          Soviet Union


          Having removed itself from the capitalist world system both by choice and as a result of efforts of the capitalist powers to isolate it, the Great Depression had little effect on the Soviet Union. This was a period of industrial expansion for the Soviet Union as it recovered from Revolution and Civil War, and the apparent immunity of the Soviet Union to the Great Depression seemed to validate the theory of Marxism and contributed to Socialist and Communist agitation in affected nations. This in turn increased fears of Communist revolution in the West, strengthening support for anti-Communists, both moderate and extreme.


          


          United Kingdom


          


          United States


          


          Early response


          Secretary of the Treasury Andrew Mellon advised President Hoover that shock treatment would be the best response: "Liquidate labor, liquidate stocks, liquidate the farmers, liquidate real estate.... That will purge the rottenness out of the system. High costs of living and high living will come down. People will work harder, live a more moral life. Values will be adjusted, and enterprising people will pick up the wrecks from less competent people." Hoover rejected this advice, not believing government should directly aid the people, but insisted instead on "voluntary cooperation" between business and government.


          


          The New Deal


          Shortly after President Roosevelt was inaugurated in 1933, drought and erosion combined to cause the Dust Bowl, shifting hundreds of thousands of displaced persons off of their farms in the midwest. From his inauguration onward, Roosevelt argued a restructuring of the economy would be needed to prevent another or avoid prolonging the current depression. New Deal programs sought to stimulate demand and provide work and relief for the impoverished through increased government spending, by:


          
            	Reforming the financial system, especially the banks and Wall Street. The Securities Act of 1933 comprehensively regulated the securities industry. This was followed by the Securities Exchange Act of 1934 which created the Securities and Exchange Commission. (Though amended, the key provisions of both Acts are still in force as of 2008). Federal insurance of bank deposits was provided by the FDIC (still operating as of 2008), and the Glass-Steagal Act (which remained in effect for 50 years). The institution of the National Recovery Administration remains a controversial act to this day. Although it only lasted until 1935, it made a number of sweeping changes to the American economy until it was declared unconstitutional by the Supreme Court.

          


          
            	Instituting regulations which ended what was called "cut-throat competition," which kept forcing down prices for everyone (done by the NRA).


            	Setting minimum prices and wages and competitive conditions in all industries (done by the NRA).


            	Encouraging unions that would raise wages, to increase the purchasing power of the working class (done by the NRA).


            	Cutting farm production so as to raise prices and make it possible to earn a living in farming (done by the AAA and successor farm programs).


            	Forcing businesses to work with government to set price codes (done by the NRA).


            	Creating the NRA board to set labor codes and standards (done by the NRA).

          


          These reforms (together with relief and recovery measures) are called by historians the First New Deal. It was centered around the use of an alphabet soup of agencies set up in 1933 and 1934, along with the use of previous agencies such as the Reconstruction Finance Corporation, to highly regulate and stimulate the economy but the two concepts were incompatible, as the economy continued to stagnate. By 1935, the " Second New Deal" added Social Security, a national relief agency (the Works Progress Administration, WPA) and, through the National Labor Relations Board, a strong stimulus to the growth of labor unions. Unemployment fell by two-thirds in Roosevelt's first term (from 25% to 14.3%, 1933 to 1937), but faster than the economic upturn came 1938's "recession within a depression" and unemployment zoomed to 19% and only until the draft to fight World War II, and then post-war 1946's vast decontrol of the (wartime) command economy that included a sharp reduction of taxes and regulations finally allowed consumer goods to be created, and unemployment finally fell to normal levels.


          In 1929, federal expenditures constituted only 3% of the GDP. Between 1933 and 1939, they tripled, funded primarily by a growth in the national debt. The debt as proportion of GNP rose under Hoover from 20% to 40%. Roosevelt kept it at 40% until the war began, when it soared to 128%. After the Recession of 1937, conservatives were able to form a bipartisan conservative coalition to stop further expansion of the New Deal and, by 1943, had abolished all of the relief programs.


          


          Recession of 1937


          In 1937, the American economy took an unexpected nosedive, lasting through most of 1938. Production declined sharply, as did profits and employment. Unemployment jumped from 14.3% in 1937 to 19.0% in 1938. The Roosevelt administration reacted by launching a rhetorical campaign against monopoly power, which was cast as the cause of the depression, and appointing Thurman Arnold to act; Arnold's effectiveness ended once World War II began and corporate energies had to be directed to winning the war.


          The administration's other response to the 1937 deepening of the Great Depression had more tangible results. Ignoring the pleas of the Treasury Department, Roosevelt embarked on an antidote to the depression, reluctantly abandoning his efforts to balance the budget and launching a $5 billion spending program in the spring of 1938, an effort to increase mass purchasing power. Business-oriented observers explained the recession and recovery in very different terms from the Keynesians. They argued the New Deal had been very hostile to business expansion in 193537, had encouraged massive strikes which had a negative impact on major industries such as automobiles, and had threatened massive antitrust legal attacks on big corporations. All those threats diminished sharply after 1938. For example, the antitrust efforts fizzled out without major cases. The CIO and AFL unions started battling each other more than corporations, and tax policy became more favorable to long-term growth.


          On the other hand, according to economist Robert Higgs, when looking only at the supply of consumer goods, significant GDP growth resumed only in 1946 (Higgs does not estimate the value to consumers of collective, intangible goods like victory in war). To Keynesians, the war economy showed just how large the fiscal stimulus required to end the downturn of the Depression was, and it led, at the time, to fears that as soon as America demobilized, it would return to Depression conditions and industrial output would fall to its pre-war levels. That incorrect Keynesian prediction that a new depression would start after the war failed to take into account massive savings and pent-up consumer demand along with the decontrolling of the restrictive wartime regulations in most consumer industries and cutting the high-tax rates starting in 1946.


          


          Keynesian models


          In the early 1930s, before John Maynard Keynes wrote The General Theory, he was advocating public works programs and deficits as a way to get the British economy out of the Depression. Although Keynes never mentions fiscal policy in The General Theory, and instead advocates the need to socialize investments, Keynes ushered in more of a theoretical revolution than a policy one. His basic idea was simple: to keep people fully employed, governments have to run deficits when the economy is slowing because the private sector will not invest enough to increase production and reverse the recession.


          As the Depression wore on, Roosevelt tried public works, farm subsidies, and other devices to restart the economy, but never completely gave up trying to balance the budget. According to the Keynesians, he had to spend much more money; they were unable to say how much more. With fiscal policy, however, government could provide the needed Keynesian spending by decreasing taxes, increasing government spending, increasing individuals' incomes. As incomes increased, they would spend more. As they spent more, the multiplier effect would take over and expand the effect on the initial spending. The Keynesians did not estimate what the size of the multiplier was. Keynesian economists assumed poor people would spend new incomes; in reality they saved much of the new money; that is, they paid back debts owed to landlords, grocers and family. Keynesian ideas of the consumption function have been challenged, most notably in the 1950s by Milton Friedman and Franco Modigliani.


          


          Neoclassical approach


          Recent work from a neoclassical perspective focuses on the decline in productivity that caused the initial decline in output and a prolonged recovery due to policies that affected the labor market. This work, collected by Kehoe and Prescott, decomposes the economic decline into a decline in the labor force, capital stock, and the productivity with which these inputs are used. This study suggests that theories of the Great Depression have to explain an initial severe decline but rapid recovery in productivity, relatively little change in the capital stock, and a prolonged depression in the labor force. This analysis rejects theories that focus on the role of savings and posit a decline in the capital stock.


          


          Gold standard


          Great Britain departed from the gold standard in September 1931, allowing the pound sterling to float internationally. The value of the pound then dropped significantly and British exports became cheaper. In April 1933, Roosevelt issued Executive Order 6102 prohibiting citizens of the U.S. from owning other-than-token amounts of gold and from using gold as money. Citizens were forced to sell all gold holdings (apart from jewelry and "coins of special collector value") to the federal government at a price of $20.67 per ounce. In January 1934, Roosevelt raised the official price of gold to $35 per ounce, thereby devaluing the U.S. dollar by 41%.


          


          Rearmament and recovery


          The massive rearmament policies to counter the threat from Nazi Germany helped stimulate the economies in Europe in 1937-39. By 1937, unemployment in Britain had fallen to 1.5 million. The mobilization of manpower following the outbreak of war in 1939 finally ended unemployment.


          In the United States, the massive war spending doubled the GNP, masking the effects of the Depression. Businessmen ignored the mounting national debt and heavy new taxes, redoubling their efforts for greater output to take advantage of generous government contracts. Most people worked overtime and gave up leisure activities to make money after so many hard years. People accepted rationing and price controls for the first time as a way of expressing their support for the war effort. Cost-plus pricing in munitions contracts guaranteed businesses a profit no matter how many mediocre workers they employed or how inefficient the techniques they used. The demand was for a vast quantity of war supplies as soon as possible, regardless of cost. Businesses hired every person in sight, even driving sound trucks up and down city streets begging people to apply for jobs. New workers were needed to replace the 11 million working-age men serving in the military. These events magnified the role of the federal government in the national economy. In 1929, federal expenditures accounted for only 3% of GNP. Between 1933 and 1939, federal expenditure tripled, and Roosevelt's critics charged that he was turning America into a socialist state. However, spending on the New Deal was far smaller than on the war effort.


          


          Political consequences


          The crisis had many political consequences, among which was the abandonment of classic economic liberal approaches, which Roosevelt replaced in the United States with Keynesian policies. It was a main factor in the implementation of social democracy and planned economies in European countries after the war. Although Austrian economists had challenged Keynesianism since the 1920s, it was not until 1974, when the Nobel Prize in Economic Sciences was awarded to Friedrich Hayek notably for being "one of the few economists who gave warning of the possibility of a major economic crisis before the great crash came in the autumn of 1929" , and the beginning of monetarism, that the Keynesian approach was politically questioned, leading the way to neoliberalism.


          


          Other Great Depressions


          The Great Depression was not unique in magnitude or duration. Several Latin American countries faced similar events in the 1980s. Finnish economists refer to the Finnish economic decline around the breakup of the Soviet Union (1989-1994) as a great depression. Kehoe and Prescott define a great depression to be a period of diminished economic output with at least one year where output is 20% below the trend. By this definition Argentina, Brazil, Chile, and Mexico experienced great depressions in the 1980s, and Argentina experienced another in 1998-2002. This definition also includes the economic performance of New Zealand from 1974-1992 and Switzerland from 1973-present, although this designation for Switzerland has been controversial.
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                  Least Concern( IUCN 3.1)
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                    	Animalia
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                    	Chordata
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                    	Mammalia

                  


                  
                    	Order:

                    	Rodentia
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                    	Family:

                    	Thryonomyidae
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              	Thryonomys swinderianus

              (Temminck, 1827)
            

          


          The Greater Cane Rat (Thryonomys swinderianus) is one of two species of cane rats, a small family of African hystricognath rodents. It inhabits Africa, south of the Saharan Desert. The cane rat lives by reedbeds and riverbanks. As humans move into such territories, the cane rats accepted plantations and cultivated areas. Cane rats can grow about two feet long in the longest individuals and weighs a little less than 19 pounds. It has rounded ears, short nose, and coarse bristly hair. Its forefeet are smaller than its hindfeet and supports its weight on only three toes. Cane rats live in small groups led by a single male. They are nocturnal and make nests from grasses or burrow underground. The oldest cane rat can live more than four years. If frightened, they grunt and run towards water. They eat grasses and cane and since they have tastes for cultivated foods, they make serious agricultural pests. So far, their conservation status is lower risk.


          In the country of Ghana and other regions of West Africa, the Greater Cane Rat is usually called a grasscutter or cutting grass. In both West Africa and Southern Africa, it is considered a delicacy. As a consequence, "grasscutters" are beginning to be raised in cages for sale, and so are sometimes referred to as micro livestock.
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              London region shown within England
            


            
              	Geography
            


            
              	Status

              	Region 

              Administrative area

              Ceremonial county*
            


            
              	Area

               Total

              	Ranked 9th

              1,579 km

              609 sq mi
            


            
              	NUTS 1

              	UKI
            


            
              	Demographics
            


            
              	Population

               Total

               Density

              	Ranked 2nd

              7,512,400(mid-2006)

              4,758/km (mid-2006)
            


            
              	GDP per capita

              	27,633 ( 1st)
            


            
              	Government
            


            
              	HQ

              	City Hall, Southwark
            


            
              	Assembly

               Type

              	London Assembly

              directly elected
            


            
              	Regional development

              	LDA
            


            
              	Authority

              	Greater London Authority
            


            
              	Mayor

              	Ken Livingstone
            


            
              	European parliament

              	London
            


            
              	Website
            


            
              	Notes
            


            
              	 - called London

              * - excluding the City of London
            

          


          Greater London is the top-level administrative subdivision covering London, England. The administrative area was created in 1965 and covers the City of London and 32 London boroughs. Its area also forms the London region of England and the London European Parliament constituency. The Greater London region has by far the highest GDP per capita in the United Kingdom.


          It covers 1579 km (609 square miles) and had a 2006 mid-year estimated population of 7,512,400. It is bounded by the Home Counties of Essex and Hertfordshire in the East of England region and Buckinghamshire, Berkshire, Surrey and Kent in South East England. The highest point in London is Westerham Heights, in the North Downs and on the boundary with Kent, at 245 metres (804 ft).


          


          Status


          Greater London is not a city in that it does not have official city status granted by the Crown. This is because one of the London boroughs, Westminster, is officially a city, as well as the City of London itself which would make such a status anomalous. Despite this, Greater London is commonly regarded as a city in the general sense of a municipality. A Lord Lieutenant of Greater London is appointed for its area, less the City of London; an area identical to the Metropolitan Police District; and for the purposes of the Lieutenancies Act 1997 this area is defined as a county.


          The term "London" is normally used in reference to Greater London or to the overall conurbation, but not often to the ancient, tiny City of London in east central London. Instead, this small area is often referred to simply as "the City" or "the Square Mile" and it forms the main financial district. Archaically the urbanised area of London was known as the Metropolis. In common usage, the terms 'London' and 'Greater London' are usually used interchangeably to refer to the conurbation.


          It is officially divided for some purposes, with varying definitions, into Inner London and Outer London. For strategic planning purposes the region is divided into five sub regions.


          


          Politics


          
            [image: The Greater London Authority is based in City Hall]

            
              The Greater London Authority is based in City Hall
            

          


          


          Regional government


          London is the only English region with directly elected local governance. The Greater London Authority (GLA) comprises a regional assembly called the London Assembly and an executive head known as the Mayor of London. The current Mayor of London is Ken Livingstone who is not to be confused with the Lord Mayor of the City of London. He is scrutinised by an elected London Assembly, which may amend his annual budget (by two-thirds majority) but otherwise lacks the power to block his directives. The headquarters of the GLA is at City Hall in Southwark. The Mayor is responsible for Greater London's strategic planning and is required to produce a London Plan document.


          


          Local government


          Greater London is divided into 32 London boroughs, each governed by a London borough council; and the City of London, which has a unique government dating back to the 12th century. These various authorities are all often considered as equivalent to unitary authorities but not legally defined as such. All London borough councils belong to the London Councils association. Two London boroughs, Kensington and Chelsea, and Kingston, carry the purely honorific title of Royal borough. Withn the City of London boundary are two liberties, Middle Temple and Inner Temple.


          


          Demographics


          With increasing industrialisation, London's population grew rapidly throughout the 19th and early 20th centuries, and was the most populated city in the world until overtaken by New York in 1925. Its population peaked at 8,615,245 in 1939. There were an estimated 7,512,400 official residents in Greater London as of mid-2006. However, London's continuous urban area extends beyond the borders of Greater London and was home to an estimated 9,332,000 people in 2005, while its wider metropolitan area has a population of between 12 and 14 million depending on the definition of that area. According to Eurostat, London is the most populous city and metropolitan area of the European Union.


          The region covers an area of 1,579 square kilometres. The population density is 4,761 people per square kilometre, more than ten times that of any other British region. In terms of population, London is the 25th largest city and the 17th largest metropolitan region in the world. It is also ranked 4th in the world in number of billionaires (United States Dollars) residing in the city. London ranks as one of the most expensive cities in the world, alongside Tokyo and Moscow.


          


          Ethnic groups


          In the 2001 census, 71.15% of these seven and a half million people classed their ethnic group as white, including White British (59.79%), White Irish (3.07%) or "Other White" (8.29%, mostly Greek Cypriot, Italian and French). 12.09% classed themselves as British Asian, including Indian, Pakistani, Bangladeshi and "Other Asian" (mostly Sri Lankan, Arab and other Southern Asian ethnicities). 10.91% classed themselves as Black British (around 7% as Black African, 4.79% as Black Caribbean, 0.84% as "Other Black"). 3.15% were of mixed race; 1.12% as Chinese; and 1.58% as other (mostly Filipino, Japanese, Korean, Vietnamese and other "British Orientals"). 21.8% of inhabitants were born outside the European Union. The Irish, from both the Republic of Ireland and Northern Ireland, number about 200,000, as do the Scots and Welsh combined.


          In January 2005, a survey of London's ethnic and religious diversity claimed that there were more than 300 languages spoken and more than 50 non-indigenous communities which have a population of more than 10,000 in London. Figures from the Office for National Statistics show that, as of 2006, London's foreign-born population is 2,288,000 (31%), up from 1,630,000 in 1997. The 2001 census showed that 27.1% of Greater London's population were born outside the UK, and a slightly higher proportion were classed as non-white.


          The table below shows the 'Country of Birth' of London residents in 2001, the date of the last UK Census. (Top 21). Note that a portion of the German-born population are likely to be British nationals born to parents serving in the British armed forces in Germany.


          Country of Birth Population (2001)


          
            	United Kingdom 5,230,155


            	India 172,162


            	Republic of Ireland 157,285


            	Bangladesh 84,565


            	Jamaica 80,319


            	Nigeria 68,907


            	Pakistan 66,658


            	Kenya 66,311


            	Sri Lanka 49,932


            	Ghana 46,513


            	Cyprus 45,888


            	South Africa 45,506


            	United States 44,622


            	Australia 41,488


            	Germany 39,818


            	Turkey 39,128


            	Italy 38,694


            	France 38,130


            	Somalia 33,831


            	Uganda 32,082


            	New Zealand 27,494

          


          London has been a focus for immigration for centuries, whether as a place of safety or for economic reasons. Huguenots, eastern European Jews and Cypriots are examples of the former; Irish, Bangla Deshis and West Indians came for new lives. The East End district around Spitalfields has been first home for several ethnic groups, which have subsequently moved elsewhere in London as they gained prosperity.


          


          Religion


          The largest religious groupings in London are Christian (58.2%), No Religion (15.8%), Muslim (8.2%), Hindu (4.1%), Jewish (2.1%), and Sikh (1.5%). London has traditionally been Christian, and has a large number of churches, particularly in the City. The famous St Paul's Cathedral in the City and Southwark Cathedral south of the river are Anglican administrative centres, while the head of the Church of England and worldwide Anglican Communion, the Archbishop of Canterbury has his main residence at Lambeth Palace in the London Borough of Lambeth. Important national and royal ceremonies are shared between St Paul's and Westminster Abbey. The Abbey is not to be confused with nearby Westminster Cathedral, the largest Roman Catholic cathedral in England and Wales. Religious practice is lower than any other part of the UK or Western Europe and is around seven times lower than American averages. Despite the prevalence of Anglican churches, weekly observance is low within the Anglican denomination, although in recent years church attendance, particularly at evangelical Anglican churches in London, has started to increase.


          London is also home to sizeable Muslim, Hindu, Sikh, and Jewish communities. Many Muslims live in Tower Hamlets and Newham; the most important Muslim buildings are the East London Mosque in Whitchapel and the London Central Mosque on the edge of Regent's Park. London's large Hindu community is found in the north-western boroughs of Harrow and Brent, the latter of which contains one of Europe's largest Hindu temples, Neasden Temple. Sikh communities are located in East and West London, which is also home to the largest Sikh Temples in the world, outside India. The majority of British Jews live in London, with significant Jewish communities in Stamford Hill (the most Orthodox Jewish area outside New York City and Israel) and St. John's Wood, Golders Green, and Edgware in North London.


          See also List of churches and cathedrals of London


          
            
              	
                
                  	City of London


                  	City of Westminster


                  	Kensington and Chelsea


                  	Hammersmith and Fulham


                  	Wandsworth


                  	Lambeth


                  	Southwark


                  	Tower Hamlets


                  	Hackney


                  	Islington


                  	Camden


                  	Brent


                  	Ealing


                  	Hounslow


                  	Richmond


                  	Kingston


                  	Merton

                

              

              	
                
                  
                

                
                  [image: ][image: About this image]
                

              

              	
                
                  	Sutton


                  	Croydon


                  	Bromley


                  	Lewisham


                  	Greenwich


                  	Bexley


                  	Havering


                  	Barking and Dagenham


                  	Redbridge


                  	Newham


                  	Waltham Forest


                  	Haringey


                  	Enfield


                  	Barnet


                  	Harrow


                  	Hillingdon

                

              
            

          


          


          London Assembly


          For elections to the London Assembly, London is divided into fourteen constituencies. The constituencies are formed from the area of two or three boroughs combined. The City of London forms part of the City and East constituency.


          


          UK Parliament


          London is divided into 74 Parliamentary constituencies, which are all small borough constituencies. They are formed from the combined area of several wards from one or more London Boroughs. Typically a single borough is covered by two or three constituencies. Their number will be reduced to 73 before the next general election.


          


          History


          


          Creation


          
            [image: Arms of Greater London Council]

            
              Arms of Greater London Council
            

          


          Although the London County Council had been created as a London-wide authority covering the County of London in 1889, the County did not even cover all the built-up area of London then, particularly West Ham and East Ham; furthermore many of the LCC housing projects, including the vast Becontree Estate, were constructed outside its formal boundaries.


          London County Council pressed for an alteration in its boundaries soon after the end of the First World War, noting that within the Metropolitan and City Police Districts there were 122 housing authorities. A Royal Commission on London Government was set up to consider the issue. London County Council proposed a vast new Greater London, somewhere between the Metropolitan Police District and the entire Home Counties. Protests were made at the possibility of including Windsor, Slough and Eton in the authority.


          The Commission made its report in 1923, rejecting the LCC's scheme. Two minority reports favoured change beyond the amalgamation of smaller urban districts, including both smaller borough councils and a Central Authority for strategic functions. The London Traffic Act 1924 was a result of the Commission.


          Greater London was formally created by the London Government Act 1963, which took force on 1 April 1965, replacing the former administrative counties of Middlesex and London, adding the City of London, which was not under the London County Council, and absorbing parts of Kent, Surrey, Essex and Hertfordshire. The term 'Greater London' had been used well before 1965, particularly to refer to the area covered by the Metropolitan Police District (such as in the 1901 census), the area of the Metropolitan Water Board (favoured by the London County Council for statistics), the London Passenger Transport Area and the area defined by the Registrar General as the Greater London Conurbation.


          


          Greater London Council


          Greater London originally had a two-tier system of local government, with the Greater London Council (GLC) sharing power with the City of London Corporation (governing the small City of London) and the 32 London borough councils. The Greater London Council was abolished in 1986 by the Local Government Act 1985. Its functions were devolved to the Corporation and the London boroughs with some functions transferred to central government and joint boards.


          


          Greater London Authority


          Greater London was used to form the London region of England in 1994. A referendum held in 1998, established public will to create a regional authority. The Greater London Authority, London Assembly and the directly elected Mayor of London were created in 2000 by the Greater London Authority Act 1999. The 2000 and 2004 mayoral elections were both won by Ken Livingstone, who had been the final leader of the GLC. In 2000 the outer boundary of the Metropolitan Police District was re-aligned to the Greater London boundary.


          


          Statistics


          


          Population
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              Population of Greater London
            

          


          The population on the current territory of Greater London rose from about 1.1 million in 1801 (back then only about 0.85 million people were in the urban area of London, while 0.25 million were living in villages and towns not yet part of London) to an estimated 8.6 million in 1939, but declined to 6.7 million in 1988, before starting to rebound in the end of the 1980s. As of 2006, the population in Greater London has only recovered the level of 1970 (which was also the level of population in the 1920s). Some researchers expect the population of Greater London to reach 8.15 million by 2016, which would still be 0.45 million short of the 1939 peak.


          Figures here are for Greater London in its 2001 limits. Figures before 1971 have been reconstructed by the Office for National Statistics based on past censuses in order to fit the 2001 limits. Figures from 1981 onward are midyear estimates (revised as of August 2007), which are more accurate than the censuses themselves, known to underestimate the population of London.


          
            
              	1891

              	April 5/6

              	5,572,012
            


            
              	1901

              	March 31/April 1

              	6,506,954
            


            
              	1911

              	April 2/3

              	7,160,525
            


            
              	1921

              	June 19/20

              	7,386,848
            


            
              	1931

              	April 26/27

              	8,110,480
            


            
              	1939

              	Midyear estimate

              	8,615,245
            


            
              	1951

              	April 8/9

              	8,196,978
            


            
              	1961

              	April 23/24

              	7,992,616
            


            
              	1965

              	Greater London formally created
            


            
              	1971

              	April 25/26

              	7,452,520
            


            
              	1981

              	Midyear estimate

              	6,805,000
            


            
              	1988

              	Midyear estimate

              	6,729,300
            


            
              	1991

              	Midyear estimate

              	6,829,300
            


            
              	2001

              	Midyear estimate

              	7,322,400
            


            
              	2002

              	Midyear estimate

              	7,361,600
            


            
              	2003

              	Midyear estimate

              	7,364,100
            


            
              	2004

              	Midyear estimate

              	7,389,100
            


            
              	2005

              	Midyear estimate

              	7,456,100
            


            
              	2006

              	Midyear estimate

              	7,512,400
            

          


          


          Economy


          This is a chart of trend of regional gross value added of Inner London at current basic prices published (pp.240-253) by Office for National Statistics with figures in millions of British Pounds Sterling.


          
            
              	Year

              	Regional Gross Value Added

              	Agriculture

              	Industry

              	Services
            


            
              	1995

              	64,616

              	7

              	8,147

              	56,461
            


            
              	2000

              	92,330

              	6

              	10,094

              	82,229
            


            
              	2003

              	112,090

              	12

              	10,154

              	101,924
            

          


          This is a chart of trend of regional gross value added of Outer London at current basic prices published (pp.240-253) by Office for National Statistics with figures in millions of British Pounds Sterling.


          
            
              	Year

              	Regional Gross Value Added

              	Agriculture

              	Industry

              	Services
            


            
              	1995

              	44,160

              	51

              	10,801

              	33,307
            


            
              	2000

              	60,304

              	43

              	12,529

              	47,732
            


            
              	2003

              	67,582

              	39

              	13,081

              	54,462
            

          


          


          Area


          The area of Greater London has not changed significantly since its creation. There have been a considerable number of small boundary changes. The most significant of these were the 1969 transfers of Knockholt to Kent and Farleigh to Surrey and a series of minor adjustments during the 1990s which realigned the boundary to the M25 motorway in some places.


          


          Environment


          The majority of Greater London forms the London low emission zone from 4 February 2008.


          


          Education


          The education system has been split into the thirty three separate LEAs, which correspond to the City of London and the 32 London boroughs, since the 1990 enactment of the Education Reform Act 1988. From 1965 to 1990, twelve Inner London boroughs and the City of London had been served by an Inner London Education Authority. The introduction of comprehensive schools, directed by Circular 10/65 in 1965, was mostly followed in Greater London, however 19 grammar schools have been retained in some Outer London boroughs. At GCSE and A level, Outer London boroughs have broadly better results than Inner London boroughs.


          


          Wider population


          Greater London is not exactly coterminous with London's built up area and a somewhat wider Greater London Urban Area has been defined and is used for mainly statistical purposes. London's wider metropolitan area is known as the London commuter belt and is delimited by a variety of definitions.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Greater_London"
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        Greatest common divisor


        
          

          In mathematics, the greatest common divisor (gcd), sometimes known as the greatest common factor (gcf) or highest common factor (hcf), of two non-zero integers, is the largest positive integer that divides both numbers without remainder.


          


          Overview


          The greatest common divisor of a and b is written as gcd(a,b), or sometimes simply as (a,b). For example, gcd(12, 18)=6, gcd(4,14)=2 and gcd(5, 0)=5. Two numbers are called coprime or relatively prime if their greatest common divisor equals 1. For example, 9 and 28 are relatively prime.


          The greatest common divisor is useful for reducing vulgar fractions to be in lowest terms. For example, gcd(42, 56)=14, therefore,


          
            	[image: {42 \over 56}={3 \cdot 14 \over 4 \cdot 14}={3 \over 4}.]

          


          


          Calculating the gcd


          Greatest common divisors can in principle be computed by determining the prime factorizations of the two numbers and comparing factors, as in the following example: to compute gcd(18,84), we find the prime factorizations 18=232 and 84=2237 and notice that the "overlap" of the two expressions is 23; so gcd(18,84)=6. In practice, this method is only feasible for very small numbers; computing prime factorizations in general takes far too long.


          A much more efficient method is the Euclidean algorithm, which uses the division algorithm in combination with the observation that the gcd of two numbers also divides their difference: divide 84 by 18 to get a quotient of 4 and a remainder of 12. Then divide 18 by 12 to get a quotient of 1 and a remainder of 6. Then divide 12 by 6 to get a remainder of 0, which means that 6 is the gcd.


          The series of quotients generated by the Euclidean algorithm compose a continued fraction.


          If a and b are not both zero, the greatest common divisor of a and b can be computed by using least common multiple (lcm) of a and b:


          
            	[image: \operatorname{gcd}(a,b)=\frac{a\cdot b}{\operatorname{lcm}(a,b)}.]

          


          


          Properties


          
            	Every common divisor of a and b is a divisor of gcd(a,b).

          


          
            	gcd(a,b), where a and b are not both zero, may be defined alternatively and equivalently as the smallest positive integer d which can be written in the form d=ap+bq where p and q are integers. This expression is called Bzout's identity. Numbers p and q like this can be computed with the extended Euclidean algorithm.

          


          
            	gcd(a,0) = |a|, for a  0, since any number is a divisor of 0, and the greatest divisor of a is |a|. This is usually used as the base case in the Euclidean algorithm.

          


          
            	If a divides the product bc, and gcd(a,b)=d, then a/d divides c.

          


          
            	If m is a non-negative integer, then gcd(ma,mb)=mgcd(a,b).

          


          
            	If m is any integer, then gcd(a+mb,b)=gcd(a,b). If m is a nonzero common divisor of a and b, then gcd(a/m,b/m)=gcd(a,b)/m.

          


          
            	The gcd is a multiplicative function in the following sense: if a1 and a2 are relatively prime, then gcd(a1a2,b) = gcd(a1,b)gcd(a2,b).

          


          
            	The gcd is a commutative function: gcd(a, b) = gcd(b, a).

          


          
            	The gcd is an associative function: gcd(a, gcd(b, c)) = gcd(gcd(a, b), c).

          


          
            	The gcd of three numbers can be computed as gcd(a,b,c) = gcd(gcd(a,b),c), or in some different way by applying commutativity and associativity. This can be extended to any number of numbers.

          


          
            	gcd(a,b) is closely related to the least common multiple lcm(a,b): we have

          


          
            	
              
                	gcd(a,b)lcm(a,b)=ab.

              

            


            	
              This formula is often used to compute least common multiples: one first computes the gcd with Euclid's algorithm and then divides the product of the given numbers by their gcd. The following versions of distributivity hold true:

              
                	gcd(a,lcm(b,c))=lcm(gcd(a,b),gcd(a,c))


                	lcm(a,gcd(b,c))=gcd(lcm(a,b),lcm(a,c)).

              

            

          


          
            	It is useful to define gcd(0,0)=0 and lcm(0,0)=0 because then the natural numbers become a complete distributive lattice with gcd as meet and lcm as join operation. This extension of the definition is also compatible with the generalization for commutative rings given below.

          


          
            	In a Cartesian coordinate system, gcd(a,b) can be interpreted as the number of points with integral coordinates on the straight line joining the points (0,0) and (a,b), excluding (0,0).

          


          


          Probabilities and expected value


          The probability that two randomly chosen (unlimited) integers A and B have a given greatest common divisor d is [image: 6\over {\pi^2 d^2}]. This follows from the characterization of gcd(A,B) as the integer d such that d | A,B and A / d and B / d are coprime. The probability of two integers sharing a factor d is d  2. The probability that two integers are coprime is 1 / (2) = 6 / 2. (See coprime for a derivation.)


          Using this information, the expected value of the greatest common divisor function can be computed. This is


          
            	[image: \mathrm{E}( \mathrm{2} ) = \sum_{d=1}^{\infty} d \frac{6}{\pi^2 d^2} = \frac{6}{\pi^2} \sum_{d=1}^{\infty} \frac{1}{d}.]

          


          This last summation is the Harmonic series, which diverges. Hence the expected value of the greatest common divisor of two variables is not well-defined. This is not the case in general, however. For the greatest common divisor of [image: k \ge 3] variables, the expected value is well-defined, and by the above argument, it is


          
            	[image:  \mathrm{E}(k) = \sum_{d=1}^{\infty} d^{1-k} \zeta(k)^{-1} = \frac{\zeta(k-1)}{\zeta(k)}. ]

          


          where (k) is the Riemann zeta function.


          For k = 3, this is approximately equal to 1.3684. For k = 4, it is approximately 1.1106.


          if all integers x are limited as [image: m \ge x \ge 1] then the results can be extended to


          
            	[image:  \mathrm{E}(k,m) = \frac{\sum_{d=1}^{m} d^{1-k}}{\sum_{t=1}^{m} t^{-k}} = \frac{\zeta(k-1)-\zeta(k-1,m+1)}{\zeta(k)-\zeta(k,m+1)}. ]

          


          where (k,m) is the Hurwitz zeta function.


          if different m's are known for different x then the lowest m is taken.


          


          The gcd in commutative rings


          The greatest common divisor can more generally be defined for elements of an arbitrary commutative ring.


          If R is a commutative ring, and a and b are in R, then an element d of R is called a common divisor of a and b if it divides both a and b (that is, if there are elements x and y in R such that dx=a and dy=b). If d is a common divisor of a and b, and every common divisor of a and b divides d, then d is called a greatest common divisor of a and b.


          Note that with this definition, two elements a and b may very well have several greatest common divisors, or none at all. But if R is an integral domain then any two gcd's of a and b must be associate elements. Also, if R is a unique factorization domain, then any two elements have a gcd. If R is a Euclidean domain then a form of the Euclidean algorithm can be used to compute greatest common divisors.


          The following is an example of an integral domain with two elements that do not have a gcd:


          
            	[image: R = \mathbb{Z}\left[\sqrt{-3}\right],\quad a = 4 = 2\cdot 2 = \left(1+\sqrt{-3}\right)\left(1-\sqrt{-3}\right),\quad b = \left(1+\sqrt{-3}\right)\cdot 2.]

          


          The elements [image: 1+\sqrt{-3}] and 2 are two "maximal common divisors" (i.e. any common divisor which is a multiple of 2 is associated to 2, the same holds for [image: 1+\sqrt{-3}]), but they are not associated, so there is no greatest common divisor of a and b.


          Corresponding to the Bezout property we may, in any commutative ring, consider the collection of elements of the form pa + qb, where p and q range over the ring. This is the ideal generated by a and b, and is denoted simply (a,b). In a ring all of whose ideals are principal (a principal ideal domain or PID), this ideal will be identical with the set of multiples of some ring element d; then this d is a greatest common divisor of a and b. But the ideal (a,b) can be useful even when there is no greatest common divisor of a and b. (Indeed, Ernst Kummer used this ideal as a replacement for a gcd in his treatment of Fermat's last theorem, although he envisioned it as the set of multiples of some hypothetical, or ideal, ring element d, whence the ring-theoretic term.)
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        Great hammerhead


        
          

          
            
              	Great hammerhead
            


            
              	
                [image: ]


                

              
            


            
              	Conservation status
            


            
              	
                
                  [image: ]

                  Endangered( IUCN 2.3)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Chondrichthyes

                  


                  
                    	Subclass:

                    	Elasmobranchii

                  


                  
                    	Order:

                    	Carcharhiniformes

                  


                  
                    	Family:

                    	Sphyrnidae

                  


                  
                    	Genus:

                    	Sphyrna

                  


                  
                    	Species:

                    	S. mokarran

                  

                

              
            


            
              	Binomial name
            


            
              	Sphyrna mokarran

              ( Rppell, 1837)
            

          


          

          The great hammerhead, Sphyrna mokarran, is the largest species of hammerhead shark. It is found worldwide in coastal areas and above continental shelves in warm and tropical waters to depths of 80 m (260 ft).


          


          Anatomy and appearance


          It is easy to confuse the great hammerhead with the smooth hammerhead, Sphyrna zygaena, since both are very large hammerhead sharks.


          The great hammerhead has a thick head in which the eyes are located at the margins. It has a dark brown to light grey dorsal surface: this colour can be olive as it fades into the underside of the sharks which is a lighter off-white colour.


          The average great hammerhead shark is up to 11.5 feet (3.5 m) long. The largest reported was 20 feet (6 m) long and of unknown weight. These large sharks average about 500 pounds (230 kg) but can weigh as much as 1,000 pounds (450 kg). The heaviest ever caught weighed 580 kg (1,280 lb) but was only 4.4 m (14.5 ft) long, caught in Boca Grande, Florida. However, this was a pregnant specimen, bearing 55 near- natal pups, which have obviously added to the weight.


          Expected life span of this species is approximately 20 to 30 years of age.


          


          Diet


          Great hammerheads eat small sharks, rays and sting rays, squid and bony fish. The great hammerhead has a defense against the venom of sting rays, which seem to be a particular favorite in their diet. They will kill stingrays by using their hammer shaped head to pin them down while they bite the wings off the ray. They often skim the bottoms of oceans and stir up the sand with their heads, mouths open, to consume their prey. They also hunt alone.


          


          Behaviour


          When encountered by divers, the great hammerhead is usually quite shy and normally not aggressive. The International Shark Attack File classifies the great hammerhead as one of the least dangerous sharks with only one reputed attack, but an unspecified hammerhead which might include the great hammerhead is on tenth place, so this shark is to be considered dangerous but not extremely aggressive.


          


          Reproduction


          Great hammerheads are viviparous. They give birth to a litter of between 6 and 55 young, typically 20 to 40. The gestation period is 11 months. Size at birth is about 60 to 70 cm. Females mature at about 2.1 to 2.5 m and males at about 2.25 to 2.7 m.
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        Great Lakes


        
          

          
            [image: A satellite image of the Great Lakes.]

            
              A satellite image of the Great Lakes.
            

          


          
            [image: A map showing the Great Lakes.]

            
              A map showing the Great Lakes.
            

          


          The Laurentian Great Lakes are a chain of freshwater lakes located in eastern North America, on the Canada-United States border. Consisting of Lakes Superior, Michigan, Huron, Erie, and Ontario, they form the largest group of freshwater lakes on Earth. They are sometimes referred to as inland seas or Canada and the United States' Third Coast.


          


          Geography


          The Great Lakes region contains not only the five main lakes themselves, but also numerous minor lakes and rivers, as well as approximately 35,000 islands.


          


          Great Lakes


          
            
              	Lake

              	Lake Erie

              	Lake Huron

              	Lake Michigan

              	Lake Ontario

              	Lake Superior
            


            
              	Surface area

              	9,940sqmi (25,700km)

              	23,010sqmi (59,600km)

              	22,400sqmi (58,000km)

              	7,540sqmi (19,500km)

              	31,820sqmi (82,400km)
            


            
              	Water volume

              	116cumi (480km)

              	849cumi (3,540km)

              	1,180cumi (4,900km)

              	393cumi (1,640km)

              	2,900cumi (12,000km)
            


            
              	Elevation

              	571ft (174m)

              	577ft (176m)

              	577ft (176m)

              	246ft (75m)

              	609ft (186m)
            


            
              	Average depth

              	62ft (19m)

              	195ft (59m)

              	279ft (85m)

              	283ft (86m)

              	483ft (147m)
            


            
              	Maximum depth

              	210ft (64m)

              	770ft (230m)

              	923ft (281m)

              	808ft (246m)

              	1,332ft (406m)
            


            
              	Major settlements

              	Buffalo, NY

              Cleveland, OH

              Erie, PA

              Toledo, OH

              	Sarnia, ON

              Port Huron, MI

              Bay City, MI

              	Chicago, IL

              Gary, IN

              Green Bay, WI

              Milwaukee, WI

              	Hamilton, ON

              Kingston, ON

              Oshawa, ON

              Rochester, NY

              Toronto, ON

              Mississauga, ON

              	Duluth, MN

              Sault Ste. Marie, ON

              Thunder Bay, ON

              Marquette, MI
            

          


          
            
              Relative elevations, average depths, maximum depths, and volumes of the Great Lakes.
            

            
              	
                
                  [image: ]

              
            


            
              	Notes:

              	The area of each rectangle is proportionate to the volume of each lake. All measurements at Low Water Datum.
            


            
              	Source:

              	EPA
            

          


          


          Lake Michigan-Huron


          Lakes Michigan and Huron are hydrologically a single lake, sometimes called Lake Michigan-Huron; they have the same surface elevation of 577feet (176m), and are not connected by a river but by the 295-foot (90m) deep Straits of Mackinac.


          


          Rivers


          
            [image: Sarnia, ON, the largest city on Lake Huron, and the St. Clair River shoreline. The smokestacks of Chemical Valley along the river are visible in the background.]

            
              Sarnia, ON, the largest city on Lake Huron, and the St. Clair River shoreline. The smokestacks of Chemical Valley along the river are visible in the background.
            

          


          
            	The St. Marys River connects Lake Superior to Lake Huron.


            	The St. Clair River connects Lake Huron to Lake St. Clair


            	The Detroit River connects Lake St. Clair to Lake Erie.


            	The Niagara River, including Niagara Falls, connects Lake Erie to Lake Ontario.


            	The St. Lawrence River connects Lake Ontario to the Atlantic Ocean

          


          


          Other bodies of water


          
            	Georgian Bay is a large bay located within Lake Huron, separated by the Bruce Peninsula and Manitoulin Island. It contains the majority of the islands of the Great Lakes, with a count of approximately 30,000.


            	The Straits of Mackinac connects Lake Michigan to Lake Huron.


            	The Welland Canal connects Lake Erie to Lake Ontario, bypassing the Niagara River which cannot be fully navigated due to the presence of Niagara Falls.


            	Lake St. Clair is the smallest lake in the Great Lake system but due to its relatively small size (compared to the five "Great Lakes"), it's rarely, if ever, considered a Great Lake.

          


          
            [image: The shoreline of a beach in the Apostle Islands, Lake Superior]

            
              The shoreline of a beach in the Apostle Islands, Lake Superior
            

          


          


          Islands


          Dispersed throughout the Great Lakes are approximately 35,000 islands. The largest among them is Manitoulin Island in Lake Huron, the largest island in any inland body of water and home to the world's largest lake within a lake, Lake Manitou. The second-largest island is Isle Royale in Lake Superior. Both of these islands are large enough to contain multiple lakes themselves.


          


          Connection to ocean and open water


          The Saint Lawrence Seaway and Great Lakes Waterway opened the Great Lakes to ocean-going vessels. The move to wider ocean-going container ships  which do not fit through the locks on these routes  has limited shipping on the lakes. Despite their vast size, large sections of the Great Lakes freeze over in winter, interrupting most shipping. Some icebreakers ply the lakes.


          The Great Lakes are also connected to the Gulf of Mexico by way of the Illinois River (from Chicago), to the Mississippi, to the Gulf. An alternate track is via the Illinois River (from Chicago), to the Mississippi, to the Ohio, up the Ohio, and then through the Tennessee-Tombigbee Waterway (combination of a series of rivers and lakes and canals), to Mobile Bay and the Gulf. Commercial tug-and-barge traffic on these waterways is heavy.


          Pleasure boats can also enter or exit the Great Lakes by way of the Erie Canal and Hudson River in New York. The Erie Canal connects to the Great Lakes at the east end of Lake Erie (at Buffalo, NY) and at the south side of Lake Ontario (at Oswego, NY).


          


          Boundaries


          The lakes are bounded by the Canadian province of Ontario and the U.S. states of Minnesota, Wisconsin, Michigan, Illinois, Indiana, Ohio, Pennsylvania, and New York; however, not all of the lakes border on all of these regions. Four of the five lakes form part of the Canada-United States border; the fifth, Lake Michigan, is contained entirely within the United States. The Saint Lawrence River, which marks the same international border for a portion of its course, is the primary outlet of these interconnected lakes, and flows through Quebec and past the Gasp Peninsula to the northern Atlantic Ocean.


          


          Statistics


          The Great Lakes contain roughly 22% of the worlds fresh surface water: 5,472cubic miles (22,810km), or 6.01015 U.S.gallons (2.31016 liters). This is enough water to cover the 48 contiguous U.S. states to a uniform depth of 9.5feet (2.9m).


          The combined surface area of the lakes is approximately 94,250square miles (244,100km)nearly the same size as the United Kingdom, and larger than the U.S. states of New York, New Jersey, Connecticut, Rhode Island, Massachusetts, Vermont and New Hampshire combined.


          The Great Lakes coast measures approximately 10,500miles (16,900km); however, the length of a coastline is impossible to measure exactly and is not a well-defined measure (see Coastline paradox).


          


          Geological history


          
            [image: A diagram of the formation of the Great Lakes.]

            
              A diagram of the formation of the Great Lakes.
            

          


          The foundation of the Great Lakes was laid approximately two billion years ago, when two tectonic plates fused and created the Midcontinent Rift, forming a valley that was the basis of Lake Superior. When a second fault line, the Saint Lawrence rift, formed approximately 570 million years ago, the basis for Lakes Ontario and Erie was created, along with what would become the St. Lawrence River.


          The Great Lakes were formed at the end of the last ice age about 10,000 years ago, when the Laurentide ice sheet receded. When this happened, the glaciers left behind a large amount of meltwater (see Lake Agassiz) which filled up the basins that the glaciers had carved, thus creating the Great Lakes as we know them today. Because of the uneven nature of glacier erosion, some higher hills became Great Lakes islands. The Niagara Escarpment follows the contour of the Great Lakes between New York and Wisconsin.


          


          Climate


          


          Lake effect


          The effect of Great Lakes on weather in the region is called the lake effect. In winter, the moisture picked up by the prevailing winds from the west can produce very heavy snowfall, especially along lakeshores to the east such as Michigan, Ohio, Pennsylvania, Ontario, and New York. The lakes also moderate seasonal temperatures somewhat, by absorbing heat and cooling the air in summer, then slowly radiating that heat in autumn. This temperature buffering produces areas known as "fruit belts", where fruit typically grown farther south can be produced. Western Michigan has apple and cherry orchards, and vineyards adjacent to the lakeshore as far north as the Grand Traverse Bay. The eastern shore of Lake Michigan and the southern shore of Lake Erie have many wineries as a result of this, as does the Niagara Peninsula between Lake Erie and Lake Ontario. A similar phenomenon occurs in the Finger Lakes region of New York as well as Prince Edward county on the northeast shore of Lake Ontario. Related to lake effect, is the occurrence of fog over medium-sized areas, particularly along the shorelines of the lakes. This is most noticeable along Lake Superior's shores, due to its maritime climate.


          The Great Lakes have been observed to help strengthen storms, such as Hurricane Hazel in 1954, and a frontal system in 2007 that spawned a few tornadoes in Michigan and Ontario, picking up warmth from the lakes to fuel them. Also observed in 1996, was a rare subtropical cyclone forming in Lake Huron, dubbed the 1996 Lake Huron cyclone.


          


          Economy


          The lakes are extensively used for transport, though cargo traffic has decreased considerably in recent years. The Great Lakes Waterway makes each of the lakes accessible.


          


          Historical economy


          During settlement, the Great Lakes and its rivers were the only practical means of moving people and freight. Barges from middle North America were able to reach the Atlantic Ocean from the Great Lakes when the Erie Canal opened in 1825. By 1848, with the opening of the Illinois and Michigan Canal at Chicago, direct access to the Mississippi River was possible from the lakes. With these two canals an all-inland water route was provided between New York City and New Orleans.


          The main business of many of the passenger lines in the 1800s was transporting immigrants. Many of the larger cities owe their existence to their position on the lakes as a freight destination as well as for being a magnet for immigrants. After railroads and surface roads developed, the freight and passenger businesses dwindled and except for ferries and a few foreign cruise ships, now has vanished.


          The immigration routes still have an effect today. Immigrants often formed their own communities and some areas have a pronounced ethnicity, such as Dutch, German, Polish, Finnish, and many others. Since many immigrants settled for a time in New England before moving westward, many areas on the U.S. side of the Great Lakes also have a New England feel, especially in home styles and accent.


          Since general freight these days is transported by railroads and trucks, domestic ships mostly move bulk cargoes, such as iron ore, coal and limestone for the steel industry. The domestic bulk freight developed because of the nearby mines. It was more economical to transport the ingredients for steel to centralized plants rather than try to make steel on the spot. Ingredients for steel, however, are not the only bulk shipments made. Grain exports are also a major cargo on the lakes.


          In the 19th and early 20th centuries, iron and other ores such as copper were shipped south on (downbound ships), and supplies, food, and coal were shipped north (upbound). Because of the location of the coal fields in Pennsylvania and West Virginia, and the general northeast track of the Appalachian Mountains, railroads naturally developed shipping routes that went due north to ports such as Erie, Pennsylvania and Ashtabula, Ohio.


          Because the lake maritime community largely developed independently, it has its own language. Ships, no matter the size, are called boats. When the sailing ships gave way to steamships, they were called steamboatsthe same term used on the Mississippi. The ships also have a distinctive design. Ships that primarily trade on the lakes are known as lakers. Foreign boats are known as salties.


          One of the more common sights on the lakes is the 1,000‑by‑105foot (305-by-32m), 78,850-long-ton (80,120-metric-ton) self-unloader. This is a laker with a conveyor belt system that can unload itself by swinging a crane over the side. Today, the Great Lakes fleet is much smaller in numbers than it once was because of the increased use of overland freight, and a few larger ships replacing many small ones.
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              A woodcut of Le Griffon
            

          


          


          Modern economy


          The Great Lakes are used as a major mode of transport for bulk goods. The brigantine Le Griffon (The Griffon), which was commissioned by Ren Robert Cavelier, Sieur de La Salle, was built at Cayuga Creek, near the southern end of the Niagara River, to become the first sailing ship to travel the upper Great Lakes on August 7, 1679.


          In 2002, 162 million net tons of dry bulk cargo were moved on the Lakes. This was, in order of volume: iron ore, grain, and potash. The iron ore and much of the stone and coal are used in the steel industry. There is also some shipping of liquid and containerized cargo but most container ships cannot pass the locks on the Saint Lawrence Seaway because they are too wide. The total amount of shipping on the lakes has been on a downward trend for several years.


          Recreational boating and tourism are major industries on the Great Lakes. A few small cruise ships operate on the Great Lakes including a couple of sailing ships. Sport fishing, commercial fishing, and Native American fishing represent a US$4 billion a year industry with salmon, whitefish, smelt, lake trout, and walleye being major catches.


          The Great Lakes are used to supply drinking water to tens of millions of people in bordering areas. This valuable resource is collectively administered by the state and provincial governments adjacent to the lakes.


          


          Great Lakes Passenger Steamers


          From 1844 through 1857, palace steamers carried passengers and cargo around the Great Lakes. Throughout the 20th century, large luxurious passenger steamers sailed from Chicago all the way to Detroit and Cleveland. These were primarily operated by the Detroit & Cleveland Navigation Company. Several ferries currently operate on the Great Lakes to carry passengers to various islands, including Isle Royale, Pelee Island, Mackinac Island, Beaver Island, both Bois Blanc Islands, Kelleys Island, South Bass Island, North Manitou Island, South Manitou Island, Harsens Island, Manitoulin Island, and the Toronto Islands. As of 2007, two car ferry services cross the Great Lakes, both on Lake Michigan: a steamer from Ludington, Michigan to Manitowoc, Wisconsin and a high speed catamaran from Milwaukee to Muskegon, Michigan. An international ferry across Lake Ontario from Rochester, New York to Toronto ran during 2004 and 2005, but is no longer in operation.


          


          Shipwrecks


          The large size of the Great Lakes increases the risk of water travel; storms and reefs are a common threat. The lakes are prone to sudden and severe storms, particularly in the autumn, from late October until early December. The greatest concentration of shipwrecks lies near Thunder Bay, beneath Lake Huron, near the point where eastbound and westbound shipping lanes converge.


          Two notable ships that have sunk on the Great Lakes are the SS Edmund Fitzgerald and Le Griffon. The SS Edmund Fitzgerald, which sank November 10, 1975, was the last major freighter lost on the lakes, sinking just over 30miles (50km) offshore from Whitefish Point in Lake Superior.


          In August 2007, the Great Lakes Shipwreck Historical Society announced that it had found the wreckage of Cyprus, a 420-foot (130m) long, century-old ore carrier. Cyprus sank during a Lake Superior storm on October 11, 1907, during its second voyage while hauling iron ore from Superior, Wisconsin, to Buffalo, New York. The entire crew of 23 drowned, except one, a man named Charles Pitz, who floated on a life raft for almost seven hours.


          In June 2008 deep sea divers found the wreck of the 1780 Royal Navy warship, HMS Ontario in Lake Ontario and has been described as an archaeological miracle. There are no plans to raise her as it is being treated as a war grave.


          


          Political issues


          


          Great Lakes water use and diversions


          The International Joint Commission was established in 1909 to help prevent and resolve disputes relating to the use and quality of boundary waters, and to advise Canada and the United States on questions related to water resources. Concerns over diversion of Lake water are of concern to both Americans and Canadians. Some water is diverted through the Chicago River to operate the Illinois Waterway but the flow is limited by treaty. Possible schemes for bottled water plants and diversion to dry regions of the continent raise concerns. Under the U.S. "Water Resources Development Act" , diversion of water from the Great Lakes Basin requires the approval of all eight Great Lakes governors, which rarely occurs. International treaties regulate large diversions. In 1998, the Canadian company Nova Group won approval from the Province of Ontario to withdraw 158,000,000USgallons (600,000m) of Lake Superior water annually to ship by tanker to Asian countries. Public outcry forced the company to abandon the plan before it began. Since that time, the eight Great Lakes Governors and the Premiers of Ontario and Quebec have negotiated the Great Lakes-St. Lawrence River Basin Sustainable Water Resources Agreement and the Great Lakes-St. Lawrence River Basin Water Resources Compact that would prevent most future diversion proposals and all long-distance ones. The agreements also strengthen protection against abusive water withdrawal practices within the Great Lakes basin. On December 13, 2005, the Governors and Premiers signed these two agreements, the first of which is between all ten jurisdictions. It is somewhat more detailed and protective, but cannot be enforced in court because enforcement arrangements can be made only between the federal governments. The second, The Great Lakes Compact, has been approved by the state legislatures of all eight states that border the Great Lakes and was submitted for approval to the U.S. Congress on July 23, 2008; this legislation could be enforced in U.S. federal court.


          


          Coast Guard live fire exercises


          In 2006, the United States Coast Guard (USCG) proposed a plan to designate 34 areas in the Great Lakes, at least five miles (8km) offshore, as permanent safety zones for live fire machine gun practice. In August, 2006 the plan was published in the Federal Register. The USCG reserved the right to hold target practice whenever the weather allowed with a two hour notice. These firing ranges would be open to the public when not in use. In response to requests from the public, the Coast Guard held a series of public meetings in nine U.S. cities to solicit comment. During these meetings many people voiced concerns about the plan and its impact on the environment.


          A preliminary health risk assessment stated that the proposed training will result in no elevated risks for a freshwater system such as the Great Lakes using realistic worst case assumptions, and further investigation is not recommended  if typical rather than worst case assumptions were used, the predicted risk would be even less. However, the assessment was based on lead levels after five years, and so one could infer that lead levels could meet or exceed EPA safe levels for lead after fifteen years. The Coast Guard established an information page about their proposal at http://www.uscgd9safetyzones.com


          On December 18, 2006, the Coast Guard announced its decision to withdraw the entire proposal. Officials said they would look into alternative ammunition, modifying the proposed zones and have more public dialogue before proposing a new plan.


          


          Great Lakes Collaboration Implementation Act


          During the 109th United States Congress in 2006, the Great Lakes Collaboration Implementation Act (Bill HR5100) was introduced to enact the recommendations of the Great Lakes Regional Collaboration, an effort established in 2004 to produce a strategy for restoring and maintaining the Great Lakes. The bill was introduced by U.S. senators Mike DeWine and Carl Levin, along with representatives Vern Ehlers and Rahm Emanuel.


          The bill states that "the Great Lakes are on the brink of an ecologic catastrophe" and that "if the pattern of deterioration is not reversed immediately, the damage could be irreparable". It cites the closing of over 1,800 beaches in 2003, the 6,300-square-mile (16,300km) dead zone in Lake Erie, and the US$500 million damage each year due to the zebra mussel as evidences that "a comprehensive restoration of the system is needed to prevent the Great Lakes from collapsing".


          A press release states that the bill aims to stop the introduction and spreading of invasive species, prevent the Asian carp from invading the Great Lakes, phase out mercury, restore animal habitats, and prevent sewage contamination.


          A coalition called Healthy Lakes, Healthy Lives was formed by several environmental groups and foundations in 2005 to educate and assist citizens in advocating for the cleanup of the Great Lakes.


          


          Additions to the five Great Lakes


          Lake Champlain, a lake on the border between upstate New York and northwestern Vermont that is part of the Saint Lawrence-Great Lakes Watershed, briefly became labeled by the U.S. government as the sixth "Great Lake of the United States" on March 6, 1998, when President Clinton signed Senate Bill 927. This bill, which reauthorized the National Sea Grant Program, contained a line penned by Senator Patrick Leahy (D-VT) declaring Lake Champlain to be a Great Lake. Not coincidentally, this status allows neighboring states to apply for additional federal research and education funds allocated to these national resources. The claim was viewed with some amusement by other countries, particularly in the Canadian media, and the lake is small compared to other Canadian lakes (such as Great Bear Lake which has over 27 times more surface area). Following a small uproar (and several New York Times and Time Magazine articles), the Great Lake status was rescinded on March 24, 1998 (although Vermont universities continue to receive funds to monitor and study the lake).


          Similarly, there has been interest in making Lake St. Clair a Great Lake. In October 2002, backers planned to present such a proposal at the Great Lakes Commission annual meeting, but ultimately withheld it as it appeared to them to have too little support.


          


          Ecology


          


          Ecological challenges


          Before the arrival of Europeans, the Great Lakes provided fish to the indigenous groups who lived near them. Early European settlers were astounded by both the variety and quantity of fishes; there were 150 different species in the Great Lakes. Historically, fish populations were the early indicator of the condition of the Lakes, and have remained one of the key indicators even in the current era of sophisticated analyses and measuring instruments. According to the bi-national (U.S. and Canadian) resource book, The Great Lakes: An Environmental Atlas and Resource Book, "the largest Great Lakes fish harvests were recorded in 1889 and 1899 at some 67,000 tonnes [147 million pounds]," though the beginning of environmental impacts on the fish can be traced back nearly a century prior to those years.


          By 1801, the New York Legislature found it necessary to pass regulations curtailing obstructions to the natural migrations of Atlantic salmon from Lake Erie into their spawning channels. In the early nineteenth century, Upper Canadas government found it necessary to introduce similar legislation prohibiting the use of weirs and nets at the mouths of Lake Ontarios tributaries. Other protective legislation was passed as well, but enforcement remained difficult and often quite spotty.


          On both sides of the CanadaUnited States border, the proliferation of dams and impoundments multiplied, necessitating more regulatory efforts. The decline in fish populations was unmistakable by the middle of the nineteenth century, as the obstructions in the rivers prevented salmon and sturgeon from reaching their spawning grounds. The decline in salmon was recognized by Canadian officials and reported as virtually a complete absence by the end of the 1860s. The Wisconsin Fisheries Commission noted a reduction of roughly 25 percent in general fish harvests by 1875. Many Michigan rivers sport multiple dams that range from mere relics to those with serious loss of life potential. The state's dam removal budget has been frozen in recent years; in the 1990s, the state was removing 1 dam per year.


          Overfishing was cited as responsible for the decline of the population of various whitefish, important because of their culinary desirability and, hence, economic consequence. Moreover, between 1879 and 1899, reported whitefish harvests declined from some 24.3 million pounds (11 millionkg) to just over 9 million pounds (4 millionkg). Recorded sturgeon catches fell from 7.8 million pounds (1.5 millionkg) in 1879 to 1.7 million pounds (770,000kg) in 1899. The population of giant freshwater mussels was eliminated as the mussels were harvested for use as buttons by early Great Lakes entrepreneurs.


          There were, however, other factors in the population declines besides overfishing and the problems posed by water obstructions. Logging in the Great Lakes region removed tree cover near stream channels which provide spawning grounds, and this affected necessary shade and temperature-moderating conditions. Removal of tree cover also destabilized soil, allowing soil to be carried in greater quantity into the streambeds, and even brought about more frequent flooding. Running cut logs down the Lakes tributary rivers also stirred bottom sediments. In 1884, the New York Fish Commission determined that the dumping of sawmill waste (chips and sawdust) was impacting fish populations.


          The Great Lakes are international, and in situations that require regulation, a lack of cooperation between the U.S. and Canada might be predicted to have disastrous consequences. In the development of ecological problems in the Great Lakes, it was the influx of parasitic lamprey populations after the development of the Erie Canal and the much later Welland Canal that led to the two federal governments attempting to work together  which proved a very complicated and troubled road.


          Nevertheless, despite the ever more sophisticated efforts to eliminate or minimize the lamprey, by the mid 1950s the lake trout populations of Lakes Michigan and Huron were reduced by about 99%, with the lamprey deemed largely to blame. This led to the launch of the bi-national Great Lakes Fishery Commission.


          Other ecological problems in the Lakes and their surroundings have stemmed from urban sprawl, sewage disposal, and toxic industrial effluent. These, of course, also affect aquatic food chains and fish populations. Some of these glaring problem areas are what attracted the high-level publicity of Great Lakes ecological troubles in the 1960s and 1970s. Evidence of chemical pollution in the Lakes and their tributaries now stretches back for decades. In the late 1960s, the recurrent phenomenon of the surface of river stretches (see Ohios Cuyahoga River) catching fire from a combination of oil, chemicals, and combustible materials floating on the waters surface, came to the attention of a public growing more environmentally aware. Another aspect that caught popular attention was the toxic blobs (expanses of lake bed covered by various combinations of such substances as solvents, wood preservatives, coal tar, and metals) found in Lake Superior, the St. Clair River, and other portions of the Great Lakes region.


          According to the authoritative bi-national source The Great Lakes: An Environmental Atlas and Resource Book, "only pockets remain of the once large commercial fishery."


          The annual Great Lakes Bioneers Conference held in Traverse City, Michigan addresses many of these problems with local speakers, workshops and tools. The conference is a satellite conference of the Bioneers Conference in San Rafael, California. The Traverse City site focuses on durable ecological and socially just solutions to a diverse set of issues in the Great Lakes bioregion.


          


          Invasive species


          The Great Lakes have suffered from the introduction of many non-native and invasive species. Since the 1800s, more than 160 species have invaded the Great Lakes ecosystem from around the world, causing severe economic and ecological impacts. According to the Inland Seas Education Association, on average a new invasive species enters the Great Lakes every eight months.
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              A zebra mussel-encrusted Vector Averaging Current Meter from Lake Michigan.
            

          


          One such infestation in the Great Lakes was the introduction of the zebra mussel, which was first discovered in 1988. The mollusk is an efficient feeder, competing with native mussels. It also reduces available food and spawning grounds for fishes. The zebra mussel also hurts utility and manufacturing industries by clogging or blocking pipes. The U.S. Fish and Wildlife Service estimates that the economic impact of the zebra mussel will be about $5 billion over the next decade.


          Approximately 10 percent of nonindigenous aquatic species introduced into the Great Lakes have had significant impacts, both economic and ecological. The remaining 90 percent have potentially harmful impacts but are insufficiently researched and understood. Besides the zebra mussel, several other species have been particularly harmful. The invasion of the sea lamprey, a parasite that attaches to large fishes with a sucker mouth armed with teeth that consume flesh and fluid from its prey, has resulted in substantial economic losses to recreational and commercial fisheries. Protection of the Great Lakes fishery (both native and nonindigenous species) from sea lamprey predation has required annual expenditures of millions of dollars to finance chemical control programs.


          Alewife, introduced through the canal systems built in the Great Lakes, littered beaches each spring and altered food webs, causing increased water turbidity. These impacts subsided with the intentional introduction of salmonids that were stocked as predators to keep alewife populations under control. The ruffe, a small percid fish, became the most abundant fish species in Lake Superior's St. Louis River within five years of its detection in 1986. Its range, which has expanded to Lake Huron, poses a significant threat to the lower lake fishery. Five years after first being observed in the St. Clair River, the round goby can now be found in all of the Great Lakes. The goby is considered undesirable for several reasons: It preys upon bottom-feeding fishes, overruns optimal habitat, spawns multiple times a season, and can survive poor water quality conditions.


          Several species of water fleas have accidentally been introduced into the Great lakes such as Bythotrephes cederstroemi and the Fishhook waterflea potentially having an effect on the zooplankton population. Several species of crayfish have also been introduced that may contend with native crayfish populations


          An electric fence has been set up across the mouth of the Great Lakes across the Chicago Sanitary and Ship Canal in order to keep several species of invasive Asian carps out of the area. These fast-growing planktivorous fishes are thought to have the potential to cause substantial ecological damage to the Great Lakes, through changes in the food chain and water quality.


          Even more rare, there have been reports of bull sharks that have apparently made their way up the Illinois River and into Lake Michigan such as the encounter off the coast of Chicago, Illinois.
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        Great Lakes Storm of 1913
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          The Great Lakes Storm of 1913, historically referred to as the "Big Blow", the "Freshwater Fury" or the "White Hurricane", was a blizzard with hurricane-force winds that devastated the Great Lakes Basin in the Midwestern United States and the Canadian province of Ontario from November 7 through November 10, 1913. The storm was most powerful on November 9, battering and overturning ships on four of the five Great Lakes, particularly Lake Huron. Deceptive lulls in the storm and the slow pace of weather reports contributed to the storm's destructiveness.


          The deadliest and most destructive natural disaster ever to hit the lakes, the Great Lakes Storm killed more than 250 people, destroyed 19 ships and stranded 19 other ships. The financial loss in vessels alone was nearly US$5 million, or about $100 million at current value. This included about $1 million at current value in lost cargo totalling about 68,300 tons, such as coal, iron ore, and grain.


          The storm originated as the convergence of two major storm fronts, fueled by the lakes' relatively warm watersa seasonal process called a "November gale". It produced 90mph (145km/h) winds, waves over 35feet (11m) high, and whiteout snowsqualls. Analysis of the storm and its impact on humans, engineering structures and the landscape led to better forecasting and faster responses to storm warnings, stronger and more construction (especially of marine vessels), and improved preparedness.


          


          Background
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          During autumn, cold, dry air moving south from northern Canada converges with warm, moist air moving north from the Gulf of Mexico, forming large storm systems in the middle of the continent. Several of these systems move along preferred paths toward the Great Lakes. When the cold air from these storms moves over the lakes, it is warmed by the waters below. This added heat postpones the Arctic spread in the region, allowing the lakes to remain relatively warm for much longer than otherwise.


          In November, two storm tracks converge over the Great Lakes. One travels southeastward from the province of Alberta; the other brings storms from the lee of the central Rocky Mountains northeast toward the Great Lakes. This convergence is commonly referred to as a "November gale" or " November witch". When a cyclonic system moves over the lakes, its power is intensified by the jet stream above and the warm waters below. This allows the storm to maintain hurricane-force winds up to 100mph (160km/h), produce waves over 50feet (15m) high, and dump several feet of snow or inches of rain. Fuelled by the warm lake water, these powerful storms may remain over the Great Lakes for days. Intense winds then ravage the lakes and surrounding shores, severely eroding the shoreline, and flooding the coasts.


          November gales have been a bane of the Great Lakes, with at least 25 killer storms striking the region since 1847. During the Big Blow of 1905, twenty-seven wooden vessels were lost. During a November gale of 1975, the giant ore bulk carrier SS Edmund Fitzgerald sank suddenly, without a distress signal.


          


          Prelude to the storm


          The storm was first noticed on Thursday, November 6, on the western side of Lake Superior, moving rapidly toward northern Lake Michigan. The weather forecast in The Detroit News called for "moderate to brisk" winds for the Great Lakes, with occasional rains Thursday night or Friday for the upper lakes (except on southern Lake Huron), and fair to unsettled conditions for the lower lakes.


          Around midnight, the steamer Cornell, while 50miles (80km) west of Whitefish Point in Lake Superior, ran into a sudden northerly gale and was badly damaged. This gale lasted until late Monday, November 10, almost forcing Cornell ashore.


          


          Storm


          


          November 7
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              Storm warning with northwesterly winds
            

          


          On Friday, the weather forecast in the Port Huron Times-Herald of Port Huron, Michigan, described the storm as "moderately severe." By then, the storm was centered over the upper Mississippi Valley and had caused moderate to brisk southerly winds with warmer weather over the lakes. The forecast predicted increased winds and falling temperatures over the next 24 hours.


          At 10:00a.m., Coast Guard stations and United States Department of Agriculture (USDA) Weather Bureau offices at Lake Superior ports raised white pennants above square red flags with black centers, indicating a storm warning with northwesterly winds. By late afternoon, the storm signal flags were replaced with a vertical sequence of red, white, and red lanterns, indicating that a hurricane with winds over 74mph (119km/h) was coming. The winds on Lake Superior had already reached 50mph (80km/h), and an accompanying blizzard was moving toward Lake Huron.


          


          November 8


          By Saturday, the storm's status had been upgraded to " severe". The storm was centered over eastern Lake Superior, covering the entire lake basin. The weather forecast of the Port Huron Times-Herald stated that southerly winds had remained "moderate to brisk". Northwesterly winds had reached gale strength on northern Lake Michigan and western Lake Superior, with winds of up to 60mph (97km/h) at Duluth, Minnesota.


          There was a false lull in the storm, called a sucker hole, allowing traffic to begin flowing again, both down the St. Marys River and up Lake Erie, and the Detroit and St. Clair rivers, into Lake Huron. Ignored were the gale wind flags raised at more than a hundred ports. Long ships traveled all that day through the St. Marys River, all night through the Straits of Mackinac, and early Sunday morning up the Detroit and St. Clair rivers.
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              A wave breaking on the shore of Lake Michigan while a man watches from a bridge.
            

          


          


          November 9


          By noon on Sunday, weather conditions on lower Lake Huron were close to normal for a November gale. Barometric pressures in some areas actually began to rise, bringing hope of an end to the storm. The low pressure area that had moved across Lake Superior was moving northeast, away from the lakes.


          The Weather Bureau had issued the first of its twice-daily reports at approximately 8:00a.m.; it did not send another report to Washington, D.C. until 8:00p.m. This proved to be a serious problem: the storm would have the better part of a day to build up hurricane forces before the Bureau headquarters in Washington, D.C., would have detailed information.


          Along southeastern Lake Erie, near the city of Erie, Pennsylvania, a southern low-pressure area was moving toward the lake. This low had formed overnight, so was absent from Friday's weather map. It had been traveling northward and began moving northwestward after passing over Washington, D.C.


          The intense counterclockwise rotation of the low was made apparent by the changing wind directions around its centre. In Buffalo, New York, morning northwest winds had shifted to northeast by noon and were blowing southeast by 5:00p.m., with the fastest gusts, 80mph (130km/h), occurring between 1:00p.m. and 2:00p.m. Just 180miles (290km) to the southwest, in Cleveland, winds remained northwest during the day, shifting to the west by 5:00p.m., and maintaining speeds of more than 50mph (80km/h). The fastest gust in Cleveland, 79mph (127km/h), occurred at 4:40p.m. There was a dramatic drop in barometric pressure at Buffalo, from 29.52 inHg (999.7 hPa) at 8:00a.m. to 28.77inHg (974.3hPa) at 8:00p.m.


          The rotating low continued along its northward path into the evening, bringing its counterclockwise winds in phase with the northwesterly winds already hitting Lakes Superior and Huron. This resulted in an explosive increase in northerly wind speeds and swirling snow. Ships on Lake Huron that were south of Alpena, Michiganespecially around Harbour Beach and Port Huron in Michigan and Goderich and Sarnia in Ontariowere battered with huge waves moving southward toward St. Clair River.


          From 8:00p.m. to midnight, the storm became what modern meteorologists call a " weather bomb". Sustained hurricane-speed winds of more than 70mph (110km/h) ravaged the four western lakes. The worst damage was done on Lake Huron as numerous ships scrambled for shelter along its southern end. Gusts of 90mph (140km/h) were reported off Harbour Beach, Michigan. The lake's shape allowed northerly winds to increase unchecked, because of the lower surface friction of water compared to land, and the wind following the lake's long axis.


          In retrospect, weather forecasters of the time did not have enough data or understanding of atmospheric dynamics to predict or comprehend the events of Sunday, November 9. Frontal mechanisms, referred to then as " squall lines", were not yet understood. Surface observations were collected only twice daily at stations around the country, and by the time these data were collected and hand-drawn maps created, the information lagged actual weather conditions by hours.


          


          November 10 and 11
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              Cleveland streetcar stranded in the snow
            

          


          On Monday morning, the storm had moved northeast of London, Ontario, dragging lake effect blizzards in its wake. An additional 17inches (43cm) of snow were dumped on Cleveland, Ohio that day, filling the streets with snowdrifts 6feet (2m) high. Streetcar operators stayed with their stranded, powerless vehicles for two nights, eating whatever food was provided by local residents. Travelers were forced to take shelter and wait for things to clear.


          By Tuesday, the storm was rapidly moving across eastern Canada. Without the warm lake waters, it lost power quickly. This also meant less snowfall, both because of the fast motion of the storm and the lack of lake effect snow. All shipping was halted on Monday and part of Tuesday along the St. Lawrence River around Montreal, Quebec.


          


          Aftermath
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          Historically, storms of such magnitude and with such high wind velocities have not lasted more than four or five hours. The Great Lakes storm, however, raged for more than 16 hours, with an average speed of 60mph (100km/h), and frequent bursts of more than 70mph (110km/h). It crippled traffic on the lakes and throughout the Great Lakes basin region.


          


          Surrounding shoreline
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              East 105th Street, Cleveland, Ohio, November 11.
            

          


          Along the shoreline, blizzards shut down traffic and communication, causing hundreds of thousands of dollars in damage. A 22-inch (56cm) snowfall in Cleveland, Ohio, put stores out of business for two days. There were four-foot (122cm) snowdrifts around Lake Huron. Power was out for several days across Michigan and Ontario, cutting off telephone and telegraph communications. A recently-completed US$100,000 Chicago breakwater, intended to protect the Lincoln Park basin from storms, was swept away in a few hours. The Milwaukee harbour lost its entire south breakwater and much of the surrounding South Park area that had been recently renovated.


          After the final blizzards hit Cleveland, the city was paralyzed under feet of ice and snow and was without power for days. Telephone poles had been broken, and power cables lay in tangled masses. The November 11 Cleveland Plain Dealer described the aftermath:


          
            	"Cleveland lay in white and mighty solitude, mute and deaf to the outside world, a city of lonesome snowiness, storm-swept from end to end, when the violence of the two-day blizzard lessened late yesterday afternoon."

          


          William H. Alexander, Cleveland's chief weather forecaster, observed:


          
            	"Take it all in allthe depth of the snowfall, the tremendous wind, the amount of damage done and the total unpreparedness of the peopleI think it is safe to say that the present storm is the worst experienced in Cleveland during the whole forty-three years the Weather Bureau has been established in the city."

          


          


          On the lakes
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              The 504-ft (154m) Charles S. Price, upside down on the southern end of Lake Huron.
            

          


          The greatest damage was done on the lakes. Major shipwrecks occurred on all but Lake Ontario, with most happening on southern and western Lake Huron. Lake masters recounted that waves reached at least 35feet (11m) in height. Being shorter in length than waves ordinarily formed by gales, they occurred in rapid succession, with three waves frequently striking in succession. Masters also stated that the wind often blew in directions opposite to the waves below. This was the result of the storm's cyclonic motion, a phenomenon rarely seen on the Great Lakes.
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              Artist's rendition of Price's position before finally sinking to the bottom.
            

          


          In the late afternoon of November 10, an unknown vessel was spotted floating upside-down in about 60feet (18m) of water on the eastern coast of Michigan, within sight of Huronia Beach and the mouth of the St. Clair River. Determining the identity of this "mystery ship" became of regional interest, resulting in daily front-page newspaper articles. The ship eventually sank, and it was not until early Saturday morning, November 15, that it was finally identified as the Charles S. Price. The front page of that day's Port Huron Times-Herald extra edition read, "BOAT IS PRICE DIVER IS BAKER SECRET KNOWN". Milton Smith, the assistant engineer who decided at the last moment not to join his crew on premonition of disaster, aided in identifying any bodies that were found.


          The final tally of financial loss included US$2,332,000 for vessels totally lost, $830,900 for vessels that became constructive total losses, $620,000 for vessels stranded but returned to service, and approximately $1,000,000 in lost cargoes. This figure did not include financial losses in coastal cities.


          The storm had several long-term consequences. Complaints against the USDA Weather Bureau of alleged unpreparedness resulted in increased efforts to achieve more accurate weather forecasting and faster realization and communication of proper storm warnings. Criticism of the shipping companies and shipbuilders led to a series of conferences with insurers and mariners to seek safer designs for vessels. This resulted in the construction of ships with greater stability and more longitudinal strength. Immediately following the blizzard of Cleveland, Ohio, the city began a campaign to move all utility cables underground, in tubes beneath major streets. The project took half a decade.


          


          Ships foundered
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              Geographical diagram of ships wrecked during the storm.
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              Bodies from Wexford washed ashore near Goderich, Ontario.
            

          


          The following list includes ships that sank during the storm, killing their entire crews. It does not include the three victims from the freighter William Nottingham, who volunteered to leave the ship on a lifeboat in search of assistance. While the boat was being lowered into the water, a breaking wave smashed it into the side of the ship. The men disappeared into the near-freezing waters below. The following shipwreck casualties have been documented:


          
            	
              Lake Superior

              
                	Leafield: 18 victims


                	Henry B. Smith: 25 victims

              

            


            	Lake Michigan

              
                	Plymouth ( barge): 7 victims

              

            


            	Lake Huron

              
                	Argus: 28 victims


                	James Carruthers: 22 victims


                	Hydrus: 25 victims


                	John A. McGean: 28 victims


                	Charles S. Price: 28 victims


                	Regina: 20 victims


                	Isaac M. Scott: 28 victims


                	Wexford: 20 victims

              

            


            	Lake Erie

              
                	Lightship LV 82, Buffalo: 6 victims

              

            

          


          Of the twelve ships that sank in the storm, five have never been found: Henry B. Smith, Leafield, James C. Carruthers, Hydrus, and the barge Plymouth. The most recent discovery was that of Wexford in the summer of 2000.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Great_Lakes_Storm_of_1913"
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        Great Moravia


        
          

          Great Moravia (see Name section) was a Slavic state that existed in Central Europe from the 9th century to the early 10th century. There is some controversy as to the actual location of its core territory. According to mainstream historians, its core territory laid on both sides of the Morava river, in present-day Slovakia and the Czech Republic, but the empire also extended into what are today parts of Hungary, Romania, Poland, Austria, Germany, Serbia, Slovenia, Croatia. This theory also states that Great Moravia was inhabited by the ancestors of modern Moravians and Slovaks. According to alternate theories, the core territory of Great Moravia was situated South of the Danube river, in Slavonia or in the southern parts of the Carpathian Basin.


          Great Moravia was founded when Mojmr I unified by force two neighboring states, referred to by the modern historiography as the " Principality of Nitra" and the "Principality of Moravia", in 833. The rulers of the emerging state periodically accepted the supremacy of the Kings of East Francia, but they continuously endeavored to strengthen the independent status of their country.


          Unprecedented cultural development resulted from the mission of Saints Cyril and Methodius, who came during the reign of Prince Rastislav in 863. The empire reached its greatest territorial extent under Svatopluk I (871-894), although the borders of his dominions are still under debate. He also achieved to have his independent status acknowledged by Pope John VIII who styled Svatopluk "king" in a letter.


          Weakened by internal struggle and frequent wars with the Carolingian Empire, Great Moravia was ultimately overrun by the Magyars, who invaded the Carpathian Basin around 896. Its remnants were later divided among Poland, Kingdom of Hungary, Bohemia and the Holy Roman Empire. Although some contemporary sources mention that Great Moravia vanished, archaeological researches and toponyms suggest the continuity of Slavic population in the valleys of the rivers of the Inner Western Carpathians. Most castles and towns survived the destruction of the empire, but the identification of some castles is still debated and some scholars even claim that Great Moravia, in fact, disappeared without trace.


          Great Moravia left behind a lasting legacy in Central and Eastern Europe. The Glagolitic script and its successor Cyrillic were disseminated to other Slavic countries, charting a new path in their cultural development. The administrative system of Great Moravia may have influenced the development of the administration of the Kingdom of Hungary. Great Moravia also became a favorite issue in the Czech and Slovak romantic nationalism of the 19th century.
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          Name


          The designation "Great Moravia" ("ά ί") originally stems from the work De Administrando Imperio written by the Byzantine Emperor Constantine VII Porphyrogenitos around 950. Although the name Great Moravia is used by the modern historiography to refer to a medieval polity in the northern part of the Carpathian Basin, the Emperor himself referred to a different country, located south of or in the southern part of the Carpathian Basin or he mismatched the location.


          The word "Great Moravia" used by modern authors not only refers to present-day Moravia, but to a country situated on both sides of the Morava river whose capital was also plausibly called Morava. Alternatively, "Moravia" could also refer to country whose capital was Morava. It is not always clear whether an early medieval written source names a country or a town called Morava. The adjective "Great" nowadays denotes Moravia plus the annexed territories. Some authors interpret the original meaning as "distant", because Byzantine texts used to distinguish between two countries of the same name using the attribute "little" for the territory closer to the Byzantine Empire (such as the Morava rivers in Serbia) and "great" for the more distant territory (such as the Morava river between Moravia and Slovakia).


          The adjective "ά" may also mean "old" in Byzantine texts and some scholars argue Old Moravia is the correct name.


          The names of Great Moravia in other languages are Велья Морава in Old Church Slavonic, Veľk Morava in Slovak, Velk Morava in Czech, Magna Moravia in Latin, Velika Moravska (Велика Моравска) in Serbian and Croatian, and Nagymorva Birodalom in Hungarian. In English, the forms Greater Moravia and Moravia Magna are also sometimes used.


          The use of the term (Great) Slovak Empire instead of Great Moravia is promoted by some Slovak authors who attempt to define it as an early Slovak state. The use of this term would contradict the theory that the distinct Slavic nations had not yet emerged by the 9th century and the culture and language of various Slavic tribes in central Europe were indistinguishable from each other.


          


          History


          


          Foundation


          The formation of Great Moravia resulted from the political and social development that is documented by archaeological findings, but scarcely described by contemporary chroniclers. The first state of the Slavs living on the Middle Danube was Samo's Realm, a tribal confederation existing between 623 and 658. It encompassed the territories of Moravia, Slovakia, Lower Austria, Carantania, Sorbia at the Elbe, and probably also Bohemia, which lies between Sorbia and other parts of the realm. Although this tribal confederation plausibly did not survive its founder, it created favorable conditions for the formation of the local Slavic aristocracy.


          Graves dated to the period after King Samo's death show that the Avars returned to some of their lost territories and they even could expand their area of settlement not only over the western parts of the present-day Slovakia but also over the Vienna Basin when a new population of the "griffin and tendril" archaeological culture (identified as Onogurs) appeared in the 670s. However, archaeological findings from the same period (such as an exquisite noble tomb in Blatnica) also indicate formation of a Slavic upper class on the territory that later became the nucleus of Great Moravia.


          In the late 8th century, the Morava river basin and present-day western Slovakia, inhabited by the Slavs and situated at the Frankish border, flourished economically. Construction of numerous river valley settlements as well as hill forts indicates that political integration was driven by regional strongmen protected by their armed retinues. The Blatnica-Mikulčice horizon, a rich archaeological culture partially inspired by the contemporaneous Carolingian and Avar art, arose from this economic and political development. In the 790s, the Slavs who had settled on the middle Danube overthrew the Avar yoke in connection with Charlemagne's campaigns against the Avars. Further centralization of power and progress in creation of state structures of the Slavs living in this region followed. As a result, two major states emerged: the Moravian Principality originally situated in present-day southeastern Moravia and westernmost Slovakia (with the probable centre in Mikulčice) and the Principality of Nitra, located in present-day western and central Slovakia (with the centre in Nitra).


          Moravian legates were sent to Frankish emperors in 811 and 815. In 822, the Royal Frankish Annals record that the Marvani paid homage to the Frankish Emperor at the Diet in Frankfurt. The first Moravian ruler known by name, Mojmr I, was baptized in 831 by Reginhar, bishop of Passau.


          There is not much information in the contemporary primary sources (only two remarks in a Western documents) about the polity referred to as the "Principality of Nitra" by later historians. Nevertheless, during the first decades of the 9th century, the Slavic people living in the north-western parts of the Carpathian Basin were under the rule of a tribal leader (styled as prince by later historians) whose seat was in Nitra. In 828, Pribina, although probably still a pagan himself, built the first Christian church within the borders of modern Slovakia in his possession called Nitrava.


          In 833, Mojmr I expelled Pribina from Nitra and the two principalities became united under the same ruler. Excavations revealed that at least three Nitrian castles ( Pobedim, Čingov, and Ostr skala) were destroyed around the time of the conquest (i.e., around the time when Pribina was expelled from his possession). But Pribina escaped to the Franks and their king Louis the German granted him parts of Pannonia around the Zala River, referred usually in modern works as the Balaton Principality.


          


          After unification
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          What modern historians designate as "Great" Moravia arose around 830 when Moimr unified the Slavic tribes settled north of the Danube and extended the Moravian supremacy over them. When Mojmr I endeavoured to secede from the supremacy of the king of East Francia in 846, King Louis the German deposed him and assisted Moimr's nephew, Rastislav (846870) in acquiring the throne. Although he was originally chosen by the Frankish king, the new monarch pursued an independent policy. After stopping a Frankish attack in 855, he also sought to weaken influence of Frankish priests preaching in his realm. Rastislav asked the Byzantine Emperor Michael III to send teachers who would interpret Christianity in the Slavic vernacular. By establishing relations with Constantinople, Rastislav wanted to weaken influence of Frankish preachers, who served the interests of the Frankish Emperor. He also desired to counter an anti-Moravian alliance recently concluded between the Franks and Bulgarians. Upon Rastislav's request, two brothers, Byzantine officials and missionaries Saints Cyril and Methodius came in 863. Cyril developed the first Slavic alphabet and translated the Gospel into the Old Church Slavonic language. Texts translated or written by Cyril and Methodius are considered to be the oldest literature in the Slavic languages. Rastislav was also preoccupied with the security and administration of his state. Numerous fortified castles built throughout the country are dated to his reign and some of them (e.g., Dowina, sometimes identified with Devn Castle) are also mentioned in connection with Rastislav by Frankish chronicles. The nomadic Magyar tribes invaded the Carpathian Basin for the first time during his reign, in 861, and afterwards, the Magyars were occasionally hired by several rulers of the territory in order to intervene in their wars against the opposite party.
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          During Rastislav's reign, the Principality of Nitra was given to his nephew Svatopluk as an appanage. The rebellious prince allied himself with the Franks and overthrew his uncle in 870. The beginning of Svatopluk Is reign was turbulent as his former Frankish allies refused to leave the western part of his empire. The young prince was even taken captive by the Franks and the country rallied around Slavomr who led an uprising against the invaders in 871. Svatopluk was finally released and took over the command of the insurgents, driving the Franks from Great Moravia. In the subsequent years, he successfully defended the independence of his realm from Eastern Francia and subjected many neighboring lands. Similarly to his predecessor, Svatopluk I (871894) assumed the title of the king (rex). During his reign, the Great Moravian Empire reached its greatest territorial extent, when not only present-day Moravia and Slovakia but also present-day northern and central Hungary, Lower Austria, Bohemia, Silesia, Lusatia, southern Poland and northern Serbia belonged to the empire, but the exact borders of his domains are still disputed by modern authors. Svatopluk also withstood attacks of Magyar tribes and the Bulgarian Empire, although sometimes it was he who hired the Magyars when waging war against East Francia.


          In 880, Pope John VIII issued the bull Industriae Tuae, by which he set up an independent ecclesiastical province in Great Moravia with Archbishop Methodius as its head. He also named the German cleric Wiching the Bishop of Nitra, and Old Church Slavonic was recognized as the fourth liturgical language, along with Latin, Greek and Hebrew.


          


          Decline and fall
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          After the death of King Svatopluk in 894, his sons Mojmr II (894-906?) and Svatopluk II succeeded him as the King of Great Moravia and the Prince of Nitra respectively. However, they started to quarrel for domination of the whole empire. Weakened by an internal conflict as well as by constant warfare with Eastern Francia, Great Moravia lost most of its peripheral territories.


          In the meantime, the Magyar tribes, having suffered a catastrophic defeat from the similarly nomadic Pechenegs, left their territories east of the Carpathian Mountains, invaded the Carpathian Basin and started to occupy the territory gradually around 896. Their armies' advance may have been promoted by continuous wars among the countries of the region whose rulers still hired them occasionally to intervene in their struggles. The Bavarians and the Moravians accused each other of having formed alliances, even by "taking oath upon dogs and wolves", with the pagan Magyars.


          Both Mojmr II and Svatopluk II probably died in battles with the Magyars between 904 and 907 because their names are not mentioned in written sources after 906. In three battles (July 4-5 and August 9, 907) near Bratislava, the Magyars routed Bavarian armies. Historians traditionally put this year as the date of the breakup of the Great Moravian Empire.


          Although some contemporary sources mention that Great Moravia disappeared without trace and its inhabitants left for the Bulgars, Croats and Magyars following the latters' victories, but archaeological researches and toponyms suggest the continuity of Slavic population in the valleys of the rivers of the Inner Western Carpathians. Toponyms may prove that the nomadic Magyars occupied the Western Pannonian Plain in present-day Slovakia, while the hills were inhabited by a mixed (Slav and Hungarian) population and people living in the valleys of the mountains spoke Slavic language.


          Moreover, there are sporadic references to Great Moravia from later years: In 924/925, both Folkuin in his Gesta abb. Lobiensium and Ruotger in Archiepiscopi Coloniensis Vita Brunonis mention Great Moravia. From 925 until 931, there are several references to certain counts Mojmr and Svatopluk in official documents from Salzburg, though the origin of the two nobles is not clear. In 942, Magyar warriors captured in Al Andalus said that Moravia is the northern neighbour of their people. The fate of the northern and western parts of former Great Moravia in the 10th century is thus largely unclear.


          The western part of the Great Moravian core territory (present-day Moravia) became the Frankish March of Moravia. Originally a buffer against Magyar attacks, the march became obsolete after the Battle of Lechfeld (955). After the battle, it was given to the Bohemian duke Boleslaus I. In 999 it was taken over by Poland under Boleslaus I of Poland and returned to Bohemia in 1019.


          As for the eastern part of the Great Moravian core territory (present-day Slovakia), its southernmost parts fell under domination of the old Magyar rpd dynasty after 955. The rest remained under the rule of the local Slavic aristocracy and was gradually integrated into the Kingdom of Hungary in a process finished in the 14th century. In 1000 or 1001, all of present-day Slovakia was taken over by Poland under Boleslaus I and much of this territory became part of the Kingdom of Hungary by 1031. Since the 10th century, the population of Slovakia has been evolving into the present-day Slovaks.


          


          Territory


          The territory of Great Moravia was extending gradually in the course of the 9th century and it reached its largest extension between 874 and 894, following the conquests of Svatopluk I. However, the territories ruled by Svatopluk has not been exactly determined, yet. For example, it is under debate whether the "Balaton Principality" (administered probably by counts appointed by the King of East Francia during this period) or parts of the Carpathian Basin east of the Danube or the Tisza (Tisa) ("the territories of the Avars") were controlled by King Svatopluk.


          The following map presents the territorial extension of Great Moravia as it appears in,, and.
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              9. Conquered by Rastislav or Svatopluk I, administered from Nitra and lost in 896. (The supremacy of Great Moravia over the territory is under debate.)

              10. Conquered in 858 or 883, administered from Nitra. (The supremacy of Great Moravia over the territory is under debate.)

              11. Vistulans conquered in 874.

              12. Probably conquered in 874 along with the Vistulan territory.

              13. Silesia probably annexed in 880.

              14. Probably conquered together with Silesia.

              15. Lusatia controlled in 890-897.

              16. Probably part of the Great Moravian Lusatia.

              17. Probably part of the Great Moravian Lusatia.

              18. Probably part of the Great Moravian Lusatia.

              19. Bohemia controlled in 888-894.

              20. The Balaton Principality controlled in 883-894. (The supremacy of Great Moravia over the territory is under debate.)

              21. Probably part of the conquered Balaton Principality. (The supremacy of Great Moravia over the territory is under debate.)

              22. Probably part of the conquered Balaton Principality. (The supremacy of Great Moravia over the territory is under debate.)

              23. Transtheissia controlled in 881-896. (The supremacy of Great Moravia over the territory is under debate.)

              24. Probably part of Transtheissia. (The supremacy of Great Moravia over the territory is under debate.)

              25. Conquered by Svatopluk I and lost in 896. (The supremacy of Great Moravia over the territory is under debate.)

              26. Conquered by Svatopluk I.

              27. Probably part of Transtheissia. (The supremacy of Great Moravia over the territory is under debate.)

              (yellow lines: current borders

              blue lines: rivers

              red dots: main castles and settlements)
            

          


          



          As for the history of Bohemiaannexed by Great Moravia for eleven years (from 883 to 894), the crucial year is 895, when the Bohemians broke away from the empire and became vassals of Arnulf of Carinthia. Independent Bohemia, ruled by the dynasty of Přemyslids, began to gradually emerge.


          


          Alternate theories


          An alternative theory, proposed by Imre Boba independently of the similar theories of earlier authors (e.g., Daniele Farlatti, Gelasius Dobner working in the 18th century) in the 1970s, suggests that the core territory of the empire was situated south of the Danube river in Pannonia/ Slavonia. The theory is based on Boba's reading of primary written sources (e.g., De administrando imperio, the Bavarian Geographer and Annales Fuldenses), which in his opinion were misread or ignored by other historians. Moreover, he also utilized the results of archaeological researches and his knowledge of Slavic studies. A short summary of his statements and their criticism follows:


          
            	Boba claimed that some primary sources (e.g., De administrando imperio, the Bavarian Geographer) clearly locate the territory of Great Moravia south of the Danube and other primary sources do not contradict them. His opponents pointed out that the sources cited by Boba were written by foreigners "at a considerable distance from the events narrated" and their understanding of geography is not very precise. It is also true that some of the primary sources (such as Life of Methodius and Life of St. Clement of Ohrid, referred also by Boba) seem to contradict Boba's theory. For example, the escape of the Slavonic priests to Bulgaria, as described in the primary sources, indicates that Great Moravia was not located south of the Danube.


            	Boba also emphasized that Saint Methodius was made Archbishop of Syrmium, a town south of the Danube. The opposite view states that the see in Syrmium was only symbolic, because Syrmium had formerly been the see of an archdiocese in the past, but Boba and his followers indicated that Method's consecration for a symbolic see would have violated canon law in the 9th century. Boba's opponents also pointed out that the church claimed by Boba to be the resting place of Methodius in Syrmium turned out to be founded two hundred years after Methodius' death and no medieval settlement existed in Syrmium before AD 1000.


            	In addition, Boba argued that the continuity of the Slavonic liturgy and the uninterrupted use of Glagolitic alphabet in the Catholic Church can be proven south of the Danube, while such tradition did not exist uninterruptedly north of the Danube. In reality, the Slavonic liturgy survived in some places north of the Danube until 1097. Boba claimed that this tradition came to the Monastery of Szava from Vyshhorod in the Kievan Rus'.


            	Great Moravia was often mentioned as Sclavonia in the primary sources and this denomination may have survived the fall of the empire in the name of Slavonia (a territory south of the Danube) until the 20th century. But Boba's opponents pointed out that the same Latin name Sclavonia also referred to Slovakia and those northern parts of Hungary that were inhabited by Slavs. On the other hand, the Latin denomination Sclavonia for the territories of present-day Slovakia was documented only in 1512.


            	Another Boba's claim was that archaeological findings attributed to the Moravians north of the Danube should be reclassified because they show clear nomadic characteristics (i.e., men and their horses buried together). But these characteristics are known only from some of the earliest graveyards, from the regions influenced by the nomad Avars. There is also a "sharp contrast in the archaeological record" between the politically and economically developed regions of Moravia and Slovakia (the location of Boba's opponents) on the one hand, and the sparsely populated Slavonia (Boba's location) on the other hand.

          


          In 1983, the Japanese Senga Toru, based on the primary sources, argued that Great Moravia was located around the territory where the Drava joins the Danube, i.e., south of and in the southern parts of the Carpathian Basin on both sides of the Danube. He also stated that another polity named Moravia (without the adjective "Great") existed in the 9th century in the territory of present-day Moravia and in the western regions of present-day Slovakia, and the two polities were unified by Svatopluk I.


          In the 1990s, the Hungarian historian, Gyula Krist also mentioned that some sources allow to suppose that Great Moravia was located around the Great Morava River, south of the Danube. Later, he stated that some primary sources refer to the existence of two Moravian polities ("Great Moravia" and "Moravia") lying on the territories where Senga Toru located them.


          


          People


          The inhabitants of Great Moravia were designated Slovene, which is an old Slavic word meaning the "Slavs". The same name was used by the ancestors of Slovaks, Slovenes and Slavonians at that time and the present-day native names of these nations (for example Slovensko, the Slovak name of Slovakia) are still derived from the root Slovene. People of Great Moravia were sometimes referred to as "Moravian peoples" by Slavic texts, and "Sclavi" (i.e. the Slavs), "Winidi" (another name for the Slavs), "Moravian Slavs" or "Moravians" by Latin texts.


          As in all medieval states, life in Great Moravia was difficult compared to the modern standards: 40 percent of men and 60 percent of women died before reaching the age of 40 years. However, Great Moravian cemeteries also document rich nutrition and advanced health care. Inhabitants of Great Moravia even had better teeth than people today: a third of the examined skeletons had no caries or lost teeth.


          


          Government and society


          Great Moravia was ruled by a hereditary monarch from the House of Mojmr. He was aided by a council of noblemen. The heir of the dynasty resided in Nitra, ruling the Principality of Nitra as an appanage. He enjoyed a great deal of autonomy, as documented by the Papal correspondence that addressed Rastislav and his heir Svatopluk in the same way. Some parts of the Great Moravian territory were ruled by vassal princes, such as Borivoj I of Bohemia. The realm was further divided into counties, headed by župans. The number of counties is estimated to 11 at the beginning of the 9th century and to 30 in the second half of the 9th century. This system also influenced the later Hungarian administrative division, often with the same castles serving as the seats of a county both under the Great Moravian and under the later Hungarian rule. However, historians has not reached a consensus yet, for example, whether administrative units in the Kingdom of Hungary (e.g., the vrmegye) followed foreign (Bulgarian, Moravian or German) patterns or the administrative system was an internal innovation. Most of the population was formed by freemen, who were obliged to pay an annual tax. Slavery and feudal dependency are also recorded.


          


          Warfare


          Very little is known about the Great Moravian way of warfare. Earlier Byzantine sources mention the javelin as the favorite weapon of Slavic warriors. Great Moravia also probably employed spear and axe armed infantry, including the powerful royal bodyguard called druzhina. The druzhina was a princely retinue composed of professional warriors, who were responsible for collecting tribute and punishing wrongdoers. In general, Slavs used cavalry rarely, which made them particularly vulnerable to the Magyar horse archers. Despite a relative scarcity of horses among the Slavs, a contemporary Arab traveler reported that Svatopluk I had plenty of riding horses. The Great Moravian heavy cavalry emulated the contemporary Frankish predecessors of knights, with the expensive equipment that only the highest social strata could afford. Facing larger and better equipped Frankish armies, Slavs often preferred ambushes, skirmishes, and raids to regular battles. An important element of Great Moravian defense was to hide behind strong fortifications, which were difficult to besiege with the then prevailing forms of military organization. For example, a Frankish chronicler wrote with awe about "Rastislav's indescribable fortress" that stopped a Frankish invasion. The army was led by the king or, in case of his absence, by a commander-in-chief called voivode.


          


          Culture


          


          Architecture
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          Great Moravia had an exceptionally developed system of fortresses and fortified towns. Geographus Bavarus, when listing the neighbouring territories, mentioned "Beheimare, where 15 civitates are situated. The Marharii have 11 civitates. The territories of the Vulgari are extensive and populated by many people and they have 5 civitates; they do not need civitates, because they number so many people. There are people, called Merehanos, having 30 civitates". The sentences of the medival author are sometimes interpreted that 30 out of the 41 Great Moravian castles (civitates) were situated on the territory of present-day Slovakia and the remaining 11 in Moravia. These numbers are also corroborated by archaeological evidence. The only castles which are mentioned by name in written texts are Nitrawa (828; identified with Nitra), Dowina (864; sometimes identified with Devn Castle) and Brezalauspurc (907; usually identified with Bratislava Castle). Some sources claim that Uzhhorod in Ukraine (903) was also a fortress of the empire. Many other castles were identified by excavations.


          Although location of the Great Moravian capital has not been safely identified, the fortified town of Mikulčice with its palace and 12 churches is the most widely accepted candidate. However, it is fair to note that early medieval kings spent a significant part of their lives campaigning and traveling around their realms due to the lack of reliable administrative capacities. It is thus very likely that they also resided from time to time in other important royal estates. For instance, Devn Castle is sometimes identified with a "fortress of Prince Rastislav" mentioned in the Annales Fuldenses.


          Mikulčice was fortified in the 7th century and it later developed into a large (2 sq km) agglomeration composed of various villages and forts, spread over several river islands. The area enclosed by the fortifications was only slightly smaller than the area of the contemporary Frankish Emperor's capital of Regensburg. The population, estimated at 2,000, lived off trade and crafts. Mikulčice was also a foremost religious centre, with the first stone churches built around 800. The largest among them was a three-nave basilica with the inside dimensions 35 m by 9 m and a separate baptistery. The only church safely identified as Great Moravian and at the same time still remaining above ground is situated in nearby Kopčany.


          Nitra, the second centre of the Empire, was ruled autonomously by the heir of the dynasty as an appanage. Nitra consisted of five large fortified settlements and twenty specialized craftsmen's villages, making it a real metropolis of its times. Crafts included production of luxury goods, such as jewelry and glass. The agglomeration was surrounded by a number of smaller forts and religious buildings (e.g. in Dražovce and Zobor).


          Bratislava Castle had a stone two-story palace and a spacious three-nave basilica, built in the mid-9th century. Excavations of the cemetery situated by the basilica brought findings of the Great Moravian jewelry, similar in style and quality to that from Mikulčice. The castle's name was first recorded in 907, during the fall of Great Moravia, as Brezalauspurc. This name literally means "Braslav's Castle" and Braslav of Pannonia was a count appointed by King Arnulf of East Francia.


          The sturdy Devn Castle, in vicinity of Bratislava, guarded Great Moravia against frequent attacks from the West. Although some authors claim that it was built only later as a stronghold of the Kings of Hungary, excavations have unearthed an older Slavic fortified settlement founded in the 8th century. During the Great Moravian period, Devn Castle was a seat of a local lord, whose retainers were buried around a stone Christian church. These two castles were reinforced by smaller fortifications in Devnska Nov Ves, Svt Jur, and elsewhere.


          Most Great Moravian castles were rather large hill forts, fortified by wooden palisades, stone walls and in some cases, moats. The typical Great Moravian ramparts combined an outer drystone wall with an internal timber structure filled with earth. The fortifications usually formed several contiguous enclosures, with the elite buildings concentrated in the centre and crafts in the outer enclosures. Most buildings were made of timber, but ecclesiastical and residential parts were made of stone. Sometimes, earlier, prehistoric (Devn Castle) or Roman (Bratislava Castle) fortifications were integrated. At least some churches (e.g. in Bratislava, Devn Castle, and Nitra) were decorated by frescoes, plausibly painted by Italian masters since the chemical composition of colors was the same as in northern Italy. In Nitra and Mikulčice, several castles and settlements formed a huge fortified urban agglomeration. Many castles served as regional administrative centers, ruled by a local nobleman. For example, Ducov was the centre of the Vh river valley and Zempln Castle controlled the Zempln region. Their form was probably inspired by Carolingian estates called curtis. The largest castles were usually protected by a chain of smaller forts. Smaller forts (e.g. Beckov Castle) were also built to protect trade routes and to provide shelter for peasants in case of a military attack.


          Only few examples of Great Moravian architecture are fully preserved or reconstructed. The only still standing building is the church in Kopčany, though several other early medieval churches (for example in Kostoľany pod Tribečom, Michalovce, and Nitra) may be Great Moravian too. Two open air museums, in Modr near Uhersk Hraditě and in Ducov, are devoted to the Great Moravian architecture.


          


          Religion


          Due to the lack of written documents, very little is known about the original Slavic religion and mythology. Several cult places used prior the Christianization are known from Moravia (Mikulčice and Pohansko). However, we do not know what these objects, such as a ring ditch with a fire, a horse sacrifice, or human limbs ritually buried in a cemetery, meant for Great Moravians. A cult object in Mikulčice was used until the evangelization of the Moravian elite in the mid-9th century and idols in Pohansko were raised on the site of a demolished church during the pagan backlash in the 10th century. The period of the Great Moravian ascent in European history is associated more with the spread of Christianity.
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          The territory of Great Moravia was originally evangelized by missionaries coming from the Frankish Empire or Byzantine enclaves in Italy and Dalmatia since the early 8th century and sporadically earlier. The first Christian church of the Western and Eastern Slavs known to the written sources was built in 828 by Pribina in Nitra. The church, consecrated by Bishop Adalram of Salzburg, was built in a style similar to contemporaneous Bavarian churches, while architecture of two Moravian churches from the early 9th century (in Mikulčice and Modr) indicates influence of Irish missionaries. Despite the formal endorsement by the elites, the Great Moravian Christianity was described as containing many pagan elements as late as in 852. Grave goods, such as food, could be found even in church graveyards. The Church organization in Great Moravia was supervised by the Bavarian clergy until the arrival of the Byzantine missionaries Saints Cyril and Methodius in 863.


          Foundation of the first Slavic bishopric (870), archbishopric (880), and monastery was the politically relevant outcome of the Byzantine mission initially devised by Prince Rastislav to strengthen his early feudal state. It is not known where the Great Moravian archbishop resided (a papal document mentions him as the archbishop of Morava, Morava being the name of a town), but there are several references to bishops of Nitra. Big three-nave basilicas unearthed in Mikulčice, Star Město, Bratislava, and Nitra were the most important ecclesiastical centers of the country, but their very construction may have predated the Byzantine mission. Nitra and Uhersk Hraditě are also sites where monastic buildings have been excavated. A church built at Devn Castle is clearly inspired by Byzantine churches in Macedonia (from where Cyril and Methodius came) and rotundas, particularly popular among Great Moravian nobles, also have their direct predecessors in the Balkans.


          


          Literature


          
            [image: An example of the Glagolitic script created by Saint Cyril for the mission in Great Moravia (Baščanska ploča from Croatia)]

            
              An example of the Glagolitic script created by Saint Cyril for the mission in Great Moravia ( Bačanska ploča from Croatia)
            

          


          But yields of the mission of Cyril and Methodius extended beyond the religious and political sphere. The Old Church Slavonic became the fourth liturgical language of the Christian world, though its use in Great Moravia proper had gradually declined until it virtually vanished in the late Middle Ages. Its late form still remains the liturgical language of the Russian, Bulgarian, and Serbian Orthodox Church. Cyril also invented the Glagolitic alphabet, suitable for Slavic languages. He translated the Gospel and the first translation of the Bible into a Slavic language was later completed by his brother Methodius.


          Methodius wrote the first Slavic legal code, combining the local customary law with the advanced Byzantine law. Similarly, the Great Moravian criminal law code was not merely a translation from Latin, but it also punished a number of offenses originally tolerated by the pre-Christian Slavic moral standards yet prohibited by Christianity (mostly related to sexual life). The canon law was simply adopted from the Byzantine sources.


          There are not many literary works that can be unambiguously identified as originally written in Great Moravia. One of them is Proglas, a cultivated poem in which Cyril defends the Slavic liturgy. Vita Cyrilli (attributed to Clement of Ohrid) and Vita Methodii (written probably by Methodius' successor Gorazd) are biographies with precious information about Great Moravia under Rastislav and Svatopluk I.


          The brothers also founded an academy, initially led by Methodius, which produced hundreds of Slavic clerics. A well-educated class was essential for administration of all early-feudal states and Great Moravia was no exception. Vita Methodii mentions bishop of Nitra as Svatopluk Is chancellor and even Prince Koceľ of the Balaton Principality was said to master the Glagolitic script. Location of the Great Moravian academy has not been identified, but the possible sites include Mikulčice (where some styli have been found in an ecclesiastical building), Devn Castle (with a building identified as a probable school), and Nitra (with its Episcopal basilica and monastery). When Methodius disciples were expelled from Great Moravia in 885, they disseminated their knowledge (including the Glagolitic script) to other Slavic countries, such as Bulgaria, Croatia, and Bohemia. They created the Cyrillic alphabet, which became the standard alphabet in the Slavic Orthodox countries, including Russia. The Great Moravian cultural heritage survived in Bulgarian seminaries, paving the way for evangelization of Eastern Europe.


          


          Arts and crafts


          In the first half of the 9th century, Great Moravian craftsmen were inspired by contemporary Carolingian art. In the second half of the 9th century, Great Moravian jewelry was influenced by Byzantine, Eastern Mediterranean, and Adriatic styles. But, in the words of Czech archaeologist Josef Poulk, "these new forms and techniques were not copied passively, but were transformed in the local idiom, establishing in this way the roots of the distinctive Great Moravian jewellery style." The typical Great Moravian jewelry included silver and golden earrings decorated by fine granular filigree, as well as silver and gilded bronze buttons covered by foliate ornaments.


          The most important industry was iron metallurgy. An example of highly developed tool production are asymmetrical plowshares.


          


          Legacy


          Destruction of the Great Moravian Empire was rather gradual. Since excavations of Great Moravian castles show continuity of their settlement and architectural style after the alleged disintegration of the Empire, local political structures must have remained untouched by the disaster. Another reason is that the originally nomad old Magyars lacked siege engines to conquer Great Moravian fortifications, although this did not hinder them from conquering strong fortresses, documented by primary written sources (e.g., Blatnograd, Bratislava Castle). Nevertheless, the core of Great Moravia was finally integrated into the newly established states of Bohemia and the Kingdom of Hungary.


          Great Moravian centers (e.g., Bratislava, Nitra, Tekov, and Zempln) also retained their functions afterwards, although the identification of Bratislava, Tekov and Zempln as Great Moravian castles is not generally accepted. Since the same castles became the seats of early Hungarian administrative units (counties), historians posit that the administrative division of Great Moravia was just adopted by new rulers. On the other hand, several sources suggest that the Hungarian rulers followed the contemporary German or Bulgar patents when they established the new administrative system in their kingdom, or they introduced a new system. Moreover, the territorial administration of the Kingdom of Hungary was developing gradually, i.e., counties with larger territory were divided into smaller ones, while the scarcely habitated parts of the kingdom (e.g., the northern and north-eastern territories of present-day Slovakia or the Bakony Hills in today Hungary) were originally the kings' private forests, then they were organized into "forest counties" (12-13th centuries) and the latter, following their colonization, developed into or were divided among counties around 1300.


          Social differentiation in Great Moravia reached the state of early feudalism, creating the social basis for development of later medieval states in the region. The question what happened to Great Moravian noble families after 907 is still under debate. On the one hand, recent research indicates that a significant part of the local aristocracy remained more or less undisturbed by the fall of Great Moravia and their descendants became nobles in the newly formed Kingdom of Hungary. The most prominent example are the powerful families of Hunt and Pzmn. On the other hand, both Anonymous and Simon of Kza, two chroniclers of the early history of Hungary, recorded that the prominent noble families of the kingdom descended either from leaders of the Magyar tribes or from immigrants, and they did not connect any of them to Great Moravia. For example, the ancestors of the clan Hunt-Pzmn (Hont-Pzmny), whose Great Moravian origin has been advanced by modern scholars, were mentioned by Simon of Kza to have arrived from the Duchy of Swabia to the kingdom in the late 10th century.


          Many Slavic words related to politics, law, and agriculture were taken into the Hungarian language. Nevertheless, it is sometimes difficult to decide whether a certain word was borrowed from which Slavic language; e.g., the Hungarian word for county ("megye") was borrowed from a South Slavic language, but it may have taken either from the Slovene or from the Serbo-Croatian.


          The territories mentioned as " Tercia pars regni" (literally "one-third part of the Kingdom of Hungary") in the medieval sources are referred to as the "Duchy" in Hungarian scholarly works and as the " Principality of Nitra" in Slovak academic sources. These territories were ruled autonomously by members of the rpd dynasty residing in Bihar (today Biharea in Romania) or in Nitra - a practice reminiscent of the Great Moravian appanage system, but also similar to that of some other dynasties in the Early Middle Ages (e.g., the Ruriks in the Kievan Rus'). The existence of an autonomous political unit centered around Nitra is often considered by Slovak scholars an example of political continuity from the Great Moravian period.


          There are also documents indicating that the Church organization survived the invasion of the pagan Magyars at least to some degree. For example, continuity of the formal Church organization is confirmed by an uninterrupted list of Moravian bishops from the 14th century.


          Neither the demographic change was dramatic. As far as the graves can tell, there had been no influx of the Magyars into the core of former Great Moravia before 955. Afterwards, Magyar settlers appear in some regions of Southern Slovakia, but graves indicate a kind of cultural symbiosis (resulting in the common Belobrdo culture), not domination. Due to cultural changes, archaeologists are not able to identify the ethnicity of graves after the half of the 11th century. This is also why integration of central, eastern, and northern territories of present-day Slovakia into the Hungarian Kingdom is difficult to be documented by archeology, and written sources have to be used.


          The Byzantine double-cross thought to have been brought by Cyril and Methodius is part of the symbol of Slovakia until today and the Constitution of Slovakia refers to Great Moravia in its preamble. Interest about that period rose as a result of the national revival in the 19th century. Great Moravian history has been regarded as a cultural root of several Slavic nations in Central Europe (especially the Slovaks, as it was the only significant Slavic state Slovakia had ever been a part of) and it was employed in vain attempts to create a single Czechoslovak identity in the 20th century.
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                  Great Pyramid of Giza was the world's tallest building from c. 2570 BC to c. 1300 AD.*
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          The Great Pyramid of Giza , also called Khufu's Pyramid or the Pyramid of Khufu, and Pyramid of Cheops, is the oldest and largest of the three pyramids in the Giza Necropolis bordering what is now Cairo, Egypt in Africa, and is the only remaining member of the Seven Wonders of the Ancient World. It is believed the pyramid was built as a tomb for Fourth dynasty Egyptian pharaoh Khufu (Cheops in Greek) and constructed over a 20 year period concluding around 2560 BC. The Great Pyramid was the tallest man-made structure in the world for over 3,800 years. Visibly all that remains is the underlying step-pyramid core structure seen today. Many of the casing stones that once covered the structure can still be seen around the base of the Great Pyramid. There have been varying scientific and alternative theories regarding the Great Pyramid's construction techniques. Most accepted construction theories are based on the idea that it was built by moving huge stones from a quarry and dragging and lifting them into place.


          There are three known chambers inside the Great Pyramid. The lowest chamber is cut into the bedrock upon which the pyramid was built and was unfinished. The Queen's Chamber and King's Chamber are higher up within the pyramid structure. Despite precautions such as covering the entrance hole with casing and the portcullises, thieves had bypassed all the barriers even before the Old Kingdom had ended, digging through the soft limestone and breaking a corner of Khufu's sarcophagus while removing the lid. Other sources suggest that the sarcophagus never had a lid. The Great Pyramid is the only pyramid known to contain both ascending and descending passages.


          The Great Pyramid of Giza is the main part of a complex setting of buildings that included two mortuary temples in honour of Khufu (one close to the pyramid and one near the Nile), three smaller pyramids for Khufu's wives, an even smaller "satellite" pyramid, a raised causeway connecting the two temples, and small mastaba tombs surrounding the pyramid for nobles.


          


          Wonder of the Ancient World


          It is believed the pyramid was built as a tomb for Fourth dynasty Egyptian pharaoh Khufu and constructed over a 20 year period concluding around 2560 BC. Khufu's vizier, Hemon, or Hemiunu, is believed by some to be the architect of the Great Pyramid. It is thought that, at construction, the Great Pyramid was 280 Egyptian royal cubits tall, 146.6 meters, but with erosion and the loss of its pyramidion, its current height is 138.8m. Each base side was 440 royal cubits, with each royal cubit measuring 0.524 meters. The total mass of the pyramid is estimated at 5.9 million tonnes. The volume, including an internal hillock, is believed to be roughly 2,500,000 cubic metres. The first precision measurements of the pyramid were done by Egyptologist Sir Flinders Petrie in 188082 and published as The Pyramids and Temples of Gizeh. Almost all reports are based on his measurements. Petrie found the pyramid is oriented 4' west of North and the second pyramid is similarly oriented.
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          The Great Pyramid was the tallest man-made structure in the world for over 3,800 years, unsurpassed until the 160 metre tall spire of Lincoln Cathedral was completed c. 1300. The accuracy of the pyramid's workmanship is such that the four sides of the base have a mean error of only 58 mm in length, and 1 minute in angle from a perfect square. The base is horizontal and flat to within 15 mm. The sides of the square are closely aligned to the four cardinal compass points to within 3 minutes of arc and is based not on magnetic north, but true north. The design dimensions, as confirmed by Petrie's survey and all those following this, are assumed to have been 280 cubits in height by 4x440 cubits around originally, and as these proportions equate to 2 to an accuracy of better than 0.05%, this was and is considered to have been the deliberate design proportion by Petrie, I. E. S. Edwards, and Miroslav Verner. Verner wrote "We can conclude that although the ancient Egyptians could not precisely define the value of , in practise they used it".


          


          Casing stones


          At completion, the Great Pyramid was surfaced by white 'casing stones'  slant-faced, but flat-topped, blocks of highly polished white limestone. Visibly all that remains is the underlying step-pyramid core structure seen today. In AD 1301, a massive earthquake loosened many of the outer casing stones, which were then carted away by Bahri Sultan An-Nasir Nasir-ad-Din al-Hasan in 1356 in order to build mosques and fortresses in nearby Cairo. The stones can still be seen as parts of these structures to this day. Later explorers reported massive piles of rubble at the base of the pyramids left over from the continuing collapse of the casing stones which were subsequently cleared away during continuing excavations of the site. Nevertheless, many of the casing stones around the base of the Great Pyramid can be seen to this day in situ displaying the same workmanship and precision as has been reported for centuries. Petrie also found a different orientation in the core and in the casing measuring 193 cm  25 cm. He suggested a redetermination of north was made after the construction of the core, but a mistake was made, and the casing was built with a different orientation.


          


          Construction theories


          There have been varying scientific and alternative theories regarding the Great Pyramid's construction techniques. Most accepted construction theories are based on the idea that it was built by moving huge stones from a quarry and dragging and lifting them into place. The disagreements centre on the method by which the stones were conveyed and placed. A recent theory proposes that the building blocks were manufactured in-place from a kind of "limestone concrete". In addition to the many theories as to the techniques involved, there are also disagreements as to the kind of workforce that was used. One theory, suggested by the Greeks, posits that slaves were forced to work until the pyramid was done. This theory is no longer accepted in the modern era, however. Archaeologists believe that the Great Pyramid was built by tens of thousands of skilled workers who camped near the pyramids and worked for a salary or as a form of paying taxes until the construction was completed. The worker's cemeteries were discovered in 1990 by archaeologists Zahi Hawass and Mark Lehner. Verner posited that the labor was organized into a hierarchy, consisting of two gangs of 100,000 men, divided into five zaa or phyle of 20,000 men each, which may have been further divided according to the skills of the workers.


          


          Inside the Great Pyramid


          There are three known chambers inside the Great Pyramid. These are arranged centrally, on the vertical axis of the pyramid. From the entrance, an 18 meter corridor leads down and splits in two directions. One way leads to the lowest and unfinished chamber. This chamber is cut into the bedrock upon which the pyramid was built. It is the largest of the three, but totally unfinished, only rough-cut into the rock. The other passage leads to the Grand Gallery (49 m x 3 m x 11 m) where it splits again. One tunnel leads to the Queen's Chamber, a misnomer, while the other winds to intersect with the descending corridor. The Grand Gallery itself features an ingenious corbel halloed design and several cut "sockets" spaced at regular intervals along the length of each side of its raised base with a "trench" running along its centre length at floor level. What purpose these sockets served is unknown. An antechamber leads from the Grand Gallery to the King's Chamber.


          
            [image: Diagram of the interior structures of the great pyramid. The inner line indicates the pyramid's present profile, the outer line indicates the original profile.]

            
              Diagram of the interior structures of the great pyramid. The inner line indicates the pyramid's present profile, the outer line indicates the original profile.
            

          


          


          King's Chamber


          At the end of the lengthy series of entrance ways leading into the pyramid interior is the structure's main chamber, the King's Chamber. This chamber was originally 10 x 20 x 11.2 cubits, or about 5.25 m x 10.5 m x 6 m, comprising a double 10x10 cubit square, and a height equal to half the double square's diagonal. Some believe that this is consistent with the geometric methods for determining the Golden Ratio  (phi), which can be derived from other dimensions of the pyramid, such that if  had been the design objective, then  automatically follows to 'square the circle'.


          The sarcophagus of the King's Chamber was hollowed out of a single piece of Red Aswan granite and has been found to be too large to fit through the passageway leading to the chamber. Whether the sarcophagus was ever intended to house a body is unknown. It is too short to accommodate a medium height individual without the bending of the knees, a technique not practiced in Egyptian burial, and no lid was ever found. The King's Chamber contains two small shafts that ascend out of the pyramid. These shafts were once thought to have been used for ventilation, but this idea was eventually abandoned leaving Egyptologists to now conclude they were instead used for ceremonial purposes. It is now thought that they were to allow the Pharaoh's spirit to rise up and out to heaven.


          


          Queen's Chamber


          The Queen's Chamber is the middle and the smallest, measuring approximately 5.74 by 5.23 metres, and 4.57 metres in height. Its eastern wall has a large angular doorway or niche, Egyptologist Mark Lehner believes that the Queen's chamber was intended as a serdab, a structure found in several other Egyptian pyramids, and that the niche would have contained a statue of the interred. The Ancient Egyptians believed that the statue would serve as a "back up" vessel for the Ka of the Pharaoh, should the original mummified body be destroyed. The true purpose of the chamber, however, remains uncertain. The Queens Chamber has a pair of shafts similar to those in the King's Chamber, which were explored using a robot, Upuaut 2, created by the German engineer Rudolf Gantenbrink. In 1992, Upuaut 2 discovered that these shafts were blocked by limestone "doors" with two eroded copper handles. The National Geographic Society filmed the drilling of a small hole in the southern door only to find another larger door behind it. The northern passage, which was harder to navigate due to twists and turns, was also found to be blocked by a door.


          


          Unfinished chamber


          The "unfinished chamber" lies 90 ft below ground level and is rough-hewn, lacking the precision of the other chambers. This chamber is dismissed by Egyptologists as being nothing more than a simple change in plans in which they believe it was intended to be the original burial chamber but later King Khufu changed his mind wanting it to be higher up in the pyramid.


          


          Pyramid complex


          
            [image: Map of Giza pyramid complex.]

            
              Map of Giza pyramid complex.
            

          


          The Great Pyramid of Giza is the main part of a complex setting of buildings that included two mortuary temples in honour of Khufu (one close to the pyramid and one near the Nile), three smaller pyramids for Khufu's wives, an even smaller "satellite" pyramid, a raised causeway connecting the two temples, and small mastaba tombs surrounding the pyramid for nobles. One of the small pyramids contains the tomb of queen Hetepheres (discovered in 1925), sister and wife of Sneferu and the mother of Khufu. There was a town for the workers of Giza, including a cemetery, bakeries, a beer factory and a copper smelting complex. A few hundred metres south-west of the Great Pyramid lies the slightly smaller Pyramid of Khafre, one of Khufu's successors who is also commonly considered the builder of the Great Sphinx, and a few hundred metres further south-west is the Pyramid of Menkaure, Khafre's successor, which is about half as tall. In May 1954, 41 blocking stones were uncovered close to the south side of the Great Pyramid. They covered a 30.8 meter long rock-cut pit that contained the remains of a 43 meter long ship of cedar wood. In antiquity, it had been dismantled into 650 parts comprising 1224 pieces. This funeral boat of Khufu has been reconstructed and is now housed in a museum on the site of its discovery. A second boat pit was later discovered nearby.
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            [image: A false-color image of the Great Red Spot of Jupiter from Voyager 1. The white oval storm directly below the Great Red Spot has approximately the same diameter as the Earth. NASA image.]

            
              A false-colour image of the Great Red Spot of Jupiter from Voyager 1. The white oval storm directly below the Great Red Spot has approximately the same diameter as the Earth. NASA image.
            

          


          The Great Red Spot is a persistent anticyclonic storm on the planet Jupiter, 22 south of the equator, which has lasted for at least 178 years and possibly as long as 343 years or more. The storm is large enough to be visible through Earth-based telescopes. It was probably first observed by Giovanni Domenico Cassini, who described it around 1665. The spot has been noticeably red at times throughout its observed history, yet has not been appreciably red in the visible spectrum since a rather brief period in the mid 1970s.


          Storms such as this are not uncommon within the turbulent atmospheres of gas giants. Jupiter also has white ovals and brown ovals, which are lesser unnamed storms. White ovals tend to consist of relatively cool clouds within the upper atmosphere. Brown ovals are warmer and located within the "normal cloud layer". Such storms can last hours or centuries.


          Before the Voyager missions, astronomers were highly uncertain of the Red Spot's nature. Many believed it to be a solid or liquid feature on Jupiter's surface.


          


          Observation history


          
            [image: Image of Jupiter by Pioneer 10 in 1974, showing a more solid-looking spot than when shown by Voyager 1 in 1979]

            
              Image of Jupiter by Pioneer 10 in 1974, showing a more solid-looking spot than when shown by Voyager 1 in 1979
            

          


          The Great Red Spot appears at first to be remarkably stable, and most sources concur that it has been continuously observed for 300 years. However, the situation is more complex than that; the present spot was first seen only after 1830 and well-studied only after a prominent apparition in 1879. A long gap separates its period of current study after 1830 from its seventeenth-century discovery; whether the original spot dissipated and re-formed, whether it faded, or even if the observational record was simply poor are all unknown.


          For example its first sighting is often credited to Robert Hooke, who described a spot on the planet in May 1664; however, it is likely that Hooke's spot was in the wrong belt altogether (the North Equatorial Belt, versus the current Great Red Spot's location in the South Equatorial Belt). Much more convincing is Giovanni Cassini's description of a "permanent spot" the following year. With fluctuations in visibility, Cassini's spot was observed from 1665 to 1713; however, the 118-year observational gap makes the identity of the two spots inconclusive, and the older spot's shorter observational history and slower motion than the modern spot make their identity unlikely.


          A minor mystery concerns a Jovian spot depicted in a 1711 canvas by Donato Creti, which is exhibited in the Vatican. Part of a series of panels in which different (magnified) heavenly bodies serve as backdrops for various Italian scenes, and all overseen by the astronomer Eustachio Manfredi for accuracy, Creti's painting is the first known to depict the GRS as red. Worth noting is the fact that no Jovian feature was officially described as red before the late 1800s.


          
            [image: A wider view of Jupiter and the Great Red Spot as seen from Voyager 1 in 1979.]

            
              A wider view of Jupiter and the Great Red Spot as seen from Voyager 1 in 1979.
            

          


          On February 25, 1979, when the Voyager 1 spacecraft was 9.2 million km (5.7 million miles) from Jupiter it transmitted the first detailed image of the Great Red Spot back to Earth. Cloud details as small as 160 km (100 miles) across were visible. The colorful, wavy cloud pattern seen to the left (west) of the Red Spot is a region of extraordinarily complex and variable wave motion.


          
            [image: Time-lapse sequence from the approach of Voyager I to Jupiter, showing the motion of atmospheric bands, and circulation of the Great Red Spot. NASA image.]

            
              Time-lapse sequence from the approach of Voyager I to Jupiter, showing the motion of atmospheric bands, and circulation of the Great Red Spot. NASA image.
            

          


          At the start of 2004, the Great Red Spot had approximately half the longitudinal extent it had a century ago, when it reached a size of 40,000km. At the present rate of reduction it would become circular by 2040, although this is unlikely because of the distortion effect of the neighboring jet streams. It is not known how long the spot will last, or whether the change is a result of normal fluctuations.


          A smaller spot, designated Oval BA, formed recently from the merger of three white ovals, has turned reddish in colour. Astronomers have christened it the Little Red Spot or Red, Jr. As of June 5, 2006, the Great Red Spot and Oval BA appeared to be approaching convergence. The storms pass each other about every two years, but the passings of 2002 and 2004 did not produce anything exciting. But Dr. Amy Simon-Miller, of the Goddard Space Flight Centre, predicted the storms would have their closest passing on July 4, 2006. Simon-Miller had been working with Dr. Imke de Pater and Dr. Phil Marcus of UC Berkeley, and a team of professional astronomers since April, studying the storms using the Hubble Space Telescope. On July 20, the two storms were photographed passing each other by the Gemini Observatory without converging. In May 2008 a third storm turned red.


          The Great Red Spot should not be confused with the Great Dark Spot, a feature observed near the northern pole of Jupiter in 2000 with the CassiniHuygens spacecraft. Note that a feature in the atmosphere of Neptune was also called the Great Dark Spot. The latter feature was imaged by Voyager 2 in 1989, and may have been an atmospheric hole rather than a storm and it was no longer present as of 1994 (although a similar spot had appeared farther to the north).


          


          Structure


          
            [image: Approximate size comparison of Earth and the Great Red Spot.]

            
              Approximate size comparison of Earth and the Great Red Spot.
            

          


          The oval object rotates counterclockwise, with a period of about six Earth days or 14 Jovian days. The Great Red Spot's dimensions are 2440,000 km west to east and 1214,000 km south to north. It is large enough to contain two or three planets the size of Earth. The cloudtops of this storm are about 8 km above the surrounding cloudtops.


          Infrared data has long indicated that the Great Red Spot is colder (and thus, higher in altitude) than most of the other clouds on the planet. Furthermore, careful tracking of atmospheric features revealed the spot's counterclockwise circulation as far back as 1966, observations dramatically confirmed by the first time-lapse movies from the Voyager flybys. The spot is confined by a modest eastward jet stream to its south and a very strong westward one to its north. Though winds around the edge of the spot peak at ~120 m/s (430 km/h), currents inside it seem stagnant, with little inflow or outflow. The rotation period of the spot has decreased with time, perhaps as a direct result of its steady reduction in size.


          
            [image: Color animation of Jupiter's cloud motion.]

            
              Colour animation of Jupiter's cloud motion.
            

          


          The Great Red Spot's latitude has been stable for the duration of good observational records, typically varying by about a degree. Its longitude, however, is subject to constant variation. Because Jupiter does not rotate uniformly, astronomers had defined three different systems for defining the longitude. System II is used for longitudes of more than 10, and was originally based on the average rotation rate of the Great Red Spot of 9h55m42s. Despite this, however, the spot has "lapped" the planet in System II at least 10 times since the early nineteenth century. Its drift rate has changed dramatically over the years and has been linked to the brightness of the South Equatorial Belt, and the presence or absence of a South Tropical Disturbance.


          It is not known exactly what causes the Great Red Spot's reddish color. Theories supported by laboratory experiments suppose that the colour may be caused by complex organic molecules, red phosphorus, or yet another sulphur compound, but a consensus has yet to be reached.


          
            [image: An animation of the Great Red Spot]

            
              An animation of the Great Red Spot
            

          


          The Great Red Spot varies greatly in hue, from almost brick-red to pale salmon, or even white. In fact, the spot occasionally "disappears", becoming evident only through the Red Spot Hollow, which is its niche in the South Equatorial Belt (SEB). Interestingly, its visibility is apparently coupled to the SEB; when the belt is bright white, the spot tends to be dark, and when it is dark, the spot is usually light. These periods when the spot is dark or light occur at irregular intervals; as of 1997, during the preceding 50 years, the spot was darkest in the periods 1961-66, 1968-75, 1989-90, and 1992-93.


          


          Mechanics


          As the hot gases that comprise Jupiter's atmosphere rise from lower levels to higher levels, eddies form and converge. As cooler gas falls back, the Coriolis force causes swirling motion across a region that may be many kilometers in diameter. These eddies can last for a long time, because there is no solid surface to provide friction and because colder cloud tops above the eddy allow little energy to escape by radiation. Once formed, such eddies are free to move, merging with or affecting the behaviour of other storm systems in the atmosphere. It is theorized that this mechanism formed the Great Red Spot. According to this theory, many adjacent eddies are engulfed and merge with the spot, adding to the energy of the storm and contributing to its longevity.
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            [image: The Sinai Peninsula at center and the Dead Sea and Jordan River valley above]

            
              The Sinai Peninsula at centre and the Dead Sea and Jordan River valley above
            

          


          The Great Rift Valley is a name given in the late 19th century by English explorer John Walter Gregory to the continuous geographic trough, approximately 6,000 kilometres (3,700 mi) in length, that runs from northern Syria in Southwest Asia to central Mozambique in East Africa. The name continues in some usages, although it is today considered geologically imprecise as it includes what are today regarded as separate, although related rift and fault systems. Today, the term is most often used to refer to the valley of the East African Rift, the divergent plate boundary which extends from the Afar Triple Junction southward across eastern Africa, and is in the process of splitting the African Plate into two new separate plates. Geologists generally refer to these incipient plates as the Nubian and Somalian subplates or protoplates.


          


          Geography


          The Great Rift Valley as originally described by Gregory extends from Lebanon in the north to Mozambique in the south, and constitutes one of two distinct physiographic provinces of the East African Highlands physiographic division. The northernmost part of the Rift, today called the Dead Sea Transform or Rift, forms the Beqaa Valley in Lebanon separating the Lebanon Mountains and Anti-Lebanon Mountains. Further south it is known as the Hula Valley separating the Galilee mountains and the Golan Heights. The Jordan River begins here and flows southward through Lake Hula into the Sea of Galilee in Israel, then continues south through the Jordan Valley into the Dead Sea on the Israeli-Jordanian border. From the Dead Sea southwards, the Rift is occupied by the Wadi Arabah, then the Gulf of Aqaba, and then the Red Sea. Off the southern tip of Sinai in the Red Sea, the Dead Sea Transform meets the Red Sea Rift which runs the length of the Red Sea. The Red Sea Rift comes ashore to meet the East African Rift and the Aden Ridge in the Afar Depression of East Africa. The junction of these three rifts is called the Afar Triple Junction.


          
            [image: The Jordan Rift Valley from space]

            
              The Jordan Rift Valley from space
            

          


          In eastern Africa the valley divides into two, the Western Rift Valley and the Eastern Rift Valley.


          The Western Rift, also called the Albertine Rift, is edged by some of the highest mountains in Africa, including the Virunga Mountains, Mitumba Mountains, and Ruwenzori Range. It contains the Rift Valley lakes, which include some of the deepest lakes in the world (up to 1,470 meters deep at Lake Tanganyika). Lake Victoria, the second largest area freshwater lake in the world, is considered part of the Rift Valley system although it actually lies between the two branches. All of the African Great Lakes were formed as the result of the rift, and most lie within its rift valley.


          In Kenya the valley is deepest to the north of Nairobi. As the lakes in the Eastern Rift have no outlet to the sea and tend to be shallow they have a high mineral content as the evaporation of water leaves the salts behind. For example, Lake Magadi has high concentrations of soda ( sodium carbonate) and Lake Elmenteita, Lake Bogoria, and Lake Nakuru are all strongly alkaline, while the freshwater springs supplying Lake Naivasha are essential to support its current biological variety.


          
            [image: Map of East Africa showing some of the historically active volcanoes (red triangles) and the Afar Triangle (shaded, center) — a triple junction where three plates are pulling away from one another: the Arabian Plate, and the two parts of the African Plate (the Nubian and the Somalian) splitting along the East African Rift Zone (USGS).]

            
              Map of East Africa showing some of the historically active volcanoes (red triangles) and the Afar Triangle (shaded, centre)  a triple junction where three plates are pulling away from one another: the Arabian Plate, and the two parts of the African Plate (the Nubian and the Somalian) splitting along the East African Rift Zone (USGS).
            

          


          


          Discoveries in human evolution


          The Rift Valley in East Africa has been a rich source of fossils that allow study of human evolution, especially in an area known as Piedmont.


          Because the rapidly eroding highlands have filled the valley with sediments, a favorable environment for the preservation of remains has been created. The bones of several hominid ancestors of modern humans have been found there, including those of " Lucy", a nearly complete australopithecine skeleton, which was discovered by anthropologist Donald Johanson. Richard and Mary Leakey have also done significant work in this region.


          More recently, 2 other hominid ancestors have been discovered there: a 10-million-years-old ape called Chororapithecus abyssinicus, found in the Afar rift, in eastern Ethiopia, and the Nakalipithecus nakayamai, who is also 10 million years old.
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                [image: Great Salt Lake - Satellite photo in summer 2003 after five years of drought, reaching near-record lows.]


                
                  Satellite photo in summer 2003 after five years of drought, reaching near-record lows.
                

              
            


            
              	Location

              	Utah
            


            
              	Coordinates

              	
            


            
              	Lake type

              	endorheic, hypersaline
            


            
              	Primary inflows

              	Bear, Jordan, Weber rivers
            


            
              	Catchment area

              	21,500 sq mi (55,685 km)
            


            
              	Basin countries

              	United States
            


            
              	Max. length

              	75 mi (120 km)
            


            
              	Max. width

              	28 mi (45 km)
            


            
              	Surface area

              	~1,700 sq mi (~4,400 km)
            


            
              	Average depth

              	14 ft (4.3 m)
            


            
              	Max. depth

              	33 ft (10 m) average, high of 45 ft in 1987, low of 24 ft in 1963
            


            
              	Surface elevation

              	historical average of 4,200 feet (1,283m), 4,196.6 feet (1,279m) as of 2006 August 24
            


            
              	Islands

              	8-15 (variable, see Islands)
            


            
              	Settlements

              	Salt Lake and Ogden metropolitan areas.
            

          


          Great Salt Lake, located in the northern part of the U.S. state of Utah, is the largest salt lake in the western hemisphere, the fourth-largest terminal lake in the world, and the 37th largest lake on Earth. In an average year the lake covers an area of around 1,700 square miles (4,400km), but the lake's size fluctuates substantially due to its shallowness. For instance, in 1963 it reached its lowest recorded level at 950 square miles (2,460km), but in 1987 the surface area was at the historic high of 3,300 square miles(8,547km).


          The lake is the largest remnant of Lake Bonneville, a pluvial lake which covered much of western Utah in prehistoric times. Great Salt Lake is endorheic (has no outlet besides evaporation) and has very high salinity, far saltier than sea water. The Jordan, Weber, and Bear rivers (the three major tributaries) deposit around 1.1 million tons of minerals in the lake each year, and the balance of evaporated water is mineral-free, concentrating the lake further. Because of its unusually high salt concentration, most people can easily float in the lake as a result of the higher density of the water, particularly in the saltier north arm of the lake, Gunnison Bay. The lake's shallow, warm waters cause frequent, sometimes heavy lake-effect snows during late fall, early winter, and spring.


          Although it has been called "America's Dead Sea", the lake provides habitat for millions of native birds, brine shrimp, shorebirds, and waterfowl, including the largest staging population of Wilson's Phalarope in the world.


          


          Origin


          Great Salt Lake is a remnant of a much larger prehistoric lake called Lake Bonneville which, at its peak surface area, was nearly as large as Lake Michigan and significantly deeper, covering roughly ten times the area of Great Salt Lake and over 1,000 feet (305m) deep. It covered much of present-day Utah and small portions of Idaho and Nevada during the Pleistocene Epoch, more commonly known as the Great Ice Age, between 32,000 and 14,000 years ago. With the change in climate, the lake began drying up, leaving Great Salt Lake, Utah Lake, Sevier Lake, Rush Lake, and Little Salt Lake as remnants.


          


          Geography
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              Great Salt Lake from airspace over Salt Lake City
            

          


          Great Salt Lake lends its name to Salt Lake City, originally named "Great Salt Lake City" by then- President of The Church of Jesus Christ of Latter-day Saints (also known as the Mormon or LDS Church) Brigham Young, who led a group of Mormon Pioneers to the Salt Lake Valley southeast of the lake on July 24, 1847.


          Salt Lake City and its suburbs are located to the southeast and east of the lake, between the lake and the Wasatch Mountains, but land around the north and west shores is almost uninhabited. The Bonneville Salt Flats lie to the west, and the Oquirrh and Stansbury Mountains rise to the south.


          The Great Salt Lake is fed by three major rivers and several minor streams. The three major rivers are each fed directly or indirectly from the Uinta Mountain range in northeastern Utah. The Bear River starts on the north slope of the Uintas and flows north past Bear Lake, into which some of Bear River's waters have been diverted via a man-made canal into the lake, but later empty back into the river by means of the Bear Lake Outlet. The river then turns south in southern Idaho and eventually flows into the northeast arm of the Great Salt Lake. The Weber River also starts on the north slope of the Uinta Mountains and flows into the east edge of the lake. The Jordan River does not receive its water directly from the Uintas, rather it flows from freshwater Utah Lake, which itself is fed primarily by the Provo River; the Provo River does originate in the Uintas, a few miles from the Weber and Bear. The Jordan flows from the north part of Utah Lake into the southeast corner of the Great Salt Lake.


          A railroad line  the Lucin Cutoff  runs across the lake, crossing the southern end of Promontory Peninsula. The mostly-solid causeway supporting the railway divides the lake into three portions: the northeast arm, northwest arm, and southern. This causeway prevents the normal mixing of the waters of the lake due to the fact that there are only three 100-foot breaches. Since there are no rivers, with the exception of a few minor streams, flowing directly into the northwest arm, Gunnison Bay, it is now substantially saltier than the rest of the lake.


          Categorically stating the number of islands is difficult, as the method used to determine what is an island is not necessarily the same in each source. Since the water level of the lake can vary greatly between years, what may be considered an island in a high water year may be considered a peninsula in another, or an island in a low water year may be covered during another year. According to the U.S. Dept of the Interior / U.S. Geological Survey, "there are eight named islands in the lake that have never been totally submerged during historic time. All have been connected to the mainland by exposed shoals during periods of low water." In addition to these eight islands, the lake also contains a number of small islands, rocks, or shoals which become fully or partially submerged at high water levels.


          The Utah Geological Survey, on the other hand, states "the lake contains 11 recognized islands, although this number varies depending on the level of the lake. Seven islands are in the southern portion of the lake and four in the northwestern portion."


          The size and whether or not they are counted as islands during any particular year depends mostly on the level of the lake. From largest to smallest, they are Antelope, Stansbury, Fremont, Carrington, Dolphin, Cub, Badger, Strongs Knob, Gunnison, Goose, Browns, Hat (Bird), Egg Island, Black Rock and White Rock. Dolphin, Gunnison, Cub, and Strongs Knob are in the northwest arm, and the rest are in the southern portion. There are also a number of small, unnamed islands.


          
            [image: Sunset viewed from the western shore of Antelope Island. Carrington Island is visible in the distance.]

            
              Sunset viewed from the western shore of Antelope Island. Carrington Island is visible in the distance.
            

          


          Black Rock, Antelope Island, White Rock, Egg Island, Fremont Island, and the Promontory mountain range are each extensions of the Oquirrh Mountain Range, which dips beneath the lake at its southeastern shore. Stansbury, Carrington, and Hat Islands are extensions of the Stansbury mountain range, and Strongs Knob is an extension of the Lakeside Mountains which run along the lake's western shore. The lake is deepest in the area between these island chains, measured by Howard Stansbury in 1850 at about 35 feet (10.7m) deep, and an average depth of 13 feet (4m). When the water levels are low, Antelope Island becomes connected to the shore as a peninsula, as do Goose, Browns and some of the other islands. Stansbury Island and Strongs Knob remain peninsulas unless the water level rises above average. At high levels, some of the smaller islands become completely submerged.


          


          Lake-effect


          Due to the warm waters of the Great Salt Lake, lake-effect snow is a frequent phenomenon of the lake. Cold north, northwest, or west winds generally blow across the lake following the passage of a cold front, and the temperature difference between the warm lake and the cool air can form clouds that lead to precipitation downwind of the lake. It is typically heaviest from eastern Tooele County east and north into central Davis County. It can deposit highly localized but excessive snowfall amounts, generally with a narrow band of snow highly dependent on the direction the wind is blowing.


          The lake-effect snows are more likely to occur in late fall, early winter, and during spring due to the higher temperature differences between the lake and the air above it. The water is generally too cold to support lake-effect snow during mid-winter, since the lake temperatures usually fall to near the freezing point. During summer, the temperature differences can form thunderstorms that form over the lake and drift eastward along the northern Wasatch Front. Some rainstorms may also be partially contributed due to the lake-effect in fall and spring. It is estimated that approximately 6-8 lake-effect snowstorms occur in a year, and that 10% of the average precipitation of Salt Lake City can be attributed to the lake-effect.


          


          Hydrology
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          Water levels have been recorded since 1875, averaging about 4,200 feet (1,280m) above sea level. Since the Great Salt Lake is a shallow lake with gently sloping shores around all edges except on the south side, small variations in the water level can greatly affect the extent of the shoreline. The water level can rise dramatically in wet years and fall during drought years. The water level is also affected by the amount of water flow diverted for agricultural and urban uses. The Jordan and Weber rivers are particularly diverted for other uses. In the 1880s Grove Karl Gilbert predicted that the lake  then in the middle of many years of recession  would virtually disappear except for a small remnant between the islands.


          Great Salt Lake differs in elevation between the south and north parts. The Union Pacific Railroad causeway divides the lake into two parts. The water-surface elevation of the south part of the lake is usually 0.5 to 2 feet higher than that of the north part because most of the inflow to the lake is to the south part.


          


          West Desert pumping project


          Record high water levels in the 1980s caused massive property damage for owners on the eastern side of the lake, and started to erode the base of Interstate80. In response, the State of Utah built the West Desert pumping project on the western side of the lake, featuring a pumping station at Hogup Ridge, containing three pumps with a combined capability of releasing 1.5 million gallons-per-minute; a 4.1 mile outlet canal, an inlet canal, which allowed water from the Newfoundland Evaporation Basin to return to Great Salt Lake; 25 miles of dikes, and a 10-mile access road between the railroad town of Lakeside and the pumping station.


          The project was designed to increase the surface area of the Great Salt Lake, and therefore the rate of evaporation. The pumps released Great Salt Lake's waters into the 320,000 acre (1300 km) Newfoundland Evaporation Basin in the west desert. A weir in the dike at the south end of the Newfoundland Mountains regulated the level of water in the basin, and returned salty water from the basin to the main body of Great Salt Lake.


          At the end of their first year in operation, the pumps had released around 500,000 acre feet (0.6 km) of water. The project was shut down in June of 1989, as the lake had dropped almost 6 feet (2 m) since reaching its peak in June 1986 and March 1987. The Utah Division of Water Resources credits the project with "over one-third of that decline." In total, the pumps released 2.73 million acre feet (3.4 km) of water while they operated. Although the pumps are not currently in use, they are maintained in the event the lake rises to those levels again.


          


          Salinity


          Most of the salts dissolved in the lake and deposited in the desert flats around it reflect the concentration of solutes by evaporation; Lake Bonneville itself was fresh enough to support populations of fish. More salt is added yearly via rivers and streams, though the amount is much less than the relict salt from Bonneville.


          The salinity of Great Salt Lake is highly variable, and depends on the lake's level; it ranges from 5 to 27%, or (or 50-270 ppt). For comparison, the average salinity of the world ocean is 3.5% (35 ppt). The ionic composition is similar to seawater, much more so than the Dead Sea's water; compared to the ocean, Great Salt Lake's waters are slightly enriched in potassium, and depleted in calcium.


          


          Ecosystem


          The high salinity of the lake makes it uninhabitable for all but a few species, including brine shrimp, brine flies, and several forms of algae. The brine flies have an estimated population of over one hundred billion, and serve as the main source of food for many of the birds which migrate to the lake. However, the fresh- and salt-water wetlands along the eastern and northern edges of the Great Salt Lake provide critical habitat for millions of migratory shorebirds and waterfowl in western North America. These marshes account for approximately 75% of the wetlands in Utah. Some of the birds that depend on these marshes include: Wilson's phalarope, red-necked phalarope, American avocet, black-necked stilt, marbled godwit, snowy plover, western sandpiper, long-billed dowitcher, tundra swan, American white pelican, white-faced ibis, California gull, eared grebe, peregrine falcon, bald eagle, plus large populations of various ducks and geese.
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          There are twenty-seven private duck clubs, seven state waterfowl management areas, and a large federal bird refuge on Great Salt Lake's shores. Wetland/wildlife management areas include the Bear River Migratory Bird Refuge; Gillmor Sanctuary; Great Salt Lake Shorelands Preserve; Salt Creek, Public Shooting Grounds, Harold Crane, Locomotive Springs, Ogden Bay, Timpie Springs and Farmington Bay Waterfowl Management Areas.


          Several small islands in the lake provide critical nesting areas for various birds. Access to Hat, Gunnison and Cub islands is strictly limited by the State of Utah in an effort to protect nesting colonies of American white pelican (Pelecanus erythrorhynchos).


          There are no fish in the Great Salt Lake because of the high salinity. The only aquatic animals able to live in the lake are tiny brine shrimp (Artemia franciscana). Their tiny, hard-walled eggs or cysts (diameter of about 200 micrometers) are harvested in quantity during the fall and early winter. They are fed to prawns in Asia, sold as novelty " Sea-Monkeys," sold either live or dehydrated in pet stores as a fish food, and used in testing of toxins, drugs, and other chemicals. There are also two species of salt flies and some bacteria and algae.


          Salinity differences between the sections of the lake separated by the railroad causeway result in significantly different biota. A phytoplankton community dominated by blue-green or green algae tint the water south of the causeway a greenish colour. North of the causeway, the lake is dominated by Dunaliella salina, a species of algae which releases beta-carotene, and the bacteria-like haloarchaea which together give the water an unusual reddish or purplish colour. These colour differences are especially noticeable in satellite photographs. Although brine shrimp can be found in the arm of the lake north of the causeway, studies conducted by the Utah Division of Wildlife Resources indicate that these are likely transient. Populations of brine shrimp are mostly restricted to the lake's south arm.


          


          Pink Floyd the flamingo


          A solitary Chilean flamingo named Pink Floyd wintered at the Great Salt Lake. He escaped from Salt Lake City's Tracy Aviary in 1987 and lived in the wild, eating brine shrimp and socializing with gulls and swans. (Pink Floyd is often referred to as a "he", although the bird's gender is not actually known.) A group of Utah residents suggested petitioning the state to release more flamingos in an effort to keep Floyd company and as a possible tourist attraction. Wildlife biologists resisted these efforts, saying that deliberate introduction of a non-native species would be ecologically unsound and might have detrimental consequences. Pink Floyd was last seen in Idaho (where he was known to migrate to) in 2005. He has not been seen since that time and is presumed to not have survived the winter of 2005-2006.


          


          Elevated mercury levels


          U.S. Geological Survey and U.S. Fish & Wildlife researchers, originally studying selenium levels in the lake, discovered some of the highest levels of methyl-mercury they have ever seen, at 25 nanograms per liter of water. For comparison, a fish consumption advisory was issued at the Florida Everglades after water there was found to contain 1 nanogram per liter.


          This prompted further studies and a health advisory warning hunters not to eat Common Goldeneye or Northern Shoveler, two species of duck found in the lake. It has been stated that this does not pose a risk to other recreational users of the lake.


          After later studies were conducted with a larger number of birds, the advisories were revised and another was added for cinnamon teal. Seven other species of duck were studied and found to have levels of mercury below EPA guidelines, thus being determined safe to eat.


          


          Commerce
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          The lake's north arm contains deposits of oil, but it is of poor quality and not economically feasible to extract and purify. As of 1993, around 3,000 barrels of crude oil had been produced from shallow wells along the shore.


          Solar evaporation ponds at the edges of the lake produce salts and brine (water with high salt quantity). Minerals extracted from the lake include: sodium chloride (common salt), used in water softeners, salt lick blocks for livestock, and to melt ice on local roadways; potassium sulfate (potash), used as a commercial fertilizer; magnesium-chloride brine, used in the production of magnesium metal, chlorine gas, and as a dust suppressant. Food-grade salt is not produced from the lake, as it would require further costly processing to ensure its purity. Mineral-extraction companies operating on the lake pay royalties on their products to the State of Utah, which owns the lake.


          The harvest of brine shrimp cysts during fall and early winter has developed into a significant local industry, with cysts selling for as high as $35 a pound. Brine shrimp were first harvested during the 1950s and sold as commercial fish food. In the 1970s the focus changed to their eggs, known as cysts, which were sold primarily outside of the United States to be used as food for shrimp, prawns, and some fish. Today, these are mostly sold in the Orient and South America. The amount of cysts and the quality are affected by several factors, but salinity is most important. The cysts will hatch at 2 to 3% salinity, but the greatest productivity is at salinities above about 10%. If the salinity drops near 5 to 6%, the cysts will lose buoyancy and sink, making them more difficult to harvest.


          A large resort called Saltair has been operated on the southern shore of the lake off and on for many years. Rising and lowering water levels have affected Saltair, and it has burned down twice. Currently it serves as a concert venue. The new resort built in 1981 after large fires completely destroyed the second and largest in the 1960s, is but a skeleton of the resort's former grandeur.


          Dramatically fluctuating lake levels have inhibited the creation and success of tourist-related developments. There is a problem with pollution of the lake by industrial and urban effluent. Also, especially when the waters are low, decay of insects and other wildlife give the shore of the lake a distinctive odour, which may keep some tourists from coming near the lake. Despite these issues, the lake remains one of Utah's largest tourist attractions. Antelope Island State Park is a popular tourist destination that offers panoramic views of the lake, hiking and biking trails, wildlife viewing and access to beaches.
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          The Great Spotted Woodpecker (Dendrocopos major) is a member of the woodpecker family, Picidae.


          


          Habitat


          It is distributed throughout Europe and northern Asia. It is largely resident except in the colder regions of its range.


          It is an inhabitant of woodlands and parks, depending for food and nesting sites upon old trees. It is often an inconspicuous bird, in spite of the plumage. The large white shoulder patch is a feature that catches the eye.


          


          Description
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          Great Spotted Woodpecker is 23-26 cm long, with a 38-44 cm wingspan. The upper parts of the male are glossy black, with a crimson spot on the nape and white on the sides of the face and neck. On the shoulder is a large white patch and the flight feathers are barred with black and white. The three outer tail feathers are barred; these show when the short stiff tail is outspread, acting as a support in climbing. The under parts are buffish white, the abdomen and under tail coverts crimson. The bill is slate black and the legs greenish grey,


          The female has no crimson on the nape, and in the young this nape spot is absent, but the crown is crimson. It may be distinguished from the smaller Lesser Spotted Woodpecker by the crimson on the abdomen.


          There are several subspecies, including the prehistoric P. m. submajor which lived during the last ice age.


          


          Behaviour


          When hidden by the foliage, its presence is often advertised by the mechanical drumming, a vibrating rattle, produced by the rapidly repeated blows of strong bill upon a trunk or branch. This is not merely a mating call or challenge, but a signal of either sex. It is audible from a great distance, depending on the wind and the condition of the wood, a hollow bough naturally producing a louder note than living wood. The call is a sharp quet, quet.


          Listen to a Great Spotted Woodpecker drumming


          In summer the food mainly consists of those insects which bore into or otherwise damage the timber of forest trees such as the larvae of wood boring moths and beetles.


          The woodpecker usually alights on the trunk, working upwards, from side to side, but sometimes will perch in passerine style, when it sits well upright. During the ascent it taps the bark, breaking off fragments, but often extracts its prey from crevices with the tip of its sticky tongue. Beechmast, acorns, nuts and berries are eaten when insect food is scarce.


          Its actions are jerky, and it hops rather than climbs, leaping forward with one foot just in advance of the other. When a space is crossed the flight is easy and undulating.


          The nesting hole, neat and round, is bored in soft or decaying wood horizontally for a few inches, then perpendicularly down. At the bottom of a shaft, usually from six to twelve inches in depth, a small chamber is excavated, where on wood chips the creamy white eggs, five to seven in number, are laid in the second half of May.


          The hole is rarely used again, but not infrequently other holes are bored in the same tree. Almost any tree sufficiently rotten is used. The young, when the parents are feeding them, cluster at the mouth of the hole and keep a continuous chatter, but when alarmed slip back into the hole.
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          The Great Tit, Parus major, is a passerine bird in the tit family Paridae. It is a widespread and common species throughout Europe and Asia in any sort of woodland. It is resident, and most Great Tits do not migrate.


          Great Tits are easy to recognize, large in size at 14cm, with a broad black line (broader in the male) down its otherwise yellow front. The neck and head are black with white cheeks and ear coverts. Upper parts are olive. It has a white wingbar and outer tail feathers. In young birds the black is replaced by brown, and the white by yellow.


          Great Tits come in many races, but they fall into three groups. Great Tits in temperate Europe and Asia are essentially green above and yellow below. Great Tits in China, Korea, Japan and southeastern Russia are green above and white or yellow-tinged white below, and birds in India and south-east Asia are grey above and whitish below.


          It is, like other tits, a vocal bird, and has a large variety of calls, of which the most familiar is a "teacher, teacher", also likened to a squeaky wheelbarrow wheel. In the 1st Movement of Bruckner's 4th Symphony several Great Tit songs are strung together in a very realistic manner. Interestingly, Great Tits from the two south Asian groups of races do not recognize the calls of the temperate Great Tits, and they may be a separate species.


          Any hole will do for a nest, and it will readily take to nest boxes. The number in the clutch is often very large, but seven or eight white spotted red eggs are normal, with bigger clutches being laid by two or even more hens. The bird is a close sitter, hissing when disturbed.


          Great Tits are primarily insectivores. They prefer protein rich caterpillars during breeding season to feed their young. A study published in 2007 found that Great Tits helped to reduce caterpillar damage in apple orchards by 50%. In England, Great Tits learned to break the foil caps sealing bottles of milk that had been delivered to homes to obtain the cream floating on top.


          This is a common and popular European garden bird, due to its acrobatic performances when feeding on nuts or seed. It will join winter tit flocks with other species.
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          The Great Wall of China ( simplified Chinese: 长t; traditional Chinese: 長城; pinyin: Chngchng; literally "Long wall") or ( simplified Chinese: 万里长城; traditional Chinese: 萬里長城; pinyin: Wnlǐ Chngchng; literally "The long wall of 10,000 Li (里)") is a series of stone and earthen fortifications in China, built, rebuilt, and maintained between the 6th century BC and the 16th century to protect the northern borders of the Chinese Empire from Xiongnu attacks during the rule of successive dynasties. Several walls, referred to as the Great Wall of China, were built since the 5th century BC. The most famous is the wall built between 220200 BC by the first Emperor of China, Qin Shi Huang; little of it remains; it was much farther north than the current wall, which was built during the Ming Dynasty.


          The Great Wall stretches over approximately 6,400 km (4,000 miles) from Shanhaiguan in the east to Lop Nur in the west, along an arc that roughly delineates the southern edge of Inner Mongolia, but stretches to over 6,700 km (4,160 miles) in total. At its peak, the Ming Wall was guarded by more than one million men. It has been estimated that somewhere in the range of 2 to 3 million Chinese died as part of the centuries-long project of building the wall.
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            [image: Great Wall of the Qin Dynasty]

            
              Great Wall of the Qin Dynasty
            

          


          
            [image: Great Wall of the Han Dynasty]

            
              Great Wall of the Han Dynasty
            

          


          
            [image: Great Wall of the Ming Dynasty]

            
              Great Wall of the Ming Dynasty
            

          


          
            [image: Map of the whole wall constructions]

            
              Map of the whole wall constructions
            

          


          The Chinese were already familiar with the techniques of wall-building by the time of the Spring and Autumn Period, which began around the 7th century BC. During the Warring States Period from the 5th century BC to 221 BC, the states of Qi, Yan and Zhao all constructed extensive fortifications to defend their own borders. Built to withstand the attack of small arms such as swords and spears, these walls were made mostly by stamping earth and gravel between board frames. Qin Shi Huang conquered all opposing states and unified China in 221 BC, establishing the Qin Dynasty. Intending to impose centralized rule and prevent the resurgence of feudal lords, he ordered the destruction of the wall sections that divided his empire along the former state borders. To protect the empire against intrusions by the Xiongnu people from the north, he ordered the building of a new wall to connect the remaining fortifications along the empire's new northern frontier. Transporting the large quantity of materials required for construction was difficult, so builders always tried to use local resources. Stones from the mountains were used over mountain ranges, while rammed earth was used for construction in the plains. There are no surviving historical records indicating the exact length and course of the Qin Dynasty walls. Most of the ancient walls have eroded away over the centuries, and very few sections remain today. Later, the Han, Sui, Northern and Jin dynasties all repaired, rebuilt, or expanded sections of the Great Wall at great cost to defend themselves against northern invaders.


          The Great Wall concept was revived again during the Ming Dynasty following the Ming army's defeat by the Oirats in the Battle of Tumu in 1449. The Ming had failed to gain a clear upper-hand over the Manchurian and Mongolian tribes after successive battles, and the long-drawn conflict was taking a toll on the empire. The Ming adopted a new strategy to keep the nomadic tribes out by constructing walls along the northern border of China. Acknowledging the Mongol control established in the Ordos Desert, the wall followed the desert's southern edge instead of incorporating the bend of the Huang He.
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          Unlike the earlier Qin fortifications, the Ming construction was stronger and more elaborate due to the use of bricks and stone instead of rammed earth. As Mongol raids continued periodically over the years, the Ming devoted considerable resources to repair and reinforce the walls. Sections near the Ming capital of Beijing were especially strong.


          Towards the end of the Shun Dynasty, the Great Wall helped defend the empire against the Manchu invasions that began around 1600. Under the military command of Yuan Chonghuan, the Ming army held off the Manchus at the heavily fortified Shanhaiguan pass, preventing the Manchus from entering the Liaodong Peninsula and the Chinese heartland. The Manchus were finally able to cross the Great Wall in 1644, when the gates at Shanhaiguan were opened by Wu Sangui, a Ming border general who disliked the activities of rulers of the Shun Dynasty. The Manchus quickly seized Beijing, and defeated the newly founded Shun Dynasty and remaining Ming resistance, to establish the Qing Dynasty.


          Under Qing rule, China's borders extended beyond the walls and Mongolia was annexed into the empire, so construction and repairs on the Great Wall were discontinued. A counterpart wall to the Great Wall in the south was erected to protect and divide the Chinese from the 'southern barbarians' called Miao (meaning barbaric and nomadic).


          


          Notable areas
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          The following three sections are in Beijing municipality, which were renovated and which are regularly visited by modern tourists today.


          
            	"North Pass" of Juyongguan pass, known as the Badaling. When used by the Chinese to protect their land, this section of the wall has had many guards to defend Chinas capital [Beijing]. Made of stone and bricks from the hills, this portion of the Great Wall is 7.8meters (25.6ft) high and 5meters (16.4ft) wide.


            	One of the most striking sections of the Ming Great Wall is where it climbs extremely steep slopes. It runs 11kilometers (7mi) long, ranges from 5 to 8 meters (1626ft) in height, and 6meters (19.7ft) across the bottom, narrowing up to 5meters (16.4ft) across the top. Wangjinglou is one of Jinshanling's 67 watchtowers, 980meters (3,215ft) above sea level.


            	South East of Jinshanling, is the Mutianyu Great Wall which winds along lofty, cragged mountains from the southeast to the northwest for approximately 2.25 kilometers (about 1.3 miles). It is connected with Juyongguan Pass to the west and Gubeikou to the east.


            	25 km west of the Liao Tian Ling stands of part of Great wall which is only 2~3 stories high. According to the records of Lin Tian, the wall was not only extremely short compared to others, but it appears to be silver. Archeologists explain that the wall appears to be silver because the stone they used were from Shan Xi, where many mines are found. The stone contains extremely high metal in it causing it to appear silver. However, due to years of decay of the Great Wall, it is hard to see the silver part of the wall today.

          


          Another notable section lies near the eastern extremity of the wall, where the first pass of the Great Wall was built on the Shanhaiguan (known as the Number One Pass Under Heaven), the first mountain the Great Wall climbs. Jia Shan is also here, as is the Jiumenkou, which is the only portion of the wall that was built as a bridge. Shanhaiguan Great Wall is called the Museum of the Construction of the Great Wall, because of the Meng Jiang-Nu Temple, built during the Song Dynasty.


          


          Characteristics
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          Before the use of bricks, the Great Wall was mainly built from Earth or Taipa, stones, and wood.


          During the Ming Dynasty, however, bricks were heavily used in many areas of the wall, as were materials such as tiles, lime, and stone. The size and weight of the bricks made them easier to work with than earth and stone, so construction quickened. Additionally, bricks could bear more weight and endure better than rammed earth. Stone can hold under its own weight better than brick, but is more difficult to use. Consequently, stones cut in rectangular shapes were used for the foundation, inner and outer brims, and gateways of the wall. Battlements line the uppermost portion of the vast majority of the wall, with defensive gaps a little over 30 cm (one foot) tall, and about 23 cm (9 inches) wide.


          


          Condition
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          While some portions north of Beijing and near tourist centers have been preserved and even reconstructed, in many locations the Wall is in disrepair. Those parts might serve as a village playground or a source of stones to rebuild houses and roads. Sections of the Wall are also prone to graffiti and vandalism. Parts have been destroyed because the Wall is in the way of construction. No comprehensive survey of the wall has been carried out, so it is not possible to say how much of it survives, especially in remote areas. Intact or repaired portions of the Wall near developed tourist areas are often frequented by sellers of tourist kitsch.


          More than 60kilometres (37mi) of the wall in Gansu province may disappear in the next 20 years, due to erosion from sandstorms. In places, the height of the wall has been reduced from more than five meters (16.4ft) to less than two meters. The square lookout towers that characterize the most famous images of the wall have disappeared completely. Many western sections of the wall are constructed from mud, rather than brick and stone, and thus are more susceptible to erosion.


          


          Watchtowers and barracks
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          Communication between the army units along the length of the Great Wall, including the ability to call reinforcements and warn garrisons of enemy movements, was of high importance. Signal towers were built upon hill tops or other high points along the wall for their visibility.


          


          Visibility from space
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          Visibility from the moon


          A Ripley's Believe It or Not! cartoon from May 1932 claimed that the wall is "the mightiest work of man, the only one that would be visible to the human eye from the moon," and Richard Halliburton's 1938 book Second Book of Marvels makes a similar claim, but it is not true. This belief has persisted, assuming urban legend status, and sometimes even appeared in school textbooks. Arthur Waldron, author of The Great Wall of China: From History to Myth, has speculated that the belief might go back to the fascination with the "canals" once believed to exist on Mars.


          The Great Wall is a maximum 9.1m (30 ft) wide and is about the same colour as the soil surrounding it. Based on the optics of resolving power (distance versus the width of the iris: a few millimetres for the human eye, metres for large telescopes) an object of reasonable contrast to its surroundings some four thousand miles in diameter (such as the Australian land mass) would be visible to the unaided eye from the moon (average distance from earth 384,393km (238,857 miles)). But the Great Wall is of course not a disc but more like a thread, and a thread just over 2m wide, despite being 1.5m long, would not be visible from 100m away. Not surprisingly, no lunar astronaut has ever claimed seeing the Great Wall from the moon.


          


          Visibility from low earth orbit


          A different question is whether the Wall is visible from low earth orbit, i.e an altitude of as little as 100miles (160km). The consensus is that it is barely visible, and only under nearly perfect conditions; it is no more conspicuous than many other manmade objects.


          Astronaut William Pogue thought he had seen it from Skylab but discovered he was actually looking at the Grand Canal of China near Beijing. He spotted the Great Wall with binoculars, but said that "it wasn't visible to the unaided eye." US Senator Jake Garn claimed to be able to see the Great Wall with the naked eye from a space shuttle orbit in the early 1980s, but his claim has been disputed by several US astronauts. Chinese astronaut Yang Liwei said he could not see it at all.


          Veteran US astronaut Gene Cernan has stated: "At Earth orbit of 100miles (160km) to 200miles (320km) high, the Great Wall of China is, indeed, visible to the naked eye." Ed Lu, Expedition 7 Science Officer aboard the International Space Station, adds that, "it's less visible than a lot of other objects. And you have to know where to look."


          


          Neil Armstrong stated about the view from Apollo 11: "I do not believe that, at least with my eyes, there would be any man-made object that I could see. I have not yet found somebody who has told me they've seen the Wall of China from Earth orbit. ... I've asked various people, particularly Shuttle guys, that have been many orbits around China in the daytime, and the ones I've talked to didn't see it."


          Leroy Chiao, a Chinese-American astronaut, took a photograph from the International Space Station that shows the wall. It was so indistinct that the photographer was not certain he had actually captured it. Based on the photograph, the China Daily later reported that the Great Wall can be seen from space with the naked eye, under favorable viewing conditions, if one knows exactly where to look.


          Similar claims rose in many countries on other manmade constructions (such as a highway network or a military base), and usually located within that country, with associations made to the wall usually employing the formula, "the two manmade structures visible from the space are the Great Wall of China and...".
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          The Great Western Railway (GWR) was a British railway company and a notable example of civil engineering, linking London with the West Country, South West England and South Wales. It was founded in 1833, kept its identity through the 1923 grouping, and became the Western Region of British Railways at nationalisation in 1948.


          Known admiringly to some as "God's Wonderful Railway", jocularly to others as the "Great Way Round" (some of its earliest routes were not the most direct), and by some as the "Goes When Ready" due to the casual way in which some of its branch lines were run, it gained great fame as the "Holiday Line", taking huge numbers of people to resorts in the southwest. The company's best-known livery was quite distinctive: locomotives were Middle Chrome Green (similar to Brunswick green), above Indian Red (later, plain black) frames; while the carriages were two-tone "chocolate and cream".


          In 1999, in recognition of the railway's historical importance, the Department for Culture, Media and Sport added parts of the GWR to UNESCO's tentative World Heritage Sites list. As of 2006, following the Brunel 200 celebrations, the nomination is being supported by English Heritage, and is due to be considered by UNESCO in 2007.


          


          Early history
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          The Great Western Railway originated from the desire of Bristol merchants to maintain the position of their port as the second port in the country and the chief one for American trade. The increase in the size of ships and the gradual silting of the River Avon made Liverpool an increasingly attractive port, and with its rail connection with London developing in the 1830s it threatened Bristol's status. The answer for Bristol was, with the co-operation of London interests, to build a line of their own, a railway built to unprecedented standards of excellence to outperform the other lines being constructed to the north-west.


          The Company was founded at a public meeting in Bristol in 1833, and was incorporated by Act of Parliament in 1835. Isambard Kingdom Brunel was appointed as engineer at the age of 27, and made two controversial decisions: to use a broad gauge of seven feet (actually 7 ft 0.25 in or 2140 mm) for the track, to allow large wheels, providing smoother running at high speeds; and to take a route which passed north of the Marlborough Downs, an area with no significant towns, though it did offer potential connections to Oxford and Gloucester and then to follow the Thames Valley into London. He surveyed the entire length of the route between London and Bristol himself.


          G. T. Clark played an important role as an engineer on the project, reputedly taking the management of two divisions of the route including bridges over the River Thames at Basildon and Moulsford, and Paddington Station. Involvement in major earth-moving works seems to have fed Clark's interest in geology and archaeology and he, anonymously, authored two guidebooks on the railway,, one illustrated with lithographs by John Cooke Bourne, in addition to a critique of Brunel's methods and the broad gauge.


          The initial group of locomotives ordered by Brunel to his own specifications proved unsatisfactory, apart from the North Star locomotive, and 20-year-old Daniel Gooch (later Sir) was appointed as Superintendent of Locomotives. Brunel and Gooch chose to locate their locomotive works at the village of Swindon, at the point where the gradual ascent from London turned into the steeper descent to the Avon valley at Bath.


          


          Openings


          The first stretch of line, from London Paddington to Taplow near Maidenhead, opened in 1838. The full line to Bristol Temple Meads opened on completion of Box Tunnel in 1841.


          From then onwards, by amalgamations and new construction, the railway took shape, as can be seen from the following list (dates are when opened/absorbed):
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            	Cheltenham and Great Western Union Railway: 1841 - 1845


            	Oxford Railway 1843/1844


            	Bristol and Exeter Railway 1844


            	South Devon Railway 1844


            	Berks and Hants Railway 1845/1846


            	Oxford & Rugby Railway 1845/1846


            	Birmingham & Oxford Junction Railway 1846/1848


            	Birmingham, Wolverhampton and Dudley Railway 1846/1848


            	Wilts, Somerset and Weymouth Railway 1848 - 1857


            	South Wales Railway 1850 - 1856


            	West Cornwall Railway 1852


            	Shrewsbury & Birmingham Railway 1846-49/1854


            	Shrewsbury & Chester Railway 1846/1854


            	Wolverhampton Junction Railway 1852/1854


            	Cornwall Railway 1859 - 1863

          


          The Bristol and Exeter Railway reached Exeter by 1844, and the Bristol and Gloucester Railway brought the broad gauge to Gloucester in the same year. Gloucester was already served by the standard-gauge Birmingham and Gloucester Railway (opened throughout in 1841), resulting in a break of gauge, and the need for all passengers and goods travelling through Gloucester to change trains.


          The GWR commissioned the world's first commercial telegraph line. This ran for 13 miles (21 km) from Paddington station to West Drayton and came into operation on 9 April 1839.


          In 1846, the Great Western Railway took over the running of the Kennet and Avon Canal.


          


          The "gauge war"
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          This was the beginning of the "gauge war", and resulted in the appointment by Parliament of a Gauge Commission, which duly moved in favour of standard gauge.


          The undaunted GWR pressed ahead into the West Midlands, in hard-fought competition with the London and North Western Railway. Birmingham was reached in 1852, at Snow Hill (although the GWR had initially considered building to Rugby instead of Birmingham), Wolverhampton Low Level (the furthest-north broad-gauge station) and Birkenhead (on standard-gauge track) in 1854. The Bristol and Gloucester had been bought by the Midland Railway in 1846 and converted to standard gauge in 1854, bringing mixed gauge track (with three rails, so that both broad and standard gauge trains could run on it) to Bristol. By the 1860s the gauge war was lost; with the merger of the standard-gauge West Midlands Railway into the GWR in 1861 mixed gauge came to Paddington, and by 1869 there was no broad-gauge track north of Oxford.
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          Meanwhile, further developments were made in the GWR's heartland: the South Devon Railway (which for a time experimented with the  atmospheric system of propulsion) was opened in 1849, extending the broad gauge to Plymouth, and the Cornwall Railway took it over the Royal Albert Bridge and into Cornwall, reaching Penzance by 1867. The South Wales Railway, terminating at Neyland, opened in 1850 and was connected to the GWR via Brunel's ungainly Wye bridge in 1852. The route from Wales to London via Gloucester was a roundabout one, so work on the Severn Tunnel began in 1873, but unexpected underwater springs slowed the work down and prevented its opening until 1886.


          Through this period the conversion to standard gauge continued, with mixed-gauge track reaching Exeter in 1876. By this time most conversions were bypassing mixed gauge and going directly from broad to standard. The final stretch of broad gauge was converted to standard in a single weekend in May 1892.


          


          Into the Twentieth Century


          Freed from what was by then the burden of the broad gauge, the 1890s also saw improvements in service of the generally conservative GWR - restaurant cars, much improved conditions for third class passengers, steam heating of trains, and accelerated express services. This was largely at the initiative of T. I. Allen, the Superintendent of the Line, and one of a group of talented senior managers who led the railway into the Edwardian era: Viscount Emlyn ( Earl Cawdor), Chairman from 1895 to 1905; Sir Joseph Wilkinson, general manager from 1896-1903, and his successor, the former chief engineer Sir James Inglis; and George Jackson Churchward, William Dean's successor as Chief mechanical engineer from 1902 to 1922.


          


          Infrastructure


          With its shares in demand from the later 1890s it was possible for the company to raise substantial sums from new issues to support the building of new lines and upgrading of old ones to shorten its previously circuitous routes. The principal lines were


          
            	South Wales & Bristol Direct Railway, from Wootton Bassett to the Severn Tunnel approaches on the outskirts of Bristol 1903


            	Extension of Berks and Hants line completing a cut-off route to the West of England between Reading, Berkshire and Taunton 1906


            	Birmingham Direct Line, from London to Aynho, chiefly joint with Great Central Railway 1906 - 1910


            	Cheltenham and Honeybourne Railway 1906 and North Warwickshire line 1909, together giving a new route from Birmingham via Stratford-upon-Avon to Cheltenham and Bristol


            	Swansea District Lines, avoiding Swansea in South Wales 1913

          


          Related works included those at Fishguard Harbour in South Wales in an attempt to attract transatlantic liner traffic and the substantial rebuilding of Birmingham Snow Hill station.


          


          New locomotives


          After 1902 G. J. Churchward developed nine standard locomotive types, with flat-topped Belpaire fireboxes, tapered boilers, long smokeboxes, boiler top feeds, long lap, long travel valve gear and many standard parts between locomotive types. Most of these were developed from five experimental locomotives, No's 40, 97, 98, 99 and 115. From these were developed the famous Star class locomotives, the Saint class locomotives and the 2800 class locomotives. Such was the success of these locomotives that they influenced locomotive design in the United Kingdom until the demise of steam traction. Two notable locomotives were 111 The Great Bear, the first 4-6-2 locomotive in the United Kingdom and 3440 City of Truro, the first locomotive to be recorded at a speed of 100 mph (160 km/h) in 1904 (although this speed has never been formally confirmed).


          Churchward also remodelled Swindon works, building the one-and-a-half-acre (6,000m) boiler-erecting shops and the first static locomotive-testing plant in the United Kingdom.


          [bookmark: 1923_Grouping]


          1923 Grouping


          At the outbreak of World War I the GWR, along with the other major railways, was taken into government control. After the war the government considered permanent nationalisation, but preferred a compulsory amalgamation of the railways into four large groups. The GWR alone preserved its identity through the grouping, which took effect on 1 January 1923.


          


          Constituent companies


          The new Great Western Railway comprised the following constituent companies:


          
            	Great Western Railway, route length 3005 miles (4836 km)


            	Barry Railway 68 miles (109 km)


            	Cambrian Railways 295.25 miles (475.1 km)


            	Cardiff Railway 11.75 miles (18.9 km)


            	Rhymney Railway 51 miles (82 km)


            	Taff Vale Railway 124.5 miles (200.4 km)


            	Alexandra (Newport and South Wales) Docks and Railway 10.5 miles (16.9 km)

          


          Total route length of the GWR was 3800 miles (6116 km)


          The details of all railways within the new Great Western Railway are given in the List of constituents of the Great Western Railway.


          One final company was absorbed, in 1930 - the narrow gauge Corris Railway.


          


          Other statistics


          
            	Locomotives: tender 1550, tank 2500; coaching vehicles 10,100; freight vehicles 90,000; electric vehicles 60; rail motor cars 70


            	213 miles (343 km) of canals


            	16 turbine and twin-screw steamers, plus several smaller vessels


            	docks, harbours etc at Barry, Cardiff, Fishguard, Newport, Penarth, Plymouth, Port Talbot and other places


            	ten hotels

          


          Much of the inherited infrastructure had come into being for handling the South Wales coal traffic. Though this appeared to be a great coup for the GWR, the coal traffic declined significantly as the use of coal as a naval fuel declined, and within a decade the GWR was itself the largest single user of Welsh coal.


          


          New locomotives (1920s)


          The 1920s also saw the introduction of the GWR's most famous locomotives - the Castle and King classes developed by Churchward's successor, C. B. Collett. The 1930s brought hard times, and the records set by the Castles and Kings were surpassed by other companies, but the company remained in relatively good financial health despite the Depression.


          


          Post WWII


          


          Nationalisation


          World War II brought a further period of direct government control, and by its end a Labour government was in power and planning to nationalise the railways. The war-damaged GWR became part of British Railways on 1 January 1948. One of the last Directors of the GWR, Harold Macmillan, was instrumental in the defeat of the Labour Government by the Conservatives, led then by Winston Churchill, in the 1951 General Election and later himself became Prime Minister in 1957.


          


          Preservation
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          The traditions of the GWR are kept alive by many heritage railways including at Didcot Railway Centre, the South Devon Railway, the Severn Valley Railway, the Paignton and Dartmouth Steam Railway, the Gloucestershire and Warwickshire Railway, the Dean Forest Railway, Telford Steam Railway, West Somerset Railway and at Tyseley Locomotive Works. The STEAM museum, Swindon, is dedicated to the history and life of the GWR.


          


          Revival of name


          On privatisation of the railways in the early 1990s, the "Great Western" name was revived for the train operating company providing passenger services to the West. Services are now run under the franchise name First Great Western.


          
            Retrieved from " http://en.wikipedia.org/wiki/Great_Western_Railway"
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          The great white shark, Carcharodon carcharias, also known as white pointer, white shark, or white death, is an exceptionally large lamniform shark found in coastal surface waters in all major oceans. Reaching lengths of more than 6 m (20 ft) and weighing up to 2,250kg (5,000 lb), the great white shark is the world's largest known predatory fish. It is the only surviving species of its genus, Carcharodon.


          


          Taxonomy


          Carolus Linnaeus gave the great white shark its first scientific name, Squalus carcharias in 1758. Sir Andrew Smith gave it the generic name Carcharodon in 1833, and in 1873 the generic name was identified with Linnaeus specific name and the current scientific name Carcharodon carcharias was finalised. Carcharodon comes from the Greek words karcharos, which means sharp or jagged, and odous, which means tooth.


          


          Related species


          The great white is classified as a mackerel ( Lamnidae) shark. There are four other living species in this family, two mako and two Lamna sharks.
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          Dental features and the extreme size of both the great white and the prehistoric Megalodon lead many scientists to believe they were closely related, and the name Carcharodon megalodon was applied to the latter. At present there is considerable doubt about this hypothesis, as many scientists would place the megalodon and white shark as distant relatives - sharing the family Lamnidae but no closer relationship. Latest research suggests that the great white shark is more closely related to the mako shark than to the megalodon. According to this theory, the extinct broad tooth mako, Isurus hastalis, is considered to be the true ancestor of the great white, while the megalodon has strong ties with the sharks belonging to Carcharocles genus. In this case, Otodus obliquus is considered to be the ancient representative of the extinct Carcharocles lineage; indeed, Carcharocles megalodon is a popular alternative classification of the megalodon.


          


          Distribution and habitat
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          Great white sharks live in almost all coastal and offshore waters which have a water temperature of between 12 and 24 C (54 to 75 F), with greater concentrations off the southern coasts of Australia, off South Africa, California, Mexico's Isla Guadalupe and to a degree in the Central Mediterranean and Adriatic Seas. One of the densest known populations is found around Dyer Island, South Africa where much research on the shark is conducted. It can be also found in tropical waters like those of the Caribbean, and has been recorded off Mauritius. It is an epipelagic fish, but recorded or observed mostly in coastal waters in the presence of rich game like fur seals, sea lions, cetaceans, other sharks and large bony fish species. It is considered an open-ocean dweller and is recorded from the surface down to depths of 1,280m (4,200ft), but is most often found close to the surface.


          In a recent study great white sharks from California were shown to migrate to an area between Baja California and Hawaii, where they spend at least 100 days of the year before they migrate back to Baja. On the journey out, they swim slowly and dive down to around 900m (3,000ft). After they arrive, they change behaviour and do short dives to about 300m (980ft) for up to 10 minutes. It is still unknown why they migrate and what they do there; it might be seasonal feeding or possibly a mating area.


          In a similar study a great white shark from South Africa was tracked swimming to the northwestern coast of Australia and back to the same location in South Africa, a journey of 20,000km (12,000mi) in under 9 months.


          


          Anatomy and appearance
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          The great white shark has a robust large conical-shaped snout. It has almost the same size upper and lower lobes on the tail fin (like most mackerel sharks, but unlike most other sharks).


          Great white sharks display countershading, having a white underside and a grey dorsal area (sometimes in a brown or blue shade) that gives an overall "mottled" appearance. The colouration makes it difficult for prey to spot the shark because it breaks up the shark's outline when seen from a lateral perspective. When viewed from above, the darker shade blends in with the sea and when seen from below casts a minimal silhouette against the sunlight.


          Great white sharks, like many other sharks, have rows of teeth behind the main ones, allowing any that break off to be rapidly replaced. A great white shark's teeth are serrated and when the shark bites it will shake its head side to side and the teeth will act as a saw and tear off large chunks of flesh. Great white sharks often swallow their own broken off teeth along with chunks of their prey's flesh.


          


          Size


          A typical adult great white shark measures 4 to 4.8 m (13 to 16 ft) with a typical weight of 680 to 1,100kg (1,500 to 2,450 lb), females generally being larger than males. The maximum size of the great white shark has been subject to much debate, conjecture, and misinformation. Richard Ellis and John E. McCosker, both academic shark experts, devote a full chapter in their book, The Great White Shark (1991), to analysing various accounts of extreme size.


          Today, most experts contend that the great white shark's "normal" maximum size is about 6m (20ft), with a "normal" maximum weight of about 1,900kg (4,200lb).


          For several decades, many ichthyological works, as well as the Guinness Book of World Records, listed two great white sharks as the largest individuals caught: an 11m (36ft) great white captured in Southern Australian waters near Port Fairy in the 1870s, and an 11.3m (37ft) shark trapped in a herring weir in New Brunswick, Canada in the 1930s. While this was the commonly accepted maximum size, reports of 7.5 to 10metre (25 to 33.3ft) great white sharks were common and often deemed credible.


          


          Some researchers questioned the reliability of both measurements, noting they were much larger than any other accurately-reported great white shark. The New Brunswick shark may have been a misidentified basking shark, as both sharks have similar body shapes. The question of the Port Fairy shark was settled in the 1970s, when J.E. Reynolds examined the shark's jaws and "found that the Port Fairy shark was of the order of 5m (17ft) in length and suggested that a mistake had been made in the original record, in 1870, of the shark's length.


          Ellis and McCosker write that "the largest White Sharks accurately measured range between 19 and 21ft (6.4m) [about 5.8 to 6.4m], and there are some questionable 23-footers [about 7m] in the popular  but not the scientific  literature". Furthermore, they add that "these giants seem to disappear when a responsible observer approaches with a tape measure." (For more about legendary exaggerated shark measurements, see the submarine).


          The largest specimen Ellis and McCosker endorse as reliably measured was 6.4m (21ft) long, caught in Cuban waters in 1945; though confident in their opinion, Ellis and McCosker note other experts have argued this individual might have been a few feet shorter. There have since been claims of larger great white sharks, but, as Ellis and McCosker note, verification is often lacking and these extraordinarily large great white sharks have, upon examination, all proved under the 20-21ft limit. For example, a much-publicized female great white said to be 7.13m (23.4ft) was fished in Malta in 1987 by Alfredo Cutajar. In their book, Ellis and McCosker agree this shark seemed to be larger than average, but they did not endorse the 7.13m (23.4ft) measurement. In the years since, experts eventually found reason to doubt the claim, due in no small part to conflicting accounts offered by Cutajar and others. A BBC photo analyst concluded that even "allowing for error ... the shark is concluded to be in the 18.3ft (5.6m) range and in no way approaches the 23ft (7.0m) reported by Abela." (as in original)


          According to the Canadian Shark Research Centre, the largest accurately measured great white shark was a female caught in August 1988 at Prince Edward Island off the Canadian (North Atlantic) coast and measured 6.1m (20ft). The shark was caught by David McKendrick, a local resident from Alberton, West Prince.


          The question of maximum weight is complicated by the unresolved question of whether or not to account for the weight of a shark's recent meals when weighing the shark itself. With a single bite, a great white can take in up to 14kg (31lb) of flesh, and can gorge on several hundred kilograms or pounds of food.


          Ellis and McCosker write in regards to modern great white sharks that "it is likely that [Great White] sharks can weigh as much as 2tons", but also note that the largest recent scientifically measured examples weigh in at about 2 tonnes (1.75 short tons).


          The largest great white shark recognized by the International Game Fish Association (IGFA) is one landed by Alf Dean in south Australian waters in 1959, weighing 1,208kg (2,660lb). Several larger great white sharks caught by anglers have since been verified, but were later disallowed from formal recognition by IGFA monitors for rules violations.


          


          Adaptations
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          Great white sharks, like all other sharks, have an extra sense given by the Ampullae of Lorenzini, which enables them to detect the electromagnetic field emitted by the movement of living animals. Every time a living creature moves it generates an electrical field and great whites are so sensitive they can detect half a billionth of a volt. Most fish have a less developed but similar ability in the horizontal line along their body.


          To more successfully hunt fast moving and agile prey such as sea lions, the poikilothermic great white shark has developed adaptations that allow it to maintain a body temperature warmer than the surrounding water. One of these adaptations is a " rete mirabile" (Latin for "wonderful net"). This close web-like structure of veins and arteries, located along each lateral side of the shark, conserves heat by warming the cooler arterial blood with the venous blood that has been warmed by the working muscles. This keeps certain parts of the body (particularly the brain) at temperatures up to 14 C above the surrounding water, while the heart and gills remain at sea-temperature. When conserving energy (a great white shark can go weeks between meals), the core body temperature can drop to match the surroundings. A great white shark's success in raising its core temperature is an example of gigantothermy. Therefore, the great white shark can be considered an endothermic poikilotherm, because its body temperature is not constant but is internally regulated.


          


          Diet and hunting
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          Great white sharks are carnivorous, and primarily eat fish (including rays, tuna, and smaller sharks), dolphins, porpoises, whale carcasses and pinnipeds such as seals, fur seals and sea lions and sometimes sea turtles. Sea otters and penguins are attacked at times although rarely, if ever, eaten. Great whites have also been known to eat objects that they are unable to digest. In great white sharks above 3.41m (11ft, 2in) a diet consisting of a higher proportion of mammals has been observed. These sharks prefer prey with high contents of energy-rich fat. Shark expert Peter Klimley used a rod-and-reel rig and trolled carcasses of a seal, a pig, and a sheep to his boat in the South Farallons. The sharks attacked all three baits but rejected the lower fat content sheep carcass.


          The great white is regarded as an apex predator with its only real threats from humans and, in at least one incident, the orca. Pods of dolphins can kill a great white shark through mobbing behaviour in which the dolphins ram the shark. Although their diets overlap greatly, there are few reports of encounters between orcas and great whites, and they do not seem to directly compete with each other. Great whites are also sometimes preyed on by larger specimens.
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          A great white shark primarily uses its extra senses (i.e, electrosense and mechanosense) to locate prey from far off. Then, the shark uses smell and hearing to further verify that its target is food. At close range, the shark utilizes sight for the attack.


          Great white sharks' reputation as ferocious predators is well-earned, yet they are not (as was once believed) indiscriminate "eating machines". They typically hunt using an "ambush" technique, taking their prey by surprise from below. Near the now-famous Seal Island, in South Africa's False Bay; studies have shown that the shark attacks most often occur in the morning, within 2 hours after sunrise. The reason for this is that it is hard to see a shark close to the bottom at this time. The success rate of attacks is 55% in the first 2 hours, it falls to 40% in late morning and after that the sharks stop hunting.


          The hunting technique of the white shark varies with the species it hunts. When hunting Cape fur seals off Seal Island, South Africa, the shark will ambush it from below at high speeds and hit the seal at mid-body. They go so fast that they actually breach out of the water. They have also been observed chasing their prey after a missed attack. The prey is usually attacked at the surface.


          When hunting Northern elephant seals off California, the shark immobilizes the prey with a large bite to the hindquarters (which is the main source of the seal's mobility) and waits for the seal to bleed to death. This technique is especially used on adults which are large and dangerous. Prey is normally attacked sub-surface. Harbour seals are simply grabbed from the surface and pulled down until they stop struggling. They are then eaten near the bottom. California sea lions are ambushed from below and struck in mid-body before being dragged and eaten.


          When hunting dolphins and porpoises, white sharks attack them from above, behind or below to avoid being detected by their echolocation. Among the species targeted are dusky dolphins, harbour porpoises, Risso's dolphins and Dall's porpoises.


          A new study from the University of New South Wales in Sydney, Australia, is using CT scans of a shark's skull and complex computer models to measure the maximum bite force of the great white. The study will reveal what forces and behaviours the carnivore's skull is adapted to handle and will help resolve competing theories about its feeding behaviour.


          


          Behaviour
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          The behaviour and social structure of the white shark is not well understood but recent research shows that white sharks are more social than previously thought. In South Africa, white sharks seem to have a dominance hierarchy depending on size, sex and squatter's rights. Females dominate over males, larger sharks dominate smaller sharks, and residents dominate newcomers. When hunting, the white sharks tend to space out between each other and resolve conflicts with rituals and displays. White sharks rarely resort to combat although some individuals have been found with bite marks that match that of other white sharks. This suggests that when their personal space is intruded upon, a white shark will give the intruder a warning bite. Another possibility is that white sharks may softly bite other individuals as a way of showing their dominance. Also, as noted above, white sharks can be cannibalistic.


          The great white shark is one of only a few sharks known to regularly lift its head above the sea surface to gaze at other objects such as prey; this is known as " spy-hopping". This behaviour has also been seen in at least one group of blacktip reef sharks, but this might be a behaviour learned from interaction with humans (it is theorized that the shark may also be able to smell better this way, because smells travel through air faster than through water). They are very curious animals, and can display a high degree of intelligence and personality when conditions permit (such as in the clear waters off of Isla Guadalupe, Mexico).


          


          Reproduction


          There is still a great deal that is unknown about great white shark behaviour, such as their mating habits. Birth has never been observed, but several pregnant females have been examined. Great white sharks are ovoviviparous, the eggs developing in the female's uterus, hatching there and continuing to develop until they are born. The great white has an 11 month gestation period, with the sharks powerful jaws beginning to develop in the 1st month. The natural predatory phenomenon is known as intrauterine-cannibalism and is known to occur in several other species of shark as well. After 10 months only 1 great white is born from what can number up to 40 for a single delivery. The delivery takes place in the period transitioning spring and summer. When giving birth, the female has to fast to prevent herself from eating her young after they are born.


          Almost nothing, however, is known about how and where the great white mates. There is some evidence that points to the near-soporific effect resulting from a large feast (such as a whale carcass) possibly inducing mating.


          Great White Sharks take around 15 years to reach sexual maturity. The lifespan of the great white has not been definitively established, although many sources estimate that great whites live 30 to over 100 years. It would not be unreasonable to expect such a slow maturing animal to live longer than other, faster maturing varieties.


          


          Relationship with humans


          


          Shark attacks


          More than any documented attack, Steven Spielberg's 1975 film Jaws provided the great white shark with the image of a "man eater" in the public mind. While great white sharks have been responsible for fatalities in humans, they typically do not target humans as prey: for example, in the Mediterranean Sea there were 31 confirmed attacks against humans in the last two centuries, only a small number of them deadly. Many incidents seem to be caused by the animals "test-biting" out of curiosity. Great white sharks are known to perform test-biting with buoys, flotsam, and other unfamiliar objects as well, and might grab a human or a surfboard with their mouth in order to determine what kind of object it might be.


          Other incidents seem to be cases of mistaken identity, in which a shark ambushes a bather or surfer, usually from below, believing the silhouette it sees on the surface is a seal. Many attacks occur in waters with low visibility, or other situations in which the shark's senses are impaired. It has been speculated that the species typically does not like the taste of humans, or at least that the taste is unfamiliar.


          However some researchers have hypothesized that the reason the proportion of fatalities is low is not because sharks do not like human flesh, but because humans are often able to get out of the water after the shark's first bite. In the 1980s John McCosker noted that divers who dived solo and were attacked by great whites were generally at least partially consumed, while divers who followed the buddy system were normally pulled out of the water by their colleagues before the shark could finish its attack. Tricas and McCosker suggest that a standard attack modus operandi for great whites is to make an initial devastating attack on its prey, and then wait for the prey to weaken before going in to consume the wounded animal. A human's ability to get to land (or onto a boat) with the help of others is unusual for a great white's prey, and thus the attack is foiled.


          Humans, in any case, are not healthy for great white sharks to eat because the sharks' digestion is too slow to cope with the human body's high ratio of bone to muscle and fat. Accordingly, in most recorded attacks, great whites have broken off contact after the first bite. Fatalities are usually caused by loss of blood from the initial limb injury rather than from critical organ loss or from whole consumption.


          Biologist Douglas Long writes that the great white shark's "role as a menace is exaggerated; more people are killed in the U.S. each year by dogs than have been killed by great white sharks in the last 100 years." However, such comments should be taken in context; interaction between humans and canines takes place far more regularly and in greater numbers than it does between humans and sharks.


          Many "shark repellents" have been tested, some using scent, others using protective clothing, but to date the most effective is an electronic beacon ( POD) worn by the diver/surfer that creates an electric field which disturbs the shark's sensitive electro-receptive sense organs, the ampullae of Lorenzini.


          


          Attacks on boats


          Great white sharks infrequently attack and sometimes even sink boats. In a few cases they have attacked boats up to 10 meters in length. They have bumped or knocked people overboard, usually 'attacking' the boat from the stern. In one case (in 1936), a large shark leapt completely into the South African fishing boat Lucky Jim, knocking a crewman into the sea. Tricas and McCosker's underwater observations suggest that sharks are attracted to boats due to the electrical fields they generate.


          


          Great white sharks in captivity
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          All attempts to keep a great white shark in captivity prior to August 1981 lasted 16 days at SeaWorld San Diego before being released into the wild.


          In 1984, shortly before opening day, the Monterey Bay Aquarium in Monterey, California housed its first great white shark, which died after 10 days. In July 2003, Monterey researchers captured a small female and kept it in a large, netted pen off Malibu for five days, where they had the rare success of getting the shark to feed in captivity before it was released. It was not until September 2004 that the aquarium was the first to place a great white on long-term exhibit. The young female, who was caught off the coast of Ventura, was kept in the aquarium's massive 3,800,000litres (1million-gallon) Outer Bay exhibit for 198 days before her successful release back to the wild in March 2005. She was tracked for 30 days after her early morning release. On the evening of August 31, 2006 the aquarium introduced a second shark to the Outer Bay exhibit. The juvenile male, caught outside Santa Monica Bay on August 17, had its first official meal in captivity (a large salmon steak) on September 8, 2006 and as of that date, the shark was estimated to be 1.72m (5ft8in) and to weigh approximately 47kg (104lb). He was released on January 16, 2007 after 137 days in captivity.


          Probably the most famous great white shark to be kept in captivity was a female named "Sandy", which in August 1980 became the first and only great white shark to be housed at the Steinhart Aquarium in San Francisco, California. She was returned to the wild because she would not eat anything given to her and constantly bumped against the walls.


          


          Shark tourism and cage diving
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          Shark cage-diving is when a group of tourists, or those who wish to study the sharks up close are lowered into the water beside a boat, protected by a steel cage. From this view point it is easier to view the sharks up close without the dangers of being bitten. Cage diving is most common off the coasts of Australia, South Africa, and Guadalupe Island off the coast of Baja California as these are places where great white sharks are most likely to be seen.


          Viewing sharks from the safety of a cage gives tourists an adrenaline rush and has become a booming industry. A common practice is to chum the water to draw in sharks for the tourists to view. These practices have raised the fear that sharks may be becoming more accustomed to people in their environment and beginning to associate human activity with food - a potentially dangerous situation. It is claimed that certain methods of chumming, such as when bait on a wire is drawn towards the divers in the cage, which may result in the shark striking the cage, exacerbate this problem. Other operators purposefully draw the bait away from the cage causing the shark to swim past the divers.


          Companies respond that they are being made the scapegoats, as people try to find someone to blame for shark attacks on humans. Most point out that lightning tends to strike humans more often than sharks bite humans. Their position is that further research needs to be done before banning practices such as chumming which are said to alter sharks' natural behaviour.


          It has been advised that all dive boats should only use chum in areas in which Whites are known to actively patrol anyway, and these should be far enough away from human leisure areas so as not to draw the sharks towards them. Also, responsible dive operators will not feed the sharks; only sharks that are willing to scavenge will follow the chum trail, and if they find no food at the end then the shark will soon swim off and not associate chum with a meal. It has been suggested that government licensing strategies may help enforce these suggested advisories.


          The shark tourist industry has some financial leverage in conserving this animal. For a fisherman with limited income, a single set of White jaws can fetch up to 20,000, a very substantial amount of money for a day's fishing. However, the value of the dead animal is a fraction of the value of viewing a live shark, which can become a more viable and sustainable economic activity to the local community. For example, the dive industry in Gaansbai South Africa, consists of about six boat operators with each boat taking around 30 people out to sea a day; if each person pays anywhere between 50 to 150, then in a single day a solitary live shark that visits each boat can create anywhere between 9,000 to 27,000 of revenue daily.


          


          Conservation status


          It is unclear how much a concurrent increase in fishing for great white sharks had to do with the decline of great white shark population from the 1970s to the present. No accurate numbers on population are available, but populations have clearly declined to a point at which the great white shark is now considered endangered. Their reproduction is slow, with sexual maturity occurring at about 12-15 years of age, the population, therefore, can take a long time to rise.


          The Convention on International Trade in Endangered Species (C.I.T.E.S.) has put the great white shark on its 'Appendix II' list of endangered species. The shark is targeted by fishermen for its jaws, teeth, and fins, and as a game fish. The great white shark, however, is rarely an object of commercial fishing, although its flesh is considered valuable. If casually captured (it happens for example in some tonnare in the Mediterranean), it is sold as smooth-hound shark.


          From April 2007 great white sharks are fully protected within 200nautical miles (370km) of New Zealand and additionally from fishing by New Zealand-flagged boats outside this range.


          
            Retrieved from " http://en.wikipedia.org/wiki/Great_white_shark"
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          Coordinates:


          Great Yarmouth, often known to locals as Yarmouth, is a coastal town in Norfolk, England. It is at the mouth of the River Yare, 30km east of Norwich and 18 km north of the Suffolk town of Lowestoft.


          Great Yarmouth has been a seaside resort since 1760, and is the gateway from the Norfolk Broads to the sea. For hundreds of years it has been a fishing port dependent on the herring fishery, and today it services offshore natural gas rigs. The town has a popular beach and two promenades.


          The town itself is on a thin spit sandwiched between the North Sea and River Yare. It is home to the historic rows and the main tourist sector on the seafront. The area is linked to Gorleston, Cobholm and Southtown by Haven Bridge and to the A47, A149 and A12 by the Breydon Bridge.


          The unparished urban area that makes up the town of Great Yarmouth has an area of 26.54 km and according to the Office for National Statistics in 2002 had a population of 47,288. It is the main town in the larger Borough of Great Yarmouth. The ONS identify a Great Yarmouth Urban Area, which has a population of 66,788, including the sub-areas of Caister-on-Sea (8,756) and Great Yarmouth (58,032). The wider borough of Great Yarmouth has a population of around 92,500.


          Great Yarmouth is one of the most deprived areas in the East of England.


          


          History


          Yarmouth (Gernemwa, Yernemuth) lies near the site of the Roman fort camp of Gariannonum at the mouth of the River Yare. Its situation having attracted fishermen from the Cinque Ports, a permanent settlement was made, and the town numbered 70 burgesses before the Norman Conquest. Henry I placed it under the rule of a reeve.


          The charter of King John ( 1208), which gave his burgesses of Yarmouth general liberties according to the customs of Oxford, a gild merchant and weekly hustings, was amplified by several later charters asserting the rights of the borough against Little Yarmouth and Gorleston. In 1552 Elizabeth granted a charter of admiralty jurisdiction, confirmed and extended by James I. In 1668 Charles II incorporated Little Yarmouth in the borough by a charter which with one brief exception remained in force until 1703, when Anne replaced the two bailiffs by a mayor.


          A grammar school was founded in 1551, when the great hall of the old hospital, founded in the reign of Edward I by Thomas Fastolfe, was appropriated to its use. It was closed from 1757 to 1860, was re-established by the charity trustees, and settled in new buildings in 1872.


          From 1808 to 1814 the Admiralty in London could communicate with its ships in the port of Great Yarmouth by a shutter telegraph chain.
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          The town was the site of a bridge disaster and drowning tragedy on 2 May 1845 when a suspension bridge crowded with children collapsed under the weight killing 79. They had gathered to watch a clown in a barrel being pulled by geese down the river. As he passed under the bridge the weight shifted, causing the chains on the south side to snap, tipping over the bridge deck.


          During World War I Great Yarmouth suffered the first aerial bombardment in the UK, by Zeppelin L3 on 19 January 1915. It was also bombarded by the German Navy on 24 April 1916.


          The town suffered Nazi German Luftwaffe bombing during World War II but much is left of the old town, including the original 2000m protective mediaeval wall, of which two-thirds has survived. Of the 18 towers, 11 are left. On the South Quay, there is a 17th century Merchant's House, as well as Tudor, Georgian and Victorian buildings. Behind South Quay, there is a maze of alleys and lanes known as "The Rows". Originally there were 145. Despite war damage, several have remained.


          The northern section of the two-mile A47 Great Yarmouth Western Bypass opened in March 1986, and the southern section in May 1985. It is now the A12.


          The town was badly affected by the North Sea flood of 1953.


          More recently flooding has been a problem, the town flooding four times in 2006. In September 2006 the town suffered its worst flooding in years. Torrential rain caused drains to block as well as an Anglian Water pumping station to break down and this resulted in flash flooding around the town in which 90 properties were flooded up to 5ft. On 9 November 2007 the town braced itself for more flooding as a result of a tidal surge and high tides but disaster was avoided and only a small area was under water.


          


          Sights


          The Tollhouse, with dungeons, dates from the late 13th century and is said to be the oldest civic building in Britain. It backs on to the central library.


          The Market place is one of the largest in England, and has been operating since the 13th century. It is also home to the town's shopping sector and the famous Yarmouth chip stalls. The smaller area south of the market has a big screen which is used for showing GYTV and access to the town's shopping centre, Market Gates.


          Great Yarmouth railway station, which serves the town, is the terminus of the Wherry Lines from Norwich. Before the Beeching Axe the town had a number of railway stations and a direct link to London down the east coast. The only remaining signs of these stations is the coach park where Beach Station once was and the A12 relief road which follows the route of the railway down into the embankment from Breydon Bridge.
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          Yarmouth has two piers, Britannia Pier and Wellington Pier. The latter of the two was demolished in 2005 and is currently being rebuilt as a family entertainment centre. Britannia Pier is home to the Britannia Theatre and a fair at the end of the pier.


          The Grade 1 listed Winter Gardens building sits next to the Wellington Pier. The cast iron framed glass structure was shipped by barge from Torquay in 1903. It is said this was done without the loss of a single pane of glass. Over the years, it has been used as ballroom, roller skating rink and beer garden. In the 1990s it was converted into a nightclub by comedian Jim Davidson. Today, Winter Gardens is under use as a family leisure venue, although its future is under threat owing to the cost of repairing the ageing framework. During the winter of 2005 there were worries that building might collapse, and during high winds it was often closed.


          The South Denes area is home to the Grade I listed Norfolk Naval Pillar, known locally as Nelson's Monument or Nelson's Column. This tribute to Admiral Lord Horatio Nelson was completed in 1819, 24 years before the completion of Nelson's Column in London. The monument, designed by William Wilkins, shows Britannia standing atop a globe holding an olive branch in her right hand and a trident in her left.There is a popular assumption in the town that the statue of Britannia was supposed to face out to sea but now faces inland due to a mistake during construction, although it is thought she is meant to face Nelson's birthplace at Burnham Thorpe. The monument was originally planned to mark Nelson's victory at the Battle of the Nile, but fund-raising was not completed until after his death and it was instead dedicated to England's greatest Naval hero. It is currently surrounded by an industrial estate but plans are in place for the improvement of the area. The Norfolk Nelson Museum on South Quay houses the Ben Burgess collection of Nelson Memorabilia and is the only dedicated Nelson museum in Britain other than one in Monmouth. Its several galleries look at Nelson's life and personality as well as what life was like for the men who sailed under him.
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          Charles Dickens used Yarmouth as a key location in his novel David Copperfield. The author stayed at the Royal Hotel on the Marine parade while writing David Copperfield. Anna Sewell (1820-1878), the author of Black Beauty, was born in a 17th century house in Church Plain. The house is currently being used a restaurant after being renovated in 2007.


          The Time and Tide museum on Blackfriars Road which is managed by Norfolk Museums Service was nominated in the UK Museums Awards in 2005. It was built as part of the regeneration of the south of the town in 2003. Its location in an old herring smokery harks back to the town's status as a major fishing port. Sections of the historic town wall are located outside the museum.


          The Maritime Heritage East partnership, based at the award winning Time and Tide Museum aims to raise the profile of maritime heritage and museum collections.


          


          Sports and leisure
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          Yarmouth has an important horse-racing track which features a chute allowing races of one mile on the straight. The local football (soccer) team are Great Yarmouth Town.


          Speedway racing was staged in Great Yarmouth before and after the Second World War. The meetings were staged at the greyhound stadium in Caister Road. The post war team were known as the Yarmouth Bloaters. Banger and Stock car racing is also staged at this stadium.


          The main Leisure Centre is the Marina Centre. Built in 1981 the centre has a large swimming pool, Conference facilities and live entertainment including their famous Summer Pantomimes and Summer Variety Shows produced by local entertainers Hanton & Dean. The centre is run by the Great Yarmouth Sport and leisure Trust. The Trust was set up in April 2006 to run the building as a charitable non profit making organisation.


          


          Transport


          Great Yarmouth is connected to Norwich by the Wherry Lines from Great Yarmouth railway station. It is the only remaining station of the three once in the town.


          Current Station


          
            	Great Yarmouth

          


          Former Stations


          
            	Yarmouth Beach


            	Yarmouth South Town

          


          First Eastern Counties operate the main bus routes with their hub at the Market Gates Bus Station. The Excel coach service operates a direct link to Peterborough, Norwich and Lowestoft. Other local bus services link the suburban areas of Martham, Hemsby, Gorleston, Bradwell and Belton. In recent years the bus service in the area has been severely cut back after its privatisation.


          The new A47 bus service departs Market Gates station every hour on the hour, and is operated by Anglian Bus. The service runs from Yarmouth to Norwich via Acle, Blofield, and Brundall. The service also stops at Norwich train station, Norwich Bus Station and Norwich Castle Meadow.


          The A12 terminates in the town as do the A143 and the A47 roads. The relief road was built along the path of the old railway to carry the A12 onwards to Lowestoft and London. Congestion is a major problem in the town and roundabouts, junctions and bridges can become gridlocked at rush hour. Construction work on the Outer Harbour began in June 2007, the harbour which is being built in the South Denes area plans to bring trade to the area and provide a new ferry link with the Netherlands, it is due to be completed by 2009.


          


          Notable residents


          
            	Dr Thomas Girdlestone


            	Anna Sewell author of Black Beauty


            	Sir James Paget Victorian Surgeon who had the James Paget Hospital named in his honour.

          


          


          Twinning


          Great Yarmouth is twinned with:
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          Greco-Buddhism, sometimes spelt Graeco-Buddhism, refers to the cultural syncretism between Hellenistic culture and Buddhism, which developed between the 4th century BCE and the 5th century CE in the area covered by modern Afghanistan, Pakistan and north-western border regions of modern India namely western portions of Jammu and Kashmir. It was a cultural consequence of a long chain of interactions begun by Greek forays into India from the time of Alexander the Great, carried further by the establishment of Indo-Greek rule in the area for some centuries, and extended during flourishing of the Hellenized empire of the Kushans. Greco-Buddhism influenced the artistic (and perhaps the conceptual) development of Buddhism, particularly Mahayana Buddhism, before Buddhism was adopted in Central and Northeastern Asia, from the 1st century CE, ultimately spreading to China, Korea and Japan.


          


          Historical outline


          The interaction between Hellenistic Greece and Buddhism started when Alexander the Great conquered the Achaemenid Empire and further regions of Central Asia in 334 BCE, crossing the Indus and Jhelum rivers, and going as far as the Beas, thus establishing direct contact with India, the birthplace of Buddhism.


          Alexander founded several cities in his new territories in the areas of the Oxus and Bactria, and Greek settlements further extended to the Khyber Pass, Gandhara (see Taxila) and the Punjab. These regions correspond to a unique geographical passageway between the Himalayas and the Hindu Kush mountains, through which most of the interaction between India and Central Asia took place, generating intense cultural exchange and trade.


          Following Alexander's death on June 10, 323 BCE, the Diadochoi (successors) founded their own kingdoms in Asia Minor and Central Asia. General Seleucus set up the Seleucid Kingdom, which extended as far as India. Later, the Eastern part of the Seleucid Kingdom broke away to form the Greco-Bactrian Kingdom ( 3rd2nd century BCE), followed by the Indo-Greek Kingdom ( 2nd1st century BCE), and later the Kushan Empire (1st3rd century CE).


          The interaction of Greek and Buddhist cultures operated over several centuries until it ended in the 5th century CE with the invasions of the White Huns, and later the expansion of Islam.


          


          Religious interactions


          The length of the Greek presence in Central Asia and northern India provided opportunities for interaction, not only on the artistic, but also on the religious plane.


          


          Alexander the Great in Bactria and India (331325 BCE)


          When Alexander conquered the Bactrian and Gandharan regions, these areas may already have been under Buddhist influence. According to a legend preserved in Pali, the language of the Theravada canon, two merchant brothers from Bactria, named Tapassu and Bhallika, visited the Buddha and became his disciples. They then returned to Bactria and built temples to the Buddha (Foltz).


          In 326 BCE, Alexander invaded India. King Ambhi, ruler of Taxila, surrendered his city, a notable centre of Buddhist faith, to Alexander. Alexander fought an epic battle against Porus, a ruler of a region in the Punjab in the Battle of Hydaspes in 326 BC.


          Several philosophers, such as Pyrrho, Anaxarchus and Onesicritus, are said to have been selected by Alexander to accompany him in his eastern campaigns. During the 18 months they were in India, they were able to interact with Indian religious men, generally described as Gymnosophists ("naked philosophers"). Pyrrho (360-270 BCE), returned to Greece and became the first Skeptic and the founder of the school named Pyrrhonism. The Greek biographer Diogenes Laertius explained that Pyrrho's equanimity and detachment from the world were acquired in India. Few of his sayings are directly known, but they are clearly reminiscent of eastern, possibly Buddhist, thought:


          
            	"Nothing really exists, but human life is governed by convention"


            	"Nothing is in itself more this than that" ( Diogenes Laertius IX.61)

          


          Another of these philosophers, Onesicritus, a Cynic, is said by Strabo to have learnt in India the following precepts:


          
            	"That nothing that happens to a man is bad or good, opinions being merely dreams"


            	"That the best philosophy [is] that which liberates the mind from [both] pleasure and grief" (Strabo, XV.I.65)

          


          These contacts initiated the first direct interactions between Greek culture and Indian religions, which were to continue and expand for several more centuries.


          


          The Mauryan empire (322183 BCE)


          The Indian emperor Chandragupta, founder of the Mauryan dynasty, re-conquered around 322 BCE the northwest Indian territory that had been lost to Alexander the Great. However, contacts were kept with his Greek neighbours in the Seleucid Empire. Seleucid king Seleucus I came to a marital agreement as part of a peace treaty, and several Greeks, such as the historian Megasthenes, resided at the Mauryan court.
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          Chandragupta's grandson Ashoka converted to the Buddhist faith and became a great proselytizer in the line of the traditional Pali canon of Theravada Buddhism, insisting on non-violence to humans and animals ( ahimsa), and general precepts regulating the life of lay people.


          According to the Edicts of Ashoka, set in stone, some of them written in Greek, he sent Buddhist emissaries to the Greek lands in Asia and as far as the Mediterranean. The edicts name each of the rulers of the Hellenic world at the time:


          
            	"The conquest by Dharma has been won here, on the borders, and even six hundred yojanas (4,000 miles) away, where the Greek king Antiochos (Antiyoga) rules, and beyond there where the four kings named Ptolemy (Turamaya), Antigonos (Antikini), Magas (Maka) and Alexander (Alikasu[n]dara) rule, likewise in the south among the Cholas, the Pandyas, and as far as Tamraparni." ( Rock Edict Nb.13).

          


          Ashoka also claims he converted to Buddhism Greek populations within his realm:


          
            	"Here in the king's domain among the Greeks, the Kambojas, the Nabhakas, the Nabhapamkits, the Bhojas, the Pitinikas, the Andhras and the Palidas, everywhere people are following Beloved-of-the-Gods' instructions in Dharma." Rock Edict Nb13 (S. Dhammika).

          


          Finally, some of the emissaries of Ashoka, such as the famous Dharmaraksita, are described in Pali sources as leading Greek (" Yona") Buddhist monks, active in Buddhist proselytism (the Mahavamsa, XII).


          See also: Greco-Buddhist monasticism.


          


          The Greek presence in Bactria (325 to 125 BCE)


          Alexander had established in Bactria several cities ( Ai-Khanoum, Begram) and an administration that were to last more than two centuries under the Seleucids and the Greco-Bactrians, all the time in direct contact with Indian territory. The Greeks sent ambassadors to the court of the Mauryan empire, such as the historian Megasthenes under Chandragupta Maurya, and later Deimakos under his son Bindusara, who reported extensively on the civilization of the Indians. Megasthenes sent detailed reports on Indian religions, which were circulated and quoted throughout the Classical world for centuries:


          
            	"Megasthenes makes a different division of the philosophers, saying that they are of two kinds, one of which he calls the Brachmanes, and the other the Sarmanes..." Strabo XV. 1. 58-60

          


          The Greco-Bactrians maintained a strong Hellenistic culture at the door of India during the rule of the Mauryan empire in India, as exemplified by the archaeological site of Ai-Khanoum. When the Mauryan empire was toppled by the Sungas around 180 BCE, the Greco-Bactrians expanded into India, where they established the Indo-Greek kingdom, under which Buddhism was able to flourish.


          


          The Indo-Greek kingdom and Buddhism (180 BCE 10 CE)


          The Greco-Bactrians conquered parts of northern India from 180 BCE, whence they are known as the Indo-Greeks. They controlled various areas of the northern Indian territory until 10 CE.


          Buddhism prospered under the Indo-Greek kings, and it has been suggested that their invasion of India was intended to protect the Buddhist faith from the religious persecutions of the new Indian dynasty of the Sungas (18573 BCE) which had overthrown the Mauryans.


          


          Coinage
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          The coins of the Indo-Greek king Menander (reigned 160 to 135 BCE), found from Afghanistan to central India, bear the inscription "Saviour King Menander" in Greek on the front. Several Indo-Greek kings after Menander, such as Zoilos I, Strato I, Heliokles II, Theophilos, Peukolaos, Menander II and Archebios display on their coins the title of "Maharajasa Dharmika" (lit. "King of the Dharma") in the Prakrit language and in the Kharoshthi script.


          Some of the coins of Menander I and Menander II incorporate the Buddhist symbol of the eight-spoked wheel, associated with the Greek symbols of victory, either the palm of victory, or the victory wreath handed over by the goddess Nike. According to the Milinda Paha, at the end of his reign Menander I became a Buddhist arhat, a fact also echoed by Plutarch, who explains that his relics were shared and enshrined.
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          The ubiquitous symbol of the elephant in Indo-Greek coinage may also have been associated with Buddhism, as suggested by the parallel between coins of Antialcidas and Menander II, where the elephant in the coins of Antialcidas holds the same relationship to Zeus and Nike as the Buddhist wheel on the coins of Menander II. When the zoroastrian Indo-Parthians invaded northern India in the 1st century CE, they adopted a large part of the symbolism of Indo-Greek coinage, but refrained from ever using the elephant, suggesting that its meaning was not merely geographical.


          


          Finally, after the reign of Menander I, several Indo-Greek rulers, such as Amyntas, King Nicias, Peukolaos, Hermaeus, Hippostratos and Menander II, depicted themselves or their Greek deities forming with the right hand a benediction gesture identical to the Buddhist vitarka mudra (thumb and index joined together, with other fingers extended), which in Buddhism signifies the transmission of Buddha's teaching.


          


          Cities


          According to Ptolemy, Greek cities were founded by the Greco-Bactrians in northern Pakistan. Menander established his capital in Sagala, today's Sialkot in Punjab, one of the centers of the blossoming Buddhist culture ( Milinda Panha, Chap. I). A large Greek city built by Demetrius and rebuilt by Menander has been excavated at the archaeological site of Sirkap near Taxila, where Buddhist stupas were standing side-by-side with Hindu and Greek temples, indicating religious tolerance and syncretism.


          


          Scriptures


          Evidence of direct religious interaction between Greek and Buddhist thought during the period include the Milinda Panha, a Buddhist discourse in the platonic style, held between king Menander and the Buddhist monk Nagasena.
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          Also the Mahavamsa (Chap. XXIX) records that during Menander's reign, "a Greek (" Yona") Buddhist head monk" named Mahadharmaraksita (literally translated as 'Great Teacher/Preserver of the Dharma') led 30,000 Buddhist monks from "the Greek city of Alexandria" (possibly Alexandria-of-the-Caucasus, around 150km north of today's Kabul in Afghanistan), to Sri Lanka for the dedication of a stupa, indicating that Buddhism flourished in Menander's territory and that Greeks took a very active part in it.


          Several Buddhist dedications by Greeks in India are recorded, such as that of the Greek meridarch (civil governor of a province) named Theodorus, describing in Kharoshthi how he enshrined relics of the Buddha. The inscriptions were found on a vase inside a stupa, dated to the reign of Menander or one his successors in the 1st century BCE (Tarn, p391):


          
            	"Theudorena meridarkhena pratithavida ime sarira sakamunisa bhagavato bahu-jana-stitiye":


            	"The meridarch Theodorus has enshrined relics of Lord Shakyamuni, for the welfare of the mass of the people"


            	(Swāt relic vase inscription of the Meridarkh Theodoros)

          


          This inscription represents one of the first known mention of the Buddha as a deity, using the Indian bhakti word Bhagavat ("Lord", "All-embracing personal deity"), suggesting the emergence of Mahayana doctrines in Buddhism.


          Finally, Buddhist tradition recognizes Menander as one of the great benefactors of the faith, together with Asoka and Kanishka.


          Buddhist manuscripts in cursive Greek have been found in Afghanistan, praising various Buddhas and including mentions of the Mahayana Lokesvara-raja Buddha (). These manuscripts have been dated later than the 2nd century CE. (Nicholas Sims-Williams, "A Bactrian Buddhist Manuscript").


          Some elements of the Mahayana movement may have begun around the 1st century BCE in northwestern India, at the time and place of these interactions. According to most scholars, the main sutras of Mahayana were written after 100 BCE, when sectarian conflicts arose among Nikaya Buddhist sects regarding the humanity or super-humanity of the Buddha and questions of metaphysical essentialism, on which Greek thought may have had some influence: "It may have been a Greek-influenced and Greek-carried form of Buddhism that passed north and east along the Silk Road".


          


          The Kushan empire (1st3rd century CE)


          The Kushans, one of the five tribes of the Yuezhi confederation settled in Bactria since around 125 BCE when they displaced the Greco-Bactrians, invaded the northern parts of Pakistan and India from around 1 CE.


          By that time they had already been in contact with Greek culture and the Indo-Greek kingdoms for more than a century. They used the Greek script to write their language, as exemplified by their coins and their adoption of the Greek alphabet. The absorption of Greek historical and mythological culture is suggested by Kushan sculptures representing Dionysiac scenes or even the story of the Trojan horse and it is probable that Greek communities remained under Kushan rule.
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          The Kushan king Kanishka, who honored Zoroastrian, Greek and Brahmanic deities as well as the Buddha and was famous for his religious syncretism, convened the Fourth Buddhist Council around 100 CE in Kashmir in order to redact the Sarvastivadin canon. Some of Kanishka's coins bear the earliest representations of the Buddha on a coin (around 120 CE), in Hellenistic style and with the word "Boddo" in Greek script .


          Kanishka also had the original Gandhari vernacular, or Prakrit, Mahayana Buddhist texts translated into the high literary language of Sanskrit, "a turning point in the evolution of the Buddhist literary canon" (Foltz, Religions on the Silk Road)


          The " Kanishka casket", dated to the first year of Kanishka's reign in 127 CE, was signed by a Greek artist named Agesilas, who oversaw work at Kanishka's stupas (caitya), confirming the direct involvement of Greeks with Buddhist realizations at such a late date.


          The new syncretic form of Buddhism expanded fully into Eastern Asia soon after these events. The Kushan monk Lokaksema visited the Han Chinese court at Loyang in 178 CE, and worked there for ten years to make the first known translations of Mahayana texts into Chinese. The new faith later spread into Korea and Japan, and was itself at the origin of Zen.



          


          Artistic influences


          Numerous works of Greco-Buddhist art display the intermixing of Greek and Buddhist influences, around such creation centers as Gandhara. The subject matter of Gandharan art was definitely Buddhist, while most motifs were of Western Asiatic or Hellenistic origin.


          


          The anthropomorphic representation of the Buddha


          
            [image: An aniconic representation of Mara's assault on the Buddha, 2nd century CE, Amaravati, India.]
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          Although there is still some debate, the first anthropomorphic representations of the Buddha himself are often considered a result of the Greco-Buddhist interaction. Before this innovation, Buddhist art was " aniconic": the Buddha was only represented through his symbols (an empty throne, the Bodhi tree, the Buddha's footprints, the prayer wheel).


          This reluctance towards anthropomorphic representations of the Buddha, and the sophisticated development of aniconic symbols to avoid it (even in narrative scenes where other human figures would appear), seem to be connected to one of the Buddhas sayings, reported in the Digha Nikaya, that discouraged representations of himself after the extinction of his body.


          Probably not feeling bound by these restrictions, and because of "their cult of form, the Greeks were the first to attempt a sculptural representation of the Buddha". In many parts of the Ancient World, the Greeks did develop syncretic divinities, that could become a common religious focus for populations with different traditions: a well-known example is the syncretic God Sarapis, introduced by Ptolemy I in Egypt, which combined aspects of Greek and Egyptian Gods. In India as well, it was only natural for the Greeks to create a single common divinity by combining the image of a Greek God-King (The Sun-God Apollo, or possibly the deified founder of the Indo-Greek Kingdom, Demetrius), with the traditional attributes of the Buddha.
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              Standing Buddha, ancient region of Gandhara, northern Pakistan, 1st century CE.
            

          


          Many of the stylistic elements in the representations of the Buddha point to Greek influence: the Greco-Roman toga-like wavy robe covering both shoulders (more exactly, its lighter version, the Greek himation), the contrapposto stance of the upright figures (see: 1st2nd century Gandhara standing Buddhas), the stylicized Mediterranean curly hair and topknot ( ushnisha) apparently derived from the style of the Belvedere Apollo (330 BCE), and the measured quality of the faces, all rendered with strong artistic realism (See: Greek art). A large quantity of sculptures combining Buddhist and purely Hellenistic styles and iconography were excavated at the Gandharan site of Hadda. The 'curly hair' of Buddha is described in the famous list of 32 external characteristics of a Great Being (mahapurusa) that we find all along the Buddhist sutras. The curly hair, with the curls turning to the right is first described in the Pali canon of the Smaller Vehicle of Buddhism; we find the same description in e.g. the "Dasasahasrika Prajnaparamita".


          Greek artists were most probably the authors of these early representations of the Buddha, in particular the standing statues, which display "a realistic treatment of the folds and on some even a hint of modelled volume that characterizes the best Greek work. This is Classical or Hellenistic Greek, not archaizing Greek transmitted by Persia or Bactria, nor distinctively Roman".


          The Greek stylistic influence on the representation of the Buddha, through its idealistic realism, also permitted a very accessible, understandable and attractive visualization of the ultimate state of enlightenment described by Buddhism, allowing it reach a wider audience: "One of the distinguishing features of the Gandharan school of art that emerged in north-west India is that it has been clearly influenced by the naturalism of the Classical Greek style. Thus, while these images still convey the inner peace that results from putting the Buddha's doctrine into practice, they also give us an impression of people who walked and talked, etc. and slept much as we do. I feel this is very important. These figures are inspiring because they do not only depict the goal, but also the sense that people like us can achieve it if we try" (The Dalai Lama)


          During the following centuries, this anthropomorphic representation of the Buddha defined the canon of Buddhist art, but progressively evolved to incorporate more Indian and Asian elements.


          


          A Hellenized Buddhist pantheon
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          Several other Buddhist deities may have been influenced by Greek gods. For example, Herakles with a lion-skin (the protector deity of Demetrius I) "served as an artistic model for Vajrapani, a protector of the Buddha" (Foltz, "Religions and the Silk Road") (See). In Japan, this expression further translated into the wrath-filled and muscular Niō guardian gods of the Buddha, standing today at the entrance of many Buddhist temples.


          According to Katsumi Tanabe, professor at Chūō University, Japan (in "Alexander the Great. East-West cultural contact from Greece to Japan"), besides Vajrapani, Greek influence also appears in several other gods of the Mahayana pantheon, such as the Japanese Wind God Fujin inspired from the Greek Boreas through the Greco-Buddhist Wardo, or the mother deity Hariti inspired by Tyche.


          In addition, forms such as garland-bearing cherubs, vine scrolls, and such semi-human creatures as the centaur and triton, are part of the repertory of Hellenistic art introduced by Greco-Roman artists in the service of the Kushan court.


          See also: Buddhist art


          


          Greco-Buddhism and the rise of the Mahayana


          The geographical, cultural and historical context of the rise of Mahayana Buddhism during the 1st century BCE in northwestern India, all point to intense multi-cultural influences: "Key formative influences on the early development of the Mahayana and Pure Land movements, which became so much part of East Asian civilization, are to be sought in Buddhism's earlier encounters along the Silk Road" (Foltz, Religions on the Silk Road). As Mahayana Buddhism emerged, it received "influences from popular Hindu devotional cults ( bhakti), Persian and Greco-Roman theologies which filtered into India from the northwest" (Tom Lowenstein, p63).


          


          Conceptual influences


          Mahayana is an inclusive faith characterized by the adoption of new texts, in addition to the traditional Pali canon, and a shift in the understanding of Buddhism. It goes beyond the traditional Theravada ideal of the release from suffering ( dukkha) and personal enlightenment of the arhats, to elevate the Buddha to a God-like status, and to create a pantheon of quasi-divine Bodhisattvas devoting themselves to personal excellence, ultimate knowledge and the salvation of humanity. These concepts, together with the sophisticated philosophical system of the Mahayana faith, may have been influenced by the interaction of Greek and Buddhist thought:


          


          The Buddha as an idealized man-god


          The Buddha was elevated to a man-god status, represented in idealized human form: "One might regard the classical influence as including the general idea of representing a man-god in this purely human form, which was of course well familiar in the West, and it is very likely that the example of westerners' treatment of their gods was indeed an important factor in the innovation... The Buddha, the man-god, is in many ways far more like a Greek god than any other eastern deity, no less for the narrative cycle of his story and appearance of his standing figure than for his humanity".


          The supra-mundane understanding of the Buddha and Bodhisattvas may have been a consequence of the Greeks tendency to deify their rulers in the wake of Alexanders reign: "The god-king concept brought by Alexander (...) may have fed into the developing bodhisattva concept, which involved the portrayal of the Buddha in Gandharan art with the face of the sun god, Apollo" (McEvilley, "The Shape of Ancient Thought").


          


          The Bodhisattva as a Universal ideal of excellence
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          Lamotte (1954) controversially suggests (though countered by Conze (1973) and others) that Greek influence was present in the definition of the Bodhisattva ideal in the oldest Mahayana text, the "Perfection of Wisdom" or prajā pāramitā literature, that developed between the 1st century BCE and the 1st century CE. These texts in particular redefine Buddhism around the universal Bodhisattva ideal, and its six central virtues of generosity, morality, patience, effort, meditation and, first and foremost, wisdom.


          


          Philosophical influences


          The close association between Greeks and Buddhism probably led to exchanges on the philosophical plane as well. Many of the early Mahayana theories of reality and knowledge can be related to Greek philosophical schools of thought. Mahayana Buddhism has been described as the "form of Buddhism which (regardless of how Hinduized its later forms became) seems to have originated in the Greco-Buddhist communities of India, through a conflation of the Greek Democritean- Sophistic- Skeptical tradition with the rudimentary and unformalized empirical and skeptical elements already present in early Buddhism" (McEvilly, "The Shape of Ancient Thought", p503).


          
            	In the Prajnaparamita, the rejection of the reality of passing phenomena as "empty, false and fleeting" can also be found in Greek Pyrrhonism.


            	The perception of ultimate reality was, for the Cynics as well as for the Madhyamakas and Zen teachers after them, only accessible through a non-conceptual and non-verbal approach (Greek Phronesis), which alone allowed to get rid of ordinary conceptions.


            	The mental attitude of equanimity and dispassionate outlook in front of events was also characteristic of the Cynics and Stoics, who called it "Apatheia"


            	Nagarjuna's dialectic developed in the Madhyamaka can be paralleled to the Greek dialectical tradition.

          


          


          Cynicism, Madhyamaka and Zen


          Numerous parallels exist between the Greek philosophy of the Cynics and, several centuries later, the Buddhist philosophy of the Madhyamika and Zen. The Cynics denied the relevancy of human conventions and opinions (described as typhos, literally "smoke" or "mist", a metaphor for "illusion" or "error"), including verbal expressions, in favour of the raw experience of reality. They stressed the independence from externals to achieve happiness ("Happiness is not pleasure, for which we need external, but virtue, which is complete without external" 3rd epistole of Crates). Similarly the Prajnaparamita, precursor of the Madhyamika, explained that all things are like foam, or bubbles, "empty, false, and fleeting", and that "only the negation of all views can lead to enlightenment" (Nāgārjuna, MK XIII.8). In order to evade the world of illusion, the Cynics recommended the discipline and struggle ("askēsis kai machē") of philosophy, the practice of "autarkia" (self-rule), and a lifestyle exemplified by Diogenes, which, like Buddhist monks, renounced earthly possessions. These conceptions, in combination with the idea of "philanthropia" (universal loving kindness, of which Crates, the student of Diogenes, was the best proponent), are strikingly reminiscent of Buddhist Prajna (wisdom) and Karuna (compassion).


          


          Greco-Persian cosmological influences


          A popular figure in Greco-Buddhist art, the future Buddha Maitreya, has sometimes been linked to the Iranian yazata ( Zoroastrian divinity) Mira who was also adopted as a figure in a Greco-Roman syncretistic cult under the name of Mithras. Maitreya is the fifth Buddha of the present world-age, who will appear at some undefined future epoch. According to Foltz, he "echoes the qualities of the Zoroastrian Saoshyant and the Christian Messiah". However, in character and function, Maitreya does not much resemble either Mitra, Mira or Mithras; his name is more obviously derived from the Sanskrit maitrī "kindliness", equivalent to Pali mettā; the Pali (and probably older) form of his name, Metteyya, does not closely resemble the name Mira.


          The Buddha Amitābha (literally meaning "infinite radiance") with his paradisiacal " Pure Land" in the West, according to Foltz, "seems to be understood as the Iranian god of light, equated with the sun". This view is however not in accordance with the view taken of Amitābha by present-day Pure Land Buddhists, in which Amitābha is neither "equated with the sun" nor, strictly speaking, a god.


          


          Gandharan proselytism


          Buddhist monks from the region of Gandhara, where Greco-Buddhism was most influential, played a key role in the development and the transmission of Buddhist ideas in the direction of northern Asia.
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            	Kushan monks, such as Lokaksema (c. 178 CE), travelled to the Chinese capital of Loyang, where they became the first translators of Mahayana Buddhist scriptures into Chinese. Central Asian and East Asian Buddhist monks appear to have maintained strong exchanges until around the 10th century, as indicated by frescos from the Tarim Basin.


            	Two half-brothers from Gandhara, Asanga and Vasubandhu (4th century), created the Yogacara or "Mind-only" school of Mahayana Buddhism, which through one of its major texts, the Lankavatara Sutra, became a founding block of Mahayana, and particularly Zen, philosophy.


            	In 485 CE, according to the Chinese historic treatise Liang Shu, five monks from Gandhara travelled to the country of Fusang ("The country of the extreme East" beyond the sea, probably eastern Japan, although some historians suggest the American Continent), where they introduced Buddhism:

          


          
            	" Fusang is located to the east of China, 20,000 li (1,500 kilometers) east of the state of Da Han (itself east of the state of Wa in modern Kyūshū, Japan). (...) In former times, the people of Fusang knew nothing of the Buddhist religion, but in the second year of Da Ming of the Song dynasty (485 CE), five monks from Kipin (Kabul region of Gandhara) travelled by ship to Fusang. They propagated Buddhist doctrine, circulated scriptures and drawings, and advised the people to relinquish worldly attachments. As a results the customs of Fusang changed" (Ch:"扶桑在大漢國東二萬餘里,地在中國之東(...)其俗舊無佛法,宋大明二年,罽賓國嘗有比丘五人游行至其國,流通佛法,經像,教令出家,風 俗遂改.", Liang Shu, 7th century CE).

          


          
            	Bodhidharma, the founder of Zen, is described as a Central Asian Buddhist monk in the first Chinese references to him (Yan Xuan-Zhi, 547 CE), although later Chinese traditions describe him as coming from South India.

          


          


          Intellectual influences in Asia


          Through art and religion, the influence of Greco-Buddhism on the cultural make-up of East Asian countries, especially China, Korea and Japan, may have extended further into the intellectual area.


          At the same time as Greco-Buddhist art and Mahayana schools of thought such as Dhyana were transmitted to East Asia, central concepts of Hellenic culture such as virtue, excellence or quality may have been adopted by the cultures of Korea and Japan after a long diffusion among the Hellenized cities of Central Asia, to become a key part of their warrior and work ethics.


          


          Greco-Buddhism and the West


          In the direction of the West, the Greco-Buddhist syncretism may also have had some formative influence on the religions of the Mediterranean Basin.


          


          Exchanges


          Intense westward physical exchange at that time along the Silk Road is confirmed by the Roman craze for silk from the 1st century BCE to the point that the Senate issued, in vain, several edicts to prohibit the wearing of silk, on economic and moral grounds. This is attested by at least three significant authors:


          
            	Strabo (64/ 63 BCEc. 24 CE).


            	Seneca the Younger (c. 3 BCE65 CE).


            	Pliny the Elder (2379 CE).

          


          The aforementioned Strabo and Plutarch (c. 45125 CE) wrote about king Menander, confirming that information was circulating throughout the Hellenistic world.


          


          Religious influences


          


          Buddhism and Christianity


          Although the philosophical systems of Buddhism and Christianity have evolved in rather different ways, the moral precepts advocated by Buddhism from the time of Ashoka through his edicts do have some similarities with the Christian moral precepts developed more than two centuries later: respect for life, respect for the weak, rejection of violence, pardon to sinners, tolerance.
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          One theory is that these similarities may indicate the propagation of Buddhist ideals into the Western World, with the Greeks acting as intermediaries and religious syncretists.


          
            	"Scholars have often considered the possibility that Buddhism influenced the early development of Christianity. They have drawn attention to many parallels concerning the births, lives, doctrines, and deaths of the Buddha and Jesus" (Bentley, "Old World Encounters").

          


          The story of the birth of the Buddha was well known in the West, and possibly influenced the story of the birth of Jesus: Saint Jerome (4th century CE) mentions the birth of the Buddha, who he says "was born from the side of a virgin". Also a fragment of Archelaos of Carrha (278 CE) mentions the Buddha's virgin-birth.


          Early 3rd-4th century Christian writers such as Hippolytus and Epiphanius write about a Scythianus, who visited India around 50 AD from where he brought "the doctrine of the Two Principles". According to these writers, Scythianus' pupil Terebinthus presented himself as a "Buddha" ("he called himself Buddas" Cyril of Jerusalem). Terebinthus went to Palestine and Judaea where he met the Apostles ("becoming known and condemned" Isaia), and ultimately settled in Babylon, where he transmitted his teachings to Mani, thereby creating the foundation of what could be called Persian syncretic Buddhism, Manicheism. One of the greatest thinkers and saints of western Christianity, Augustine of Hippo was originally a Manichean.


          In the 2nd century CE, the Christian dogmatist Clement of Alexandria recognized Bactrian Buddhists (Sramanas) and Indian Gymnosophists for their influence on Greek thought:


          
            	"Thus philosophy, a thing of the highest utility, flourished in antiquity among the barbarians, shedding its light over the nations. And afterwards it came to Greece. First in its ranks were the prophets of the Egyptians; and the Chaldeans among the Assyrians; and the Druids among the Gauls; and the Sramanas among the Bactrians ("ί ά"); and the philosophers of the Celts; and the Magi of the Persians, who foretold the Saviour's birth, and came into the land of Judaea guided by a star. The Indian gymnosophists are also in the number, and the other barbarian philosophers. And of these there are two classes, some of them called Sramanas ("ά"), and others Brahmins ("")." (Clement of Alexandria "The Stromata, or Miscellanies").

          


          The main Greek cities of the Middle-East happen to have played a key role in the development of Christianity, such as Antioch and especially Alexandria, and "it was later in this very place that some of the most active centers of Christianity were established" ( Robert Linssen, "Zen living").
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          Greece ( Greek: ά, Ellda, IPA: [ɛˈlaa], or ά, Ells, [ɛˈlas]), officially the Hellenic Republic [ή ί (ɛliniˈkʲi imokraˈtia)], is a country in southeastern Europe, situated on the southern end of the Balkan Peninsula. It has borders with Albania, Bulgaria and the former Yugoslav Republic of Macedonia to the north, and Turkey to the east. The Aegean Sea lies to the east and south of mainland Greece, while the Ionian Sea lies to the west. Both parts of the Eastern Mediterranean basin feature a vast number of islands.


          Greece lies at the juncture of Europe, Asia and Africa. It is heir to the heritages of ancient Greece, the Roman and Byzantine Empires, and nearly four centuries of Ottoman rule. Greece is the birthplace of democracy, Western philosophy, the Olympic Games, Western literature and historiography, political science, major scientific and mathematical principles, and Western drama including both tragedy and comedy.


          Greece is a developed country, a member of the European Union since 1981, a member of the Economic and Monetary Union of the European Union since 2001, NATO since 1952, the OECD since 1961, the WEU since 1995 and ESA since 2005. Athens is the capital; Thessaloniki, Patras, Heraklion, Volos, Ioannina, Larissa and Kavala are some of the country's other major cities.


          


          History
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          The shores of the Aegean sea saw the emergence of the first advanced civilizations in Europe, the Minoan civilization in Crete and the Mycenean civilization on the mainland. Later, city-states emerged across the Greek peninsula and spread to the shores of Black Sea, South Italy and Asia Minor reaching great levels of prosperity that resulted in an unprecedented cultural boom, expressed in architecture, drama, science and philosophy, and nurtured in Athens under a democratic environment. Athens and Sparta led the way in repelling the Persian Empire in a series of battles. Both were later overshadowed by Thebes and eventually Macedon, with the latter under the guidance of Alexander the Great uniting and leading the Greek world to victory over the Persians, to presage the Hellenistic era, itself brought only partially to a close two centuries later with the establishment of Roman rule over Greek lands in 146 BC.


          The subsequent mixture of Roman and Hellenic cultures took form in the establishment of the Byzantine Empire in 330 AD around Constantinople, which remained a major cultural and military power for the next 1,123 years, until its fall at the hands of Ottomans in 1453. On the eve of the Ottoman era the Greek intelligentsia migrated to Western Europe, playing a significant role in the Western European Renaissance through the transferring of works of Ancient Greeks to Western Europe. Nevertheless, the Ottoman millet system contributed to the ethnic cohesion of Orthodox people by segregating the various peoples within the Ottoman Empire based on religion as the latter played an integral role in the formation of modern Greek identity.


          After the Greek War of Independence, successfully fought against the Ottoman Empire from 1821 to 1829, the nascent Greek state was finally recognized under the London Protocol. In 1827, Ioannis Kapodistrias, a noble Greek from the Ionian Islands, was chosen as the first governor of the new Republic. However, following his assassination, the Great Powers soon installed a monarchy under Otto, of the Bavarian House of Wittelsbach. In 1843, an uprising forced the King to grant a constitution and a representative assembly. Due to his unimpaired authoritarian rule, he was eventually dethroned in 1863 and replaced by Prince Vilhelm (William) of Denmark, who took the name George I and brought with him the Ionian Islands as a coronation gift from Britain. In 1877, Charilaos Trikoupis, a dominant figure of the Greek political scene who is attributed with the significant improvement of the country's infrastructure, curbed the power of the monarchy to interfere in the assembly by issuing the rule of vote of confidence to any potential prime minister.
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          As a result of the Balkan Wars, Greece successfully increased the extent of her territory and population, a challenging context both socially and economically. In the following years, the struggle between King Constantine I and charismatic prime minister Eleftherios Venizelos over the country's foreign policy on the eve of World War I dominated the country's political scene, and divided the country into two bitterly hostile factions.


          In the aftermath of WW I, Greece fought against Turkish nationalists led by Mustafa Kemal, a war which resulted in a massive population exchange between the two countries under the Treaty of Lausanne. Instability and successive coup d'etats marked the following era, which was overshadowed by the massive task of incorporating 1.5 million Greek refugees from Asia Minor into Greek society. On 28 October 1940 Fascist Italy demanded the surrender of Greece, but the Greek dictator Ioannis Metaxas famously responded to the Italian ultimatum with the single word "OXI" ("No"). In the following Greco-Italian War, Greece repelled Italian forces into Albania, giving the Allies their first victory over Axis forces on land. The country would eventually fall to urgently dispatched German forces during the Battle of Greece, but the occupiers nevertheless met serious challenges from the Greek Resistance.


          After liberation, Greece experienced a bitter civil war between Royalist and Communist forces, which led to economic devastation and severe social tensions between its Rightists and largely Communist Leftists for the next 30 years. The next 20 years were characterized by marginalisation of the left in the political and social spheres but also by a significant economic growth, propelled in part by the Marshall Plan.


          In 1965, a period of political turbulence led to a coup detat on April 21, 1967 by the US-backed Regime of the Colonels. On November 1973 the Athens Polytechnic Uprising sent shock waves across the regime, and a counter-coup established Brigadier Dimitrios Ioannides as dictator. On July 20, 1974, as Turkey invaded the island of Cyprus, the regime collapsed.


          


          Ex-Premier Constantine Karamanlis was invited back from Paris where he had lived in self-exile since 1963, marking the beginning of the Metapolitefsi era. On the 14 August 1974 Greek forces withdrew from the integrated military structure of NATO in protest at the Turkish occupation of northern Cyprus. In 1975 a democratic republican constitution was activated and the monarchy abolished by a referendum held that same year. Meanwhile, Andreas Papandreou founded the Panhellenic Socialist Party, or PASOK, in response to Constantine Karamanlis' New Democracy party, with the two political formations dominating Greek political affairs in the ensuing decades. Greece rejoined NATO in 1980. Relations with neighbouring Turkey have improved substantially over the last decade, since successive earthquakes hit both nations in the summer of 1999 ( see Greek-Turkish earthquake diplomacy), and today Athens is an active supporter of the country's EU membership bid.


          Greece became the tenth member of the European Union on January 1, 1981 and ever since the nation has experienced a remarkable and sustained economic growth. Widespread investments in industrial enterprises and heavy infrastructure, as well as funds from the European Union and growing revenues from tourism, shipping and a fast growing service sector have raised the country's standard of living to unprecedented levels. The country adopted the Euro in 2001 and successfully organised the 2004 Olympic Games in Athens.


          


          Government and politics
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          Greece is a parliamentary republic. The head of state is the President of the Republic, who is elected by the Parliament for a five-year term. The current Constitution was drawn up and adopted by the Fifth Revisionary Parliament of the Hellenes and entered into force in 1975 after the fall of the military junta of 1967-1974. It has been revised twice since, in 1986 and in 2001. The Constitution, which consists of 120 articles, provides for a separation of powers into executive, legislative, and judicial branches, and grants extensive specific guarantees (further reinforced in 2001) of civil liberties and social rights.


          According to the Constitution, executive power is exercised by the President of the Republic and the Government. The Constitutional amendment of 1986 the President's duties were curtailed to a significant extent, and they are now largely ceremonial. The position of Prime Minister, Greece's head of government, belongs to the current leader of the political party that can obtain a vote of confidence by the Parliament. The President of the Republic formally appoints the Prime Minister and, on his recommendation, appoints and dismisses the other members of the Cabinet. The Prime Minister exercises vast political power, and the amendment of 1986 further strengthened his position to the detriment of the President of the Republic.


          Legislative power is exercised by a 300-member elective unicameral Parliament. Statutes passed by the Parliament are promulgated by the President of the Republic. Parliamentary elections are held every four years, but the President of the Republic is obliged to dissolve the Parliament earlier on the proposal of the Cabinet, in view of dealing with a national issue of exceptional importance. The President is also obliged to dissolve the Parliament earlier, if the opposition manages to pass a motion of no confidence.


          The Judiciary is independent of the executive and the legislature and comprises three Supreme Courts: the Court of Cassation (Ά ά), the Council of State (ύ  ί) and the Court of Auditors (ό έ). The Judiciary system is also composed of civil courts, which judge civil and penal cases and administrative courts, which judge disputes between the citizens and the Greek administrative authorities.


          Since the restoration of democracy, the Greek two-party system is dominated by the liberal-conservative New Democracy and the social-democratic Panhellenic Socialist Movement (PASOK). Other significant parties include the Communist Party of Greece, the Coalition of the Radical Left and the Popular Orthodox Rally. The current prime minister is Kostas Karamanlis, president of the New Democracy party and nephew of the late Constantine Karamanlis, who won a second term on September 16, 2007, acquiring a slimmer majority in the Parliament with only 152 out of 300 seats.


          


          Peripheries and prefectures


          Administratively, Greece consists of thirteen peripheries subdivided into a total of fifty-one prefectures (nomoi, singular nomos). There is also one autonomous area, Mount Athos (Agio Oros, "Holy Mountain"), which borders the periphery of Central Macedonia.
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              	Number

              	Periphery

              	Capital

              	Area

              	Population
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              	1

              	Attica

              	Athens

              	3,808 km

              	3,761,810
            


            
              	2

              	Central Greece

              	Lamia

              	15,549 km

              	605,329
            


            
              	3

              	Central Macedonia

              	Thessaloniki

              	18,811 km

              	1,871,952
            


            
              	4

              	Crete

              	Heraklion

              	8,259 km

              	601,131
            


            
              	5

              	East Macedonia and Thrace

              	Kavla

              	14,157 km

              	611,067
            


            
              	6

              	Epirus

              	Ioannina

              	9,203 km

              	353,820
            


            
              	7

              	Ionian Islands

              	Corfu

              	2,307 km

              	212,984
            


            
              	8

              	North Aegean

              	Mytilene

              	3,836 km

              	206,121
            


            
              	9

              	Peloponnese

              	Kalamata

              	15,490 km

              	638,942
            


            
              	10

              	South Aegean

              	Ermoupoli

              	5,286 km

              	302,686
            


            
              	11

              	Thessaly

              	Larissa

              	14.037 km

              	753,888
            


            
              	12

              	West Greece

              	Patras

              	11,350 km

              	740,506
            


            
              	13

              	West Macedonia

              	Kozani

              	9,451 km

              	301,522
            


            
              	-

              	Mount Athos (Autonomous)

              	Karyes

              	390 km

              	2,262
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          Greece consists of a mountainous mainland jutting out into the sea at the southern end of the Balkans, the Peloponnesus peninsula (separated from the mainland by the canal of the Isthmus of Corinth), and numerous islands (around 2,000), including Crete, Euboea, Lesbos, Chios, the Dodecanese and the Cycladic groups of the Aegean Sea as well as the Ionian Sea islands. Greece has the tenth longest coastline in the world with 14,880kilometres (9,246mi); its land boundary is 1,160kilometres (721mi).


          Four fifths of Greece consist of mountains or hills, making the country one of the most mountainous in Europe. Western Greece contains a number of lakes and wetlands and it is dominated by the Pindus mountain range. Pindus has a maximum elevation of 2,636m (8,648ft) and it is essentially a prolongation of the Dinaric Alps.


          The range continues through the western Peloponnese, crosses the islands of Kythera and Antikythera and find its way into southwestern Aegean, in the island of Crete where it eventually ends. (the islands of the Aegean are peaks of underwater mountains that once constituted an extension of the mainland). Pindus is characterized by its high, steep peaks, often dissected by numerous canyons and a variety of other karstic landscapes. Most notably, the impressive Meteora formation consisting of high, steep boulders provides a breathtaking experience for the hundreds of thousands of tourists who visit the area each year.
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          The Vikos-Aoos Gorge is yet another spectacular formation and a popular hotspot for those fond of extreme sports. Mount Olympus,a focal point of Greek culture throughout history is host to the Mytikas peak 2,917metres (9,570ft),the highest in the country. Once considered the throne of the Gods, it is today extremely popular among hikers and climbers. Moreover, northeastern Greece features yet another high-altitude mountain range, the Rhodope range, spreading across the periphery of East Macedonia and Thrace; this area is covered with vast, thick, ancient forests. The famous Dadia forest is in the prefecture of Evros, in the far northeast of the country.


          Expansive plains are primarily located in the prefectures of Thessaly, Central Macedonia and Thrace. They constitute key economic regions as they are among the few arable places in the country.Rare marine species such as the Pinniped Seals and the Loggerhead Sea Turtle live in the seas surrounding mainland Greece, while its dense forests are home to the endangered brown bear, the lynx, the Roe Deer and the Wild Goat.


          Phytogeographically, Greece belongs to the Boreal Kingdom and is shared between the East Mediterranean province of the Mediterranean Region and the Illyrian province of the Circumboreal Region. According to the World Wide Fund for Nature and Digital Map of European Ecological Regions by the European Environment Agency, the territory of Greece can be subdivided into six ecoregions: the Illyrian deciduous forests, Pindus Mountains mixed forests, Balkan mixed forests, Rodope montane mixed forests, Aegean and Western Turkey sclerophyllous and mixed forests and Crete Mediterranean forests.


          


          Climate


          
            [image: Greece enjoys a typical sunny and warm Mediterranean Climate (View from Fira, the capital of Santorini).]

            
              Greece enjoys a typical sunny and warm Mediterranean Climate (View from Fira, the capital of Santorini).
            

          


          The climate of Greece can be categorised into three types (the Mediterranean, the Alpine and the Temperate) that influence well-defined regions of its territory.The Pindus mountain range strongly affects the climate of the country by making the western side of it (areas prone to the south-westerlies) wetter on average than the areas lying to the east of it ( lee side of the mountains).The Mediterranean type of climate features mild, wet winters and hot, dry summers. The Cyclades, the Dodecanese, Crete, Eastern Peloponessus and parts of the Sterea Ellada region are mostly affected by this particular type of climate. Temperatures rarely reach extreme values although snowfalls do occur occasionally even in the Cyclades or the Dodecanese during the winter months.


          The Alpine type is dominant mainly in the mountainous areas of Northwestern Greece ( Epirus, Central Greece, Thessaly, Western Macedonia) as well as in the central parts of Peloponnese, including the prefectures of Achaia, Arcadia and parts of Laconia, where extensions of the Pindus mountain range pass by). Finally, the Temperate type affects Central Macedonia and East Macedonia and Thrace; it features cold, damp winters and hot, dry summers. Athens is located in a transitional area featuring both the Mediterranean and the Temperate types.The city's northern suburbs are dominated by the temperate type while the downtown area and the southern suburbs enjoy a typical Mediterranean type.


          


          Economy
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          Greece operates a mixed economy that produced a GDP of $305.595 billion in 2006. Its principal economic activities include tourism and shipping industries, banking and finance, manufacturing and construction and telecommunications. The country serves as the regional business hub for many of the world's largest multinational companies.


          The people of Greece enjoy a high standard of living. Greece ranks 24th in the 2006 HDI, 22nd on The Economist's 2005 world-wide quality-of-life index, and, according to the International Monetary Fund it has an estimated average per capita income of $35,166 for the year 2007, comparable to that of Germany, France or Italy and approximately equal to the EU average.


          Greece's present prosperity is largely owed to the post-World War II " Greek economic miracle" (when GDP growth averaged 7% between 1950 and 1973), the implementation of a number of structural and fiscal reforms, combined with considerable European Union funding over the last twenty-five years and increasing private consumption and investments. The latter facts have contributed to a consistent annual growth of the Greek GDP that was surpassing the respective one of most of its other EU partners.
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          Today, the service industry (74.4%) makes up the largest, most vital and fastest-growing sector of the Greek economy, followed by industry (20.6%) and agriculture (5.1%). The tourism industry is a major source of foreign exchange earnings and revenue accounting for 15% of Greeces total GDP and employing (directly or indirectly) 659,719 people (or 16.5% of total employment). Additionally Greek banks have invested heavily in the Balkan region: most notably the National Bank of Greece in 2006 acquired 46% of the shares of Finansbank in Turkey and 99.44% of Serbia's Vojvođanska Bank.The manufacturing sector accounts for about 13% of GDP with the food industry leading in growth, profit and export potential. High-technology equipment production, especially for telecommunications, is also a fast-growing sector. Other important areas include textiles, building materials, machinery, transport equipment, and electrical appliances. Construction (10%GDP) and agriculture (7%) are yet two other significant sectors of the Greek economic activity. Greece is the leading investor in all of her Balkan neighbors.


          


          Maritime industry


          
            [image: Aerial view of Thessaloniki's central districts. Thessaloniki is Greece's second largest city and a major economic, industrial, commercial and cultural center.]

            
              Aerial view of Thessaloniki's central districts. Thessaloniki is Greece's second largest city and a major economic, industrial, commercial and cultural centre.
            

          


          The shipping industry is a key element of Greek economic activity dating back to ancient times. Today, shipping is one of the country's most important industries. It accounts for 4.5% of GDP, employs about 160,000 people (4% of the workforce), and represents 1/3 of the country's trade deficit.


          During the 1960s the size of the Greek fleet nearly doubled, primarily through the investment undertaken by the shipping magnates Onassis and Niarchos. The basis of the modern Greek maritime industry was formed after World War II when Greek shipping businessmen were able to amass surplus ships sold to them by the United States Government through the Ship Sales Act of the 1940s. According to the BTS, the Greek-owned maritime fleet is today the largest in the world, with 3,079 vessels accounting for 18% of the world's fleet capacity (making it the largest of any other country) with a total dwt of 141,931 thousand (142 million dwt). In terms of ship categories, Greece ranks first in both tankers and dry bulk carriers, fourth in the number of containers, and fourth in other ships. However, today's fleet roster is smaller than an all-time high of 5,000 ships in the late 70's.


          


          Science and technology
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          Because of its strategic location, qualified workforce and political and economic stability, many multinational companies such as Ericsson, Siemens, SAP, Motorola and Coca-Cola have their regional R&D Headquarters in Greece.


          The General Secretariat for Research and Technology of the Hellenic Ministry of Development is responsible for designing, implementing and supervising national research and technological policy.


          In 2003, public spending on R&D was 456,37 million Euros (12,6% increase from 2002). Total research and development (R&D) spending (both public and private) as a percentage of GDP has increased considerably since the beginning of the past decade, from 0,38% in 1989, to 0,65% in 2001. R&D spending in Greece remains lower than the EU average of 1,93%, but, according to Research DC, based on OECD and Eurostat data, between 1990 and 1998, total R&D expenditure in Greece enjoyed the third highest increase in Europe, after Finland and Ireland.


          Greece's technology parks with incubator facilities include the Science and Technology Park of Crete (Heraklion), the Thessaloniki Technology Park,the Lavrio Technology Park and the Patras Science Park.Greece has been a member of the European Space Agency (ESA) since 2005. Cooperation between ESA and the Hellenic National Space Committee began in the early 1990s. In 1994, Greece and ESA signed their first cooperation agreement. Having formally applied for full membership in 2003, Greece became ESA's sixteenth member on March 16 2005. As member of the ESA, Greece participates in the agency's telecommunication and technology activities, and the Global Monitoring for Environment and Security Initiative.


          


          Demographics
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          The official Statistical body of Greece is the National Statistical Service of Greece (NSSG). According to the NSSG, Greece's total population in 2001 was 10,964,020. That figure is divided into 5,427,682 males and 5,536,338 females. As statistics from 1971, 1981, and 2001 show, the Greek population has been aging the past several decades. The birth rate in 2003 stood 9.5 per 1,000 inhabitants (14.5 per 1,000 in 1981). At the same time the mortality rate increased slightly from 8.9 per 1,000 inhabitants in 1981 to 9.6 per 1,000 inhabitants in 2003. In 2001, 16.71% of the population were 65 years old and older, 68.12% between the ages of 15 and 64 years old, and 15.18% were 14 years old and younger. In 1971 the figures were 10.92%, 63.72%, and 25.36% respectively. Greek society has also rapidly changed with the passage of time. Marriage rates kept falling from almost 71 per 1,000 inhabitants in 1981 until 2002, only to increase slightly in 2003 to 61 per 1,000 and then fall again to 51 in 2004. Divorce rates on the other hand, have seen an increase  from 191.2 per 1,000 marriages in 1991 to 239.5 per 1,000 marriages in 2004. Almost two-thirds of the Greek people live in urban areas. Greece's largest municipalities in 2001 were: Athens (745,514), Thessaloniki (363,987), Piraeus (175,697), Patras (161,114), Iraklio (133,012), Larissa (124,786), and Volos (82,439).


          


          Minorities
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          The only minority in Greece that has a specially recognized legal status is the Muslim minority (ή ό, Mousoulmanik meiontita) in Thrace, which amounts to approximately 0.95% of the total population. Its members are predominantly of Turkish, Pomak and Roma ethnic origins. Other recognized minorities include approximately 35,000 Armenians and 5,500 Jews.


          There are also a number of linguistic minority groups, whose members speak a non-Greek language in addition to Greek and generally identify ethnically as Greeks. These include the Arvanites, who speak a form of Albanian known as Arvanitika and the Aromanians and Moglenites, also known as Vlachs, whose languages are closely related to Romanian.


          In northern Greece there are also Slavic-speaking groups, whose members identify ethnically as Greeks in their majority. Their dialects can be linguistically classified as forms of either Macedonian (locally called Slavomacedonian or simply Slavic), or Bulgarian (distinguished as Pomak in the case of the Bulgarophone Muslim Pomaks of Thrace).


          


          Immigration


          Due to the complexity of Greek immigration policy, practices and data collection, truly reliable data on immigrant populations in Greece is difficult to gather and therefore subject to much speculation. A study from the Mediterranean Migration Observatory maintains that the 2001 Census from the NSSG recorded 762,191 persons residing in Greece without Greek citizenship, constituting around 7% of total population and that, of these, 48,560 were EU or EFTA nationals and 17,426 Cypriots with privileged status.


          The greatest cluster of non-EU immigrant population is in the Municipality of Athens some 132,000 immigrants, at 17% of local population. Thessaloniki is the second largest cluster, with 27,000, reaching 7% of local population. After this, the predominant areas of location are the big cities environs and the agricultural areas. At the same time, Albanians constituted some 56% of total immigrants, followed by Bulgarians (5%), Georgians (3%) and Romanians (3%). Americans, Cypriots, British and Germans appeared as sizeable foreign communities at around 2% each of total foreign population. The rest were around 690,000 persons of non-EU or non-homogeneis (of non-Greek heritage) status.


          According to the same study, the foreign population (documented and undocumented) residing in Greece may in reality figure upwards to 8.5% or 10.3%, that is approximately meaning 1.15 million - if immigrants with homogeneis cards are accounted for.


          


          Religion
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          The constitution of Greece recognizes the Greek Orthodox faith as the "prevailing" religion of the country, while guaranteeing freedom of religious belief for all. The Greek Government does not keep statistics on religious groups and censuses do not ask for religious affiliation. According to the State Department, an estimated 97% of Greek citizens identify themselves as Greek Orthodox.


          In the Eurostat - Eurobarometer poll of 2005, 81% of Greek citizens responded that they believe there is a God, whereas 16% answered that they believe there is some sort of spirit or life force, and 3% that they do not believe there is a God, spirit, nor life force. Greece's percentage of respondents asserting that they believe there is a God was the third highest among EU members behind Malta and Cyprus.


          Estimates of the recognised Muslim minority, which is mostly located in Thrace, range from 98,000 to 140,000, (between 0.9% and 1.2%) while the immigrant Muslim community numbers between 200,000 and 300,000. Albanian immigrants to Greece are usually associated with the Muslim faith, although most are secular in orientation.


          Judaism has existed in Greece for more than 2,000 years. Sephardi Jews used to have a large presence in the city of Thessaloniki, but nowadays the Greek-Jewish community who survived the Holocaust is estimated to number around 5,500 people.


          Greek members of Roman Catholic faith are estimated at 50,000 with the Roman Catholic immigrant community approximating 200,000. Old Calendarists account for 500,000 followers. The Jehovah's Witnesses report having 30,000 active members. Protestants including Evangelicals stand at about 30,000. Free Apostolic Church of Pentecost and other Pentecostals denominations are about 12,000. Mormons can also be found with 420 followers. The ancient Greek religion has also reappeared as Hellenic Neopaganism, with estimates of approximately 2,000 adherents (comprising 0.02% of the general population).


          


          Education
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          Compulsory education in Greece comprises primary schools (ό ί, Dimotik Scholeio) and gymnasium (ά). Nursery schools (ό ό, Paidiks Stathms) are popular but not compulsory. Kindergartens (ί, Nipiagogeo) are now compulsory for any child above 4 years of age. Children start primary school aged 6 and remain there for six years.Attendance at gymnasia starts at age 12 and last for three years. Greece's post-compulsory secondary education consists of two school types: unified upper secondary schools (ί ύ, Eniaia Lykeia) and technical- vocational educational schools (ά  ά ή, "TEE"). Post-compulsory secondary education also includes vocational training institutes (ύ ή ά, "IEK") which provide a formal but unclassified level of education. As they can accept both Gymnasio (lower secondary school) and Lykeio (upper secondary school) graduates, these institutes are not classified as offering a particular level of education. The Programme for International Student Assessment, coordinated by the OECD, currently ranks the Greek secondary education as the 38th in the world, being significantly below the OECD average.


          Public higher education is divided into universities, "Highest Educational Institutions" (ώ ά ύ, Antata Ekpaideytik Idrmata, "") and "Highest Technological Educational Institutions" (ώ ά ά ύ, Antata Technologik Ekpaideytik Idrmata, "ATEI"). Students are admitted to these Institutes according to their performance at national level examinations taking place after completion of the third grade of Lykeio. Additionally, students over twenty-two years old may be admitted to the Hellenic Open University through a form of lottery. The Capodistrian university of Athens is the oldest university in the eastern Mediterranean.


          The Greek education system also provides special kindergartens, primary and secondary schools for people with special needs or difficulties in learning. Specialist gymnasia and high schools offering musical, theological and physical education also exist.


          Some of the main universities in Greece include:


          National and Capodistrian University of Athens National Technical University of Athens  University of Piraeus Agricultural University of Athens  University of Macedonia (in Thessaloniki)  University of Crete  Technical University of Crete  Athens University of Economics and Business  Aristotle University of Thessaloniki  University of the Aegean (across the Aegean Islands)  Democritus University of Thrace  University of Ioannina  University of Thessaly  Panteion University of Social and Political Sciences  University of Patras  Charokopeio University of Athens Ionian University (across the Ionian Islands)


          Armed forces


          
            [image: Hellenic Navy Frigates HS Spetsai (Meko class) and HS Bouboulina (S class).]

            
              Hellenic Navy Frigates HS Spetsai (Meko class) and HS Bouboulina (S class).
            

          


          
            [image: Hellenic Air Force F-16.]

            
              Hellenic Air Force F-16.
            

          


          The Hellenic Armed Forces are overseen by the Hellenic National Defense General Staff (ό ί ή Ά - ) and consists of three branches:


          
            	Hellenic Army


            	Hellenic Navy


            	Hellenic Air Force

          


          The civilian authority for the Greek military is the Ministry of National Defence. Furthermore, Greece maintains the Hellenic Coast Guard for law enforcement in the sea and search and rescue. Greece currently has universal compulsory military service for males while females (who may serve in the military) are exempted from conscription. As a member of NATO, the Greek military participates in exercises and deployments under the auspices of the alliance.


          


          International Rankings


          
            
              	Organization

              	Survey

              	Ranking
            


            
              	United Nations Development Programme

              	Human Development Index 2006

              Human Development Index 2004

              Human Development Index 2000

              	24 out of 177

              24 out of 177

              24 out of 177
            


            
              	International Monetary Fund

              	GDP per capita ( PPP)

              	18 out of 180
            


            
              	The Economist

              	Worldwide Quality-of-life Index, 2005

              	22 out of 111
            


            
              	Heritage Foundation/Wall Street Journal

              	Index of Economic Freedom

              	57 out of 157
            


            
              	Reporters Without Borders

              	Worldwide Press Freedom Index 2006

              Worldwide Press Freedom Index 2005

              Worldwide Press Freedom Index 2004

              	32 out of 168

              18(tied) out of 168

              33 out of 167
            


            
              	Transparency International

              	Corruption Perceptions Index 2006

              Corruption Perceptions Index 2005

              Corruption Perceptions Index 2004

              	54 out of 163

              47 out of 158

              49 out of 145
            


            
              	World Economic Forum

              	Global Competitiveness Report

              	47 out of 125
            


            
              	Yale University/ Columbia University

              	Environmental Sustainability Index 2005

              	67 out of 146
            


            
              	Nationmaster

              	Labor strikes

              	13 out of 27
            


            
              	A.T. Kearney / Foreign Policy

              	Globalization Index 2006

              Globalization Index 2005

              Globalization Index 2004

              	32 out of 62

              29 out of 62

              28 out of 62
            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Greece"
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        Greek alphabet


        
          

          
            
              	Greek alphabet
            


            
              	Type

              	Alphabet
            


            
              	Spoken languages

              	Greek, with many modifications covering many languages
            


            
              	Timeperiod

              	~ 800 BC to the present
            


            
              	Parentsystems

              	Proto-Canaanite alphabet

               Phoenician alphabet

              Greek alphabet
            


            
              	Childsystems

              	Gothic

              Glagolitic

              Cyrillic

              Coptic

              Old Italic alphabet

              Latin alphabet

            


            
              	ISO 15924

              	Grek
            


            
              	[image: ]
            


            
              	Note: This page may contain IPA phonetic symbols in Unicode.
            

          


          
            
              	[image: ]
            


            
              	Greek alphabet
            


            
              	 Alpha

              	 Nu
            


            
              	 Beta

              	 Xi
            


            
              	 Gamma

              	 Omicron
            


            
              	 Delta

              	 Pi
            


            
              	 Epsilon

              	 Rho
            


            
              	 Zeta

              	 Sigma
            


            
              	 Eta

              	 Tau
            


            
              	 Theta

              	 Upsilon
            


            
              	 Iota

              	 Phi
            


            
              	 Kappa

              	 Chi
            


            
              	 Lambda

              	 Psi
            


            
              	 Mu

              	 Omega
            


            
              	Obsolete letters
            


            
              	[image: ] Digamma

              	[image: ] Qoppa
            


            
              	[image: ] San

              	[image: ] Sampi
            


            
              	
                

              
            


            
              	Greek diacritics
            

          


          The Greek alphabet ( Greek: ό ά) is a set of twenty-four letters that has been used to write the Greek language since the late 9th or early 8th century BC. It was the first alphabet in the narrow sense, that is a writing system that uses a separate symbol for each vowel and consonant. It is the oldest alphabetic script in continuous use today. The letters were also used to represent Greek numerals, beginning in the 2nd century BC.


          The Greek alphabet is descended from the Phoenician alphabet, and unrelated to Linear B and the Cypriot syllabary, earlier writing systems for Greek. It has given rise to many other alphabets used in Europe and the Middle East, including the Latin alphabet. In addition to being used for writing Modern Greek, its letters are today used as symbols in mathematics and science, particle names in physics, as names of stars, in the names of fraternities and sororities, in the naming of supernumerary tropical cyclones, and for other purposes.


          


          History


          The Greek alphabet emerged several centuries after the fall of the Mycenaean civilization and consequent abandonment of its Linear B script, an early Greek writing system. Linear B is descended from Linear A, which was developed by the Minoans, whose language was probably unrelated to Greek; consequently the Minoan syllabary did not provide an ideal medium for the transliteration of the sounds of the Greek language.


          The Greek alphabet we recognize today arose after the Greek Dark Ages  the period between the downfall of Mycenae (ca. 1200 BC) and the rise of Ancient Greece, which begins with the appearance of the epics of Homer, around 800 BC, and the institution of the Ancient Olympic Games in 776 BC. Its most notable change, as an adaptation of the Phoenician alphabet, is the introduction of vowel letters, without which Greek would be illegible.


          Vowel signs were originally not used in Semitic alphabets. Whereas in the earlier West Semitic family of scripts ( Phoenician, Hebrew, Moabite etc.) a letter always stood for a consonant in association with an unspecified vowel or no vowel, the Greek alphabet divided the letters into two categories, consonants ("things that sound along") and vowels, where the consonant letters always had to be accompanied by vowels to create a pronounceable unit. Although the old Ugaritic alphabet did develop matres lectionis, i.e., use of consonant letters to denote vowels, they were never employed systematically.


          
            
              	History of the alphabet
            


            
              	
                Middle Bronze Age 19 c. BCE



                
                  	Ugaritic 15 c. BCE


                  	Phoenician 1411 c. BCE

                    
                      	Paleo-Hebrew 10 c. BCE

                        
                          	Samaritan 6 c. BCE

                        

                      


                      	Aramaic 8 c. BCE

                        
                          	Brāhmī & Indic 6 c. BCE

                            
                              	Tibetan 7 c. CE


                              	Khmer/ Javanese 9 c. CE

                            

                          


                          	Hebrew 3 c. BCE


                          	Syriac 2 c. BCE

                            
                              	Arabic 4 c. CE

                            

                          


                          	Pahlavi 3 c. BCE

                            
                              	Avestan 4 c. CE

                            

                          

                        

                      


                      	
                        Greek 9 c. BCE

                        
                          	Etruscan 8 c. BCE

                            
                              	Latin 7 c. BCE


                              	Runic 2 c. CE

                            

                          


                          	Gothic 3 c. CE


                          	Armenian 405 CE


                          	Glagolitic 862 CE


                          	Cyrillic 10 c. CE

                        

                      


                      	Paleohispanic 7 c. BCE

                    

                  


                  	Epigraphic South Arabian 9 c. BCE

                    
                      	Ge'ez 56 c. BCE

                    

                  

                

              
            


            
              	Meroitic 3 c. BCE
            


            
              	Ogham 4 c. CE
            


            
              	Hangul 1443 CE
            


            
              	Canadian syllabics 1840 CE
            


            
              	Zhuyin 1913 CE
            


            
              	complete genealogy
            

          


          The first vowel letters were  ( alpha),  ( epsilon),  ( iota),  ( omicron), and  ( upsilon), modifications of Semitic glottal, pharyngeal, or glide consonants that were mostly superfluous in Greek: /ʔ/ ( 'aleph), /h/ ( he), /j/ ( yodh), /ʕ/ ( ʿayin), and /w/ ( waw), respectively. In eastern Greek, which lacked aspiration entirely, the letter  ( eta), from the Semitic glottal consonant /ħ/ ( heth) was also used for the long vowel /ː/, and eventually the letter  ( omega) was introduced for a long /ɔː/.


          Greek also introduced three new consonant letters,  ( phi),  ( chi) and  ( psi), appended to the end of the alphabet as they were developed. These consonants made up for the lack of comparable aspirates in Phoenician. In western Greek,  was used for /ks/ and  for /kʰ/  hence the value of the Latin letter X, derived from the western Greek alphabet. The origin of these letters is disputed.


          The letter Ϻ ( san) was used at variance with  ( sigma), and by classical times the latter won out, san disappearing from the alphabet. The letters Ϝ (wau, later called digamma) and Ϙ ( qoppa) also fell into disuse. The former was only needed for the western dialects and the latter was never truly needed at all. These lived on in the Ionic numeral system, however, which consisted of writing a series of letters with precise numerical values. Ϡ ( sampi), apparently in a rare local glyph form from Ionia, was introduced at latter times to stand for 900. Thousands were written using a mark at the upper left ('A for 1000, etc).


          Because Greek minuscules arose at a much later date, no historic minuscule actually exists for san. Minuscule forms for the other letters were only used as numbers. For the number 6, modern Greeks use an old ligature called stigma (Ϛ, ϛ) instead of digamma, or / if this is not available. For 90 the modern Z-shaped qoppa forms were used: Ϟ, ϟ. (Note that some web browser/font combinations will show the other qoppa here.)


          Originally there were several variants of the Greek alphabet, most importantly western (Chalcidian) and eastern (Ionic) Greek. The former gave rise to the Old Italic alphabet and thence to the Latin alphabet, while the latter is the basis of the present Greek alphabet. Athens originally used the Attic script for official documents such as laws and the works of Homer: this contained only the letters from alpha to upsilon, and used the letter eta for the sound "h" instead of the long "e". In 403 BC Athens adopted the Ionic script as its standard, and shortly thereafter the other versions disappeared.


          By then Greek was written left to right, but originally it had been written right to left (with asymmetrical characters flipped), and in-between written either way  or, most likely, in the so-called boustrophedon style, where successive lines alternate direction.


          
            [image: Early Greek alphabet on pottery in the National Archaeological Museum of Athens]

            
              Early Greek alphabet on pottery in the National Archaeological Museum of Athens
            

          


          In the Hellenistic period, Aristophanes of Byzantium introduced the process of accenting Greek letters for easier pronunciation. During the Middle Ages, the Greek scripts underwent changes paralleling those of the Latin alphabet: while the old forms were retained as a monumental script, uncial and eventually minuscule hands came to dominate. The letter  is even written  at the ends of words, paralleling the use of the Latin long and short s.


          


          Letter names


          Each of the Phoenician letter names was a word that began with the sound represented by that letter; thus 'aleph, the word for ox, was adopted for the glottal stop /ʔ/, bet, or house, for the /b/ sound, and so on. When the letters were adopted by the Greeks, most of the Phoenician names were maintained or modified slightly to fit Greek phonology; thus, 'aleph, bet, gimel became alpha, beta, gamma. These borrowed names had no meaning in Greek except as labels for the letters. However, a few signs that were added or modified later by the Greeks do in fact have names with a meaning. For example, o mikron and o mega mean small o and big o. Similarly, e psilon and u psilon mean plain e and plain u, respectively.


          


          Main letters


          Below is a table listing the modern Greek letters, as well as their forms when romanized. The table also provides the equivalent Phoenician letter from which each Greek letter is derived. Pronunciations transcribed using the International Phonetic Alphabet.


          Also note that the classical pronunciation given below is the reconstructed pronunciation of Attic in the late 5th and early 4th century (BC). Some of the letters had different pronunciations in pre-classical times or in non-Attic dialects. For details, see History of the Greek alphabet and Ancient Greek phonology. For details on post-classical Ancient Greek pronunciation, see Koine Greek phonology.


          
            
              	Letter

              	Corresponding

              Phoenician

              letter

              	Name

              	Transliteration1

              	Pronunciation

              	Numeric value
            


            
              	English

              	Ancient

              Greek

              	Medieval

              Greek

              (polytonic)

              	Modern

              Greek

              	Ancient

              Greek

              	Modern

              Greek

              	Classical

              Ancient

              Greek

              	Modern

              Greek
            


            
              	 

              	[image: Aleph] Aleph

              	Alpha

              	ἄ

              	ά

              	a

              	[a] [aː]

              	[a]

              	1
            


            
              	 

              ϐ (alternate2)

              	[image: Beth] Beth

              	Beta

              	ῆ

              	ή

              	b

              	v

              	[b]

              	[v]

              	2
            


            
              	 

              	[image: Gimel] Gimel

              	Gamma

              	ά

              	ά

              ά

              	g

              	gh, g, y

              	[g]

              	[ɣ], [ʝ]

              	3
            


            
              	 

              	[image: Daleth] Daleth

              	Delta

              	έ

              	έ

              	d

              	d, dh

              	[d]

              	[]

              	4
            


            
              	 

              ϵ ϶ (alternate)

              	[image: He] He

              	Epsilon

              	ἶ

              	ἒ ό

              	έ

              	e

              	[e]

              	5
            


            
              	 

              	[image: Zayin] Zayin

              	Zeta

              	ή

              	ή

              	z

              	[zd]

              ( or [dz])

              later [zː]

              	[z]

              	7
            


            
              	 

              Ͱ ͱ (alternate)

              	[image: Heth] Heth

              	Eta

              	ἦ

              	ή

              	e, ē

              	i

              	[ɛː]

              	[i]

              	8
            


            
              	 

              ϴ  (alternate)

              	[image: Teth] Teth

              	Theta

              	ῆ

              	ή

              	th

              	[tʰ]

              	[]

              	9
            


            
              	 

              	[image: Yodh] Yodh

              	Iota

              	ἰῶ

              	ώ

              ώ

              	i

              	[i] [iː]

              	[i], [ʝ]

              	10
            


            
              	 

              ϰ ϗ (alternate)

              	[image: Kaph] Kaph

              	Kappa

              	ά

              	ά

              ά

              	k

              	[k]

              	[k], [c]

              	20
            


            
              	 

              	[image: Lamedh] Lamedh

              	Lambda

              	ά

              	ά

              	ά

              ά

              	l

              	[l]

              	30
            


            
              	 

              	[image: Mem] Mem

              	Mu

              	ῦ

              	

              

              	m

              	[m]

              	40
            


            
              	 

              	[image: Nun] Nun

              	Nu

              	ῦ

              	

              

              	n

              	[n]

              	50
            


            
              	 

              	[image: Samekh] Samekh

              	Xi

              	ῖ

              	ῖ

              	

              	x

              	x, ks

              	[ks]

              	60
            


            
              	 

              	[image: Ayin] 'Ayin

              	Omicron

              	ὖ

              	ὂ ό

              	ό

              	o

              	[o]

              	70
            


            
              	 

               (alternate)

              	[image: Pe] Pe

              	Pi

              	ῖ

              	ῖ

              	

              	p

              	[p]

              	80
            


            
              	 

              ϱ (alternate)

              	[image: Res] Resh

              	Rho

              	ῥῶ

              	

              	r (ῥ: rh)

              	r

              	[r], [r̥]

              	[r]

              	100
            


            
              	 

              Ϲ ϲ

              Ͻ ͻ

               (alternate3)

              	[image: Sin] Sin

              	Sigma

              	ῖ

              	ί

              	s

              	[s]

              	200
            


            
              	 

              	[image: Taw] Taw

              	Tau

              	ῦ

              	

              	t

              	[t]

              	300
            


            
              	 

               (alternate)

              	[image: Waw] Waw

              	Upsilon

              	ὗ

              	ὓ ό

              	ύ

              	u, y

              	y, v, f

              	[y] [yː]

              (earlier [ʉ] [ʉː])

              	[i]

              	400
            


            
              	 

              ϕ (alternate)

              	origin disputed

              (see text)

              	Phi

              	ῖ

              	ῖ

              	

              	ph

              	f

              	[pʰ]

              	[f]

              	500
            


            
              	 

              	Chi

              	ῖ

              	ῖ

              	

              	ch

              	ch, kh

              	[kʰ]

              	[x], []

              	600
            


            
              	 

              	Psi

              	ῖ

              	ῖ

              	

              	ps

              	[ps]

              	700
            


            
              	 

              	[image: Ayin] 'Ayin

              	Omega

              	ὦ

              	ὦ έ

              	έ

              	o, ō

              	o

              	[ɔː]

              	[o]

              	800
            

          


          
            	For details and different transliteration systems see Romanization of Greek.


            	Used only in the middle of a word but extremely rare in typography. Widely used in handwriting though.


            	Used only in the end of a word.

          


          


          Obsolete letters


          The following letters are not part of the standard Greek alphabet, but were in use in pre-classical times in certain dialects. The letters digamma, san, qoppa, and sampi were also used in Greek numerals.


          
            
              	Letter

              	Corresponding

              Phoenician

              letter

              	Name

              	Transliteration

              	Pronunciation

              	Numeric value
            


            
              	English

              	Earlier

              Greek


              	Later

              Greek

              (polytonic)
            


            
              	Ϝ ϝ

              Ͷ ͷ (alternate)

              	[image: Waw] Waw

              	Digamma

              	ϝῦ

              	ί

              	w

              	[w]

              	6
            


            
              	Ϻ ϻ

              	[image: Sin] Sin (name)

              	San

              	ϻά

              	ά

              	s

              	[s]

              	90
            


            
              	Ϟ ϟ

              Ϙ ϙ (alternate)

              	[image: Qoph] Qoph

              	Qoppa

              	ϙό

              	ό

              	q

              	[q]

              	90
            


            
              	Ͳ ͳ

              Ϡ ϡ (alternate)

              	Origin disputed,

              possibly [image: Sade] Tsade

              	Sampi

              	ί

              	ῖ

              	ss

              	probably affricate,

              but exact value discussed

              [sː], [ks], [ts] are proposed

              	900
            

          


          
            	Digamma disappeared from the alphabet because the sound it notated, [w], had disappeared from Ionic and most other dialects. It remained in use as a numeric sign denoting the value 6. In this function, it was later conflated in medieval Greek handwriting with the ligature sign stigma (ϛ), which had a similar shape in the minuscule script.


            	Sampi (also called disigma) notated a geminate affricate that later evolved to -- (probably [sː]) in most dialects, and -- (probably [tː]) in Attic. Its exact value is heavily discussed, but [ts] is often proposed. Its modern name is derived from its shape: ()  = like (the letter) pi.

          


          The order of the letters up to the letter  follows that in the Phoenician or Hebrew alphabet. The complete sequence including the obsolete letters is as follows:


          
            
              	
                
                  
                    	
                      
Greek alphabet
                    
                  


                  
                    	
                  


                  
                    	
                      
                         |  |  |  |  | Ϝ ϝ|  |  | Ͱ ͱ|  |  |  |  |  |  

                      

                    
                  


                  
                    	
                  


                  
                    	
                      
                         |  |  | Ϻ ϻ| Ϙ ϙ|  |   | Ϛ ϛ|  |  |  |  | Ϸ ϸ|  |  | Ϡ ϡ

                      

                    
                  

                

              
            

          


          The following is a graphical image of the Greek alphabet, giving pairs of upper-case and lower-case forms. When there is more than one form, the left one is earlier, and the right one is later.


          [image: ]


          


          Diacritics


          In the polytonic orthography traditionally used for ancient Greek, vowels can carry diacritics, namely accents and breathings. The accents are the acute accent (), the grave accent (`), and the circumflex accent (῀). In Ancient Greek, these accents marked different forms of the pitch accent on a vowel. By the end of the Roman period, pitch accent had evolved into a stress accent, and in later Greek all of these accents marked the stressed vowel. The breathings are the rough breathing (῾), marking an /h/ sound at the beginning of a word, and the smooth breathing (᾽), marking the absence of an /h/ sound at the beginning of a word. The letter rho (), although not a vowel, always carries a rough breathing when it begins a word. Another diacritic used in Greek is the diaeresis, indicating a hiatus.


          In 1982, the old spelling system, known as polytonic, was simplified to become the monotonic system, which is now official in Greece. The accents have been reduced to one, the tonos, and the breathings were abolished.


          


          Ligatures


          Scribes made use of a number of ligatures to save space and time, in Greek as in other languages. Early Greek typefaces such as Claude Garamond's Les Grecs du Roi included a large number of ligatures, but modern typography uses none of them, except occasionally the Ȣ ligature for   resembling a V above an O; some modern alphabets based on the Latin alphabet use this as a letter, Ou. In printed 17th-century English works, there sometimes occurs a ligature of  with  (a small sigma inside a capital omicron) for a terminal . Other ligatures include ϗ for ί, (equivalent to an ampersand) and stigma Ϛ for , also used as noted above to replace digamma as a numeral.


          


          Digraphs and diphthongs


          A digraph is a pair of letters used to write one sound or a combination of sounds that does not correspond to the written letters in sequence. The orthography of Greek includes several digraphs, including various pairs of vowel letters that used to be pronounced as diphthongs but have been shortened to monophthongs in pronunciation. Many of these are characteristic developments of modern Greek, but some were already present in Classical Greek. None of them is regarded as a letter of the alphabet.


          During the Byzantine period, it became customary to write the silent iota in digraphs as an iota subscript (ᾳ, ῃ, ῳ).


          


          Use of the Greek alphabet for other languages


          The primary use of the Greek alphabet has always been to write the Greek language. However, at various times and in various places, it has also been used to write other languages.


          


          Early examples


          
            	Most of the alphabets of Asia Minor, in use c. 800-300 BC to write languages like Lydian and Phrygian, were the early Greek alphabet with only slight modifications  as were the original Old Italic alphabets.


            	Some Paleo-Balkan languages, including Thracian. For other neighboring languages or dialects, such as Ancient Macedonian, isolated words are preserved in Greek texts, but no continuous texts are preserved.


            	Some Narbonese Gaulish inscriptions in southern France use the Greek alphabet (c. 300 BC).


            	The Hebrew text of the Bible was written in Greek letters in Origen's Hexapla.


            	An 8th century Arabic fragment preserves a text in the Greek alphabet.


            	An Old Ossetic inscription of the 10-12c CE found in Arxyz, the oldest known attestation of an Ossetic language.

          


          


          With additional letters


          Several alphabets consist of the Greek alphabet supplemented with a few additional letters:


          
            	The Bactrian alphabet adds the letter Sho and was used to write the Bactrian language under the Kushan Empire (AD 65-250).


            	The Coptic alphabet adds eight letters derived from Demotic. It is still used today, mostly in Egypt, to write the Coptic language. Letters usually retain an uncial form different from the forms used for Greek today (compare with the forms of the Latin letters used in Gaelic script).


            	The Old Nubian language of Makuria (modern Sudan) adds three Coptic letters, two letters derived from Meroitic script, and a digraph of two Greek gammas used for ng.

          


          


          In more modern times


          
            	Coptic (see above).


            	Turkish spoken by Orthodox Christians ( Karamanlides) was often written in Greek script, and called Karamanlidika.


            	Tosk Albanian was often written using the Greek alphabet, starting in about 1500 (Elsie, 1991). The printing press at Moschopolis published several Albanian texts in Greek script during the 18th century. It was only in 1908 that the Monastir conference standardized a Latin orthography for both Tosk and Gheg. The Greek-based Arvanitic alphabet is now only used in Greece.


            	Various South Slavic dialects, similar to the modern Bulgarian language, have been preserved in Greek script. The modern Bulgarian language uses a modified Cyrillic alphabet.


            	Aromanian (Vlach) has been written in Greek characters. There is not yet a standardized orthography for Aromanian, but it appears that one based on the Romanian orthography will be adopted.


            	Gagauz, a Turkic language of the northeast Balkans.


            	Surguch, a Turkic language spoken by a small group of Orthodox Christians in northern Greece.


            	Urum or Greek Tatar.

          


          


          Derived alphabets


          The Greek alphabet gave rise to various others:


          
            	The Latin alphabet, an offshoot of the archaic western form of the Greek alphabet;


            	The Gothic alphabet, devised in Late Antiquity to write the Gothic language;


            	The Glagolitic alphabet, devised in the Middle Ages for writing Slavic languages;


            	The Cyrillic alphabet, which replaced the Glagolitic alphabet shortly afterwards;

          


          It is also considered a possible ancestor of the Armenian alphabet, and had an influence on the development of the Georgian alphabet.


          


          Greek encodings


          A variety of encodings have been used for Greek online, many of them documented in RFC 1947.


          The two principal ones still used today are ISO/IEC 8859-7 and Unicode. ISO 8859-7 supports only the monotonic orthography; Unicode supports the polytonic orthography.


          


          Greek in Unicode


          Unicode supports polytonic orthography well enough for ordinary continuous text in modern and ancient Greek, and even many archaic forms for epigraphy. With the use of combining characters, Unicode also supports Greek philology and dialectology and various other specialized requirements. However, most current text rendering engines do not support combining characters well, so, though alpha with macron and acute can be represented as U+03B1 U+0304 U+0301, this rarely renders well: ᾱ́.


          There are 2 main blocks of Greek characters in Unicode. The first is "Greek and Coptic" (U+0370 to U+03FF). This block is based on ISO 8859-7 and is sufficient to write Modern Greek. There are also some archaic letters and Greek-based technical symbols.


          This block also supports the Coptic alphabet. Formerly most Coptic letters shared codepoints with similar-looking Greek letters; but in many scholarly works, both scripts occur, with quite different letter shapes, so as of Unicode 4.1, Coptic and Greek were disunified. Those Coptic letters with no Greek equivalents still remain in this block.


          To write polytonic Greek, one may use combining diacritical marks or the precomposed characters in the "Greek Extended" block (U+1F00 to U+1FFF).


          


          Greek and Coptic
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              	0370

              	Ͱ

              	ͱ

              	Ͳ

              	ͳ

              	ʹ

              	͵

              	Ͷ
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              	ͺ

              	ͻ

              	ͼ

              	ͽ

              	;

              	
            


            
              	0380

              	

              	

              	

              	

              	΄

              	΅

              	Ά

              	

              	Έ

              	Ή

              	Ί
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              	Ϊ

              	Ϋ

              	ά
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              	ή

              	ί
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              	ό
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              	ϐ

              	

              	

              	ϓ

              	ϔ

              	ϕ

              	

              	ϗ

              	Ϙ

              	ϙ

              	Ϛ

              	ϛ

              	Ϝ

              	ϝ

              	Ϟ

              	ϟ
            


            
              	03E0

              	Ϡ

              	ϡ

              	( Coptic letters here)
            


            
              	03F0

              	ϰ

              	ϱ

              	ϲ

              	ϳ

              	ϴ

              	ϵ

              	϶

              	Ϸ

              	ϸ
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              	Ͻ
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          Greek Extended (precomposed polytonic Greek)
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              	1F00

              	ἀ

              	ἁ

              	ἂ

              	ἃ

              	ἄ

              	ἅ

              	ἆ

              	ἇ

              	Ἀ

              	Ἁ

              	Ἂ

              	Ἃ

              	Ἄ
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              	Ἇ
            


            
              	1F10

              	ἐ

              	ἑ

              	ἒ

              	ἓ

              	ἔ

              	ἕ

              	

              	

              	Ἐ

              	Ἑ

              	Ἒ

              	Ἓ

              	Ἔ

              	Ἕ

              	

              	
            


            
              	1F20

              	ἠ

              	ἡ

              	ἢ

              	ἣ

              	ἤ

              	ἥ

              	ἦ

              	ἧ

              	Ἠ

              	Ἡ

              	Ἢ

              	Ἣ

              	Ἤ

              	Ἥ

              	Ἦ

              	Ἧ
            


            
              	1F30

              	ἰ

              	ἱ

              	ἲ

              	ἳ

              	ἴ

              	ἵ

              	ἶ

              	ἷ

              	Ἰ

              	Ἱ

              	Ἲ

              	Ἳ
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              	1F40

              	ὀ

              	ὁ

              	ὂ

              	ὃ
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              	ὅ

              	

              	

              	Ὀ

              	Ὁ

              	Ὂ

              	Ὃ

              	Ὄ

              	Ὅ

              	

              	
            


            
              	1F50

              	ὐ

              	ὑ

              	ὒ

              	ὓ

              	ὔ

              	ὕ

              	ὖ

              	ὗ

              	

              	Ὑ

              	

              	Ὓ

              	

              	Ὕ

              	

              	Ὗ
            


            
              	1F60

              	ὠ

              	ὡ

              	ὢ

              	ὣ
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              	ὦ
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              	ᾐ

              	ᾑ

              	ᾒ
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              	ᾠ

              	ᾡ

              	ᾢ

              	ᾣ

              	ᾤ

              	ᾥ

              	ᾦ

              	ᾧ

              	ᾨ

              	ᾩ

              	ᾪ

              	ᾫ

              	ᾬ

              	ᾭ

              	ᾮ

              	ᾯ
            


            
              	1FB0

              	ᾰ

              	ᾱ

              	ᾲ

              	ᾳ

              	ᾴ

              	

              	ᾶ

              	ᾷ

              	Ᾰ

              	Ᾱ

              	Ὰ

              	Ά

              	ᾼ

              	᾽

              	

              	᾿
            


            
              	1FC0

              	῀

              	῁

              	ῂ

              	ῃ

              	ῄ

              	

              	ῆ

              	ῇ

              	Ὲ

              	Έ

              	Ὴ

              	Ή

              	ῌ

              	῍

              	῎

              	῏
            


            
              	1FD0

              	ῐ

              	ῑ

              	ῒ

              	ΐ

              	

              	

              	ῖ

              	ῗ

              	Ῐ

              	Ῑ

              	Ὶ

              	Ί

              	

              	῝

              	῞

              	῟
            


            
              	1FE0

              	ῠ

              	ῡ

              	ῢ

              	ΰ

              	ῤ

              	ῥ

              	ῦ

              	ῧ

              	Ῠ

              	Ῡ

              	Ὺ

              	Ύ

              	Ῥ

              	῭

              	΅

              	`
            


            
              	1FF0

              	

              	

              	ῲ

              	ῳ

              	ῴ

              	

              	ῶ

              	ῷ

              	Ὸ

              	Ό

              	Ὼ

              	Ώ

              	ῼ

              	

              	῾

              	
            

          


          


          Combining and letter-free diacritics


          Combining and spacing (letter-free) diacritical marks pertaining to Greek language:


          
            
              	combining

              	spacing

              	sample

              	description
            


            
              	U+0300

              	U+0060

              	( ̀ )

              	"varia / grave accent"
            


            
              	U+0301

              	U+00B4, U+0384

              	( ́ )

              	"oxia / tonos / acute accent"
            


            
              	U+0304

              	U+00AF

              	( ̄ )

              	" macron"
            


            
              	U+0306

              	U+02D8

              	( ̆ )

              	"vrachy / breve"
            


            
              	U+0308

              	U+00A8

              	( ̈ )

              	"dialytika / diaeresis"
            


            
              	U+0313

              	

              	( ̓ )

              	"psili / comma above" ( spiritus lenis)
            


            
              	U+0314

              	

              	( ̔ )

              	"dasia / reversed comma above" ( spiritus asper)
            


            
              	U+0342

              	

              	( ͂ )

              	"perispomeni" ( circumflex)
            


            
              	U+0343

              	

              	( ̓ )

              	" koronis" (= U+0313)
            


            
              	U+0344

              	U+0385

              	( ̈́ )

              	"dialytika tonos" (deprecated, = U+0308 U+0301)
            


            
              	U+0345

              	U+037A

              	( ͅ )

              	"ypogegrammeni / iota subscript".
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        Greek mythology
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          Greek mythology is the body of stories belonging to the Ancient Greeks concerning their gods and heroes, the nature of the world and the origins and significance of their own cult and ritual practices. Modern scholars refer to the myths and study them in an attempt to throw light on the religious and political institutions of Ancient Greece and on the Ancient Greek civilization, and to gain understanding of the nature of myth-making itself.


          Greek mythology is embodied explicitly in a large collection of narratives and implicitly in representational arts, such as vase-paintings and votive gifts. Greek myth explains the origins of the world and details the lives and adventures of a wide variety of gods, goddesses, heroes, heroines, and other mythological creatures. These accounts were initially disseminated in an oral-poetic tradition; the Greek myths are known today primarily from Greek literature. The oldest known Greek literary sources, the epic poems Iliad and Odyssey, focus on events surrounding the Trojan War. Two poems by Homer's near contemporary Hesiod, the Theogony and the Works and Days, contain accounts of the genesis of the world, the succession of divine rulers, the succession of human ages, the origin of human woes, and the origin of sacrificial practices. Myths are also preserved in the Homeric Hymns, in fragments of epic poems of the Epic Cycle, in lyric poems, in the works of the tragedians of the 5th century BC, in writings of scholars and poets of the Hellenistic Age and in writers of the time of the Roman Empire, for example, Plutarch and Pausanias.


          Archaeological evidence is a principal source of detail about Greek mythology, with Gods and heroes featuring prominently in the decoration of many artifacts. Geometric designs on pottery of the 8th century BCE depict scenes from the Trojan cycle as well as the adventures of Heracles. In the succeeding Archaic, Classical and Hellenistic periods, Homeric and various other mythological scenes appear to supplement the existing literary evidence.


          Greek mythology has had extensive influence on the culture, the arts and the literature of Western civilization and remains part of Western heritage and language. Poets and artists from ancient times to the present have derived inspiration from Greek mythology and have discovered contemporary significance and relevance in classical mythological themes.


          Survey of mythic history


          The Greeks' mythology has changed over time to accommodate the evolution of their own culture, of which mythology both overtly and in its unspoken assumptions, is an index. In the surviving literary forms in which we have them, they are inherently political, as Gilbert Cuthbertson has urged.


          The earlier inhabitants of the Balkan Peninsula were an agricultural people who assigned a spirit to every aspect of nature. Eventually, these vague spirits assumed human shape and entered the local mythology as gods and goddesses. When tribes from the north of the Balkan Peninsula invaded, they brought with them a new pantheon of gods, based on conquest, force, prowess in battle, and violent heroism. Other older deities of the agricultural world fused with those of the more powerful invaders or else faded into insignificance.


          After the middle of the Archaic period myths about relationships between male gods and male heroes become more and more frequent, indicating the parallel development of pedagogic pederasty (Eros paidikos, ό ἔ), thought to have been introduced around 630 BC. By the end of the 5th century BC, poets had assigned at least one eromenos to every important god except Ares and to many legendary figures. Previously existing myths, such as that of Achilles and Patroclus, were also cast in a pederastic light. Alexandrian poets at first, then more generally literary mythographers in the early Roman Empire, often adapted stories of Greek mythological characters.


          The achievement of epic poetry was to create story-cycles, and as a result to develop a sense of mythological chronology. Thus Greek mythology unfolds like a phase in the development of the world and of man. While self-contradictions in the stories make an absolute timeline impossible, an approximate chronology may be discerned. The mythological history of the world can be divided in 3 or 4 broader periods:


          
            	The myths of origin or age of gods (Theogonies, "births of gods"): myths about the origins of the world, the gods, and the human race.


            	The age when gods and mortals mingled freely: stories of the early interactions between gods, demigods, and mortals.


            	The age of heroes (heroic age), where divine activity was more limited. The last and greatest of the heroic legends is the stories of the Trojan War and after (regarded by some researchers as a separate fourth period).

          


          While the age of gods has often been of more interest to contemporary students of myth, the Greek authors of the archaic and classical eras had a clear preference for the age of heroes. For example, the heroic Iliad and Odyssey dwarfed the divine-focused Theogony and Homeric Hymns in both size and popularity. Under the influence of Homer the "hero cult" leads to a restructuring in spiritual life, expressed in the separation of the realm of the gods from the realm of the dead (heroes), of the Olympian from the Chthonic. In the Works and Days, Hesiod makes use of a scheme of Four Ages of Man (or Races): Golden, Silver, Bronze, and Iron. These races or ages are separate creations of the gods, the Golden Age belonging to the reign of Cronus, the subsequent races the creation of Zeus. Hesiod intercalates the Age (or Race) of Heroes just after the Bronze Age. The final age was the Iron Age, during which the poet himself lived. The poet regards it as the worst; the presence of evil was explained by Pandora's myth. In Metamorphoses Ovid follows Hesiod's concept of the four ages.


          


          Age of gods


          


          Cosmogony and cosmology


          
            [image: Amor vincit omnia (Love Conquers All), a depiction of the god of love, Eros. By Michelangelo Merisi da Caravaggio, circa 1601–1602.]
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          "Myths of origin" or "creation myths" represent an attempt to render the universe comprehensible in human terms and explain the origin of the world. The most widely accepted account of beginning of things as reported by Hesiod's Theogony, starts with Chaos, a yawning nothingness. Out of the void emerged Ge or Gaia (the Earth) and some other primary divine beings: Eros (Love), the Abyss (the Tartarus), and the Erebus. Without male assistance Gaia gave birth to Uranus (the Sky) who then fertilised her. From that union were born, first, the Titans: six males and six females ( Oceanus, Coeus and Crius and Hyperion and Iapetus, Theia and Rhea, Themis and Mnemosyne, Phoebe and Tethys, and Cronus); then the one-eyed Cyclopes and the Hecatonchires or Hundred-Handers. Cronus ("the wily, youngest and most terrible of [Gaia's] children")castrated his father and became the ruler of the gods with his sister-wife Rhea as his consort and the other Titans became his court. This motif of father/son conflict was repeated when Cronus was confronted by his son, Zeus. After Cronus betrayed his father, he feared that his offspring would do the same, and so each time Rhea gave birth, he snatched up the child and ate it. Rhea hated this and tricked him by hiding Zeus and wrapping a stone in a baby's blanket, which Cronus ate. When Zeus was grown, he fed his father a drugged drink which caused Cronus to throw up Zeus' brothers and sisters, and one stone, which had been sitting in Cronus' stomach all along. Then Zeus challenged Cronus to war for the kingship of the gods. At last, with the help of the Cyclopes, (whom Zeus freed from Tarturus), Zeus and his siblings were victorious, while Cronus and the Titans were hurled down to imprisonment in Tartarus.


          The earliest Greek thought about poetry considered the theogony to be the prototypical poetic genre  the prototypical mythos  and imputed almost magical powers to it. Orpheus, the archetypal poet, was also the archetypal singer of theogonies, which he uses to calm seas and storms in Apollonius' Argonautica, and to move the stony hearts of the underworld gods in his descent to Hades. When Hermes invents the lyre in the Homeric Hymn to Hermes, the first thing he does is sing the birth of the gods. Hesiod's Theogony is not only the fullest surviving account of the gods, but also the fullest surviving account of the archaic poet's function, with its long preliminary invocation to the Muses. Theogony was also the subject of many lost poems, including those attributed to Orpheus, Musaeus, Epimenides, Abaris and other legendary seers, which were used in private ritual purifications and mystery-rites. There are indications that Plato was familiar with some version of the Orphic theogony. A few fragments of these works survive in quotations by Neoplatonist philosophers and recently unearthed papyrus scraps. One of these scraps, the Derveni Papyrus now proves that at least in the 5th century BC a theogonic-cosmogonic poem of Orpheus was in existence. This poem attempted to outdo Hesiod's Theogony and the genealogy of the gods was extended back with Nyx (Night) as an ultimate beginning before Uranus, Cronus and Zeus.


          The first philosophical cosmologists reacted against, or sometimes built upon, popular mythical conceptions that had existed in the Greek world for some time. Some of these popular conceptions can be gleaned from the poetry of Homer and Hesiod. In Homer, the Earth was viewed as a flat disk afloat on the river of Oceanus and overlooked by a hemispherical sky with sun, moon and stars. The Sun ( Helios) traversed the heavens as a charioteer and sailed around the Earth in a golden bowl at night. Sun, earth, heaven, rivers, and winds could be addressed in prayers and called to witness oaths. Natural fissures were popularly regarded as entrances to the subterranean house of Hades, home of the dead.


          


          Greek gods


          
            [image: The Twelve Olympians by Monsiau, circa late 18th century.]
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          According to Classical-era mythology, after the overthrow of the Titans, the new pantheon of gods and goddesses was confirmed. Among the principal Greek deities were the Olympians (The limitation of their number to twelve seems to have been a comparatively modern idea), residing atop Mount Olympus under the eye of Zeus. Besides the Olympians, the Greeks worshiped various gods of the countryside, the goat-god Pan, Nymphs (spirits of rivers), Naiads (who dwelled in springs), Dryads (who were spirits of the trees), Nereids (who inhabited the sea), river gods, Satyrs, and others. In addition, there were the dark powers of the underworld, such as the Erinyes (or Furies), said to pursue those guilty of crimes against blood-relatives. In order to honour the Ancient Greek pantheon, poets composed the Homeric Hymns (a group of thirty-three songs). Gregory Nagy regards "the larger Homeric Hymns as simple preludes (compared with Theogony), each of which invokes one god".


          In the wide variety of myths and legends that Greek mythology consists of, the deities that were native to the Greek peoples are described as having essentially corporeal but ideal bodies. According to Walter Burkert, the defining characteristic of Greek anthropomorphism is that "the Greek gods are persons, not abstractions, ideas or concepts". Regardless of their underlying forms, the Ancient Greek gods have many fantastic abilities; most significantly, the gods are not affected by disease, and can be wounded only under highly unusual circumstances. The Greeks considered immortality as the distinctive characteristic of their gods; this immortality, as well as unfading youth, was insured by the constant use of nectar and ambrosia, by which the divine blood was renewed in their veins.


          
            [image: Zeus, disguised as a swan seduces Leda, the Queen of Sparta. A sixteenth century copy of the lost original by Michelangelo.]

            
              Zeus, disguised as a swan seduces Leda, the Queen of Sparta. A sixteenth century copy of the lost original by Michelangelo.
            

          


          Each god descends from his or her own genealogy, pursues differing interests, has a certain area of expertise, and is governed by a unique personality; however, these descriptions arise from a multiplicity of archaic local variants, which do not always agree with one another. When these gods were called upon in poetry, prayer or cult, they are referred to by a combination of their name and epithets, that identify them by these distinctions from other manifestations of themselves (e.g. Apollo Musagetes is "Apollo, [as] leader of the Muses"). Alternatively the epithet may identify a particular and localized aspect of the god, sometimes thought to be already ancient during the classical epoch of Greece.


          Most gods were associated with specific aspects of life. For example, Aphrodite was the goddess of love and beauty, Ares was the god of war, Hades the god of the dead, and Athena the goddess of wisdom and courage. Some deities, such as Apollo and Dionysus, revealed complex personalities and mixtures of functions, while others, such as Hestia (literally "hearth") and Helios (literally "sun"), were little more than personifications. The most impressive temples tended to be dedicated to a limited number of gods, who were the focus of large pan-Hellenic cults. It was, however, common for individual regions and villages to devote their own cults to minor gods. Many cities also honored the more well-known gods with unusual local rites and associated strange myths with them that were unknown elsewhere. During the heroic age, the cult of heroes (or demi-gods) supplemented this of the gods.


          


          Age of gods and humankind
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          Bridging the age when gods lived alone and the age when divine interference in human affairs was limited was a transitional age in which gods and humankind moved together. These were the early days of the world when the groups mingled more freely than they did later. Most of these tales were later told by Ovid's Metamorphoses and they are often divided in two thematic groups: tales of love, and tales of punishment.


          Tales of love often involve incest, or the seduction or rape of a mortal woman by a male god, resulting in heroic offspring. The stories generally suggest that relationships between gods and mortals are something to avoid; even consenting relationships rarely have happy endings. In a few cases, a female divinity mates with a mortal man, as in the Homeric Hymn to Aphrodite, where the goddess lies with Anchises to produce Aeneas.


          
            [image: Dionysus with satyrs. Interior of a cup painted by the Brygos Painter, Cabinet des Médailles]

            
              Dionysus with satyrs. Interior of a cup painted by the Brygos Painter, Cabinet des Mdailles
            

          


          The second type (tales of punishment) involves the appropriation or invention of some important cultural artifact, as when Prometheus steals fire from the gods, when Tantalus steals nectar and ambrosia from Zeus' table and gives it to his own subjectsrevealing to them the secrets of the gods, when Prometheus or Lycaon invents sacrifice, when Demeter teaches agriculture and the Mysteries to Triptolemus, or when Marsyas invents the aulos and enters into a musical contest with Apollo. Prometheus' adventures mark "a place between the history of the gods and that of man". An anonymous papyrus fragment, dated to the third century, vividly portrays Dionysus' punishment of the king of Thrace, Lycurgus, whose recognition of the new god came too late, resulting in horrific penalties that extended into the afterlife. The story of the arrival of Dionysus to establish his cult in Thrace was also the subject of an Aeschylean trilogy. In another tragedy, Euripides' The Bacchae, the king of Thebes, Pentheus, is punished by Dionysus, because he disrespected the god and spied on his Maenads, the female worshippers of the god.


          In another story, based on an old folktale-motif, and echoeing a similar theme, Demeter was searching for her daughter, Persephone, having taken the form of an old woman called Doso, and received a hospitable welcome from Celeus, the King of Eleusis in Attica. As a gift to Celeus, because of his hospitality, Demeter planned to make Demophon as a god, but she was unable to complete the ritual because his mother Metanira walked in and saw her son in the fire and screamed in fright, which angered Demeter, who lamented that foolish mortals do not understand the concept and ritual.


          


          Heroic age


          The age in which the heroes lived is known as the heroic age. The epic and genealogical poetry created cycles of stories clustered around particular heroes or events and established the family relationships between the heroes of different stories; they thus arranged the stories in sequence. According to Ken Dowden, "there is even a saga effect: we can follow the fates of some families in successive generations".


          After the rise of the hero cult, gods and heroes constitute the sacral sphere and are invoked together in oaths, and prayers which are addressed to them. In contrast to the age of gods, during the heroic age the roster of heroes is never given fixed and final form; great gods are no longer born, but new heroes can always be raised up from the army of the dead. Another important difference between the hero cult and the cult of gods is that the hero becomes the centre of local group identity.


          The monumental events of Heracles are regarded as the dawn of the age of heroes. To the Heroic Age are also ascribed three great military events, the Argonautic expedition and the Trojan War as well as the Theban War.


          


          Heracles and the Heracleidae
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              Herakles with his baby Telephos (Louvre Museum, Paris).
            

          


          Some scholars believe that behind Heracles' complicated mythology there was probably a real man, perhaps a chieftain-vassal of the kingdom of Argos. Some scholars suggest the story of Heracles is an allegory for the sun's yearly passage through the twelve constellations of the zodiac. Others point to earlier myths from other cultures, showing the story of Heracles as a local adaptation of hero myths already well established. Traditionally, Heracles was the son of Zeus and Alcmene, granddaughter of Perseus. His fantastic solitary exploits, with their many folk tale themes, provided much material for popular legend. He is portrayed as a sacrificier, mentioned as a founder of altars, and imagined as a voracious eater himself; it is in this role that he appears in comedy, while his tragic end provided much material for tragedy  Heracles is regarded by Thalia Papadopoulou as "a play of great significance in examination of other Euripidean dramas". In art and literature Heracles was represented as an enormously strong man of moderate height; his characteristic weapon was the bow but frequently also the club. The vase paintings demonstrate the unparalleled popularity of Heracles, his fight with the lion being depicted many hundreds of times.


          Heracles also entered Etruscan and Roman mythology and cult, and the exclamation "mehercule" became as familiar to the Romans as "Herakleis" was to the Greeks. In Italy he was worshipped as a god of merchants and traders, although others also prayed to him for his characteristic gifts of good luck or rescue from danger.


          Heracles attained the highest social prestige through his appointment as official ancestor of the Dorian kings. This probably served as a legitimation for the Dorian migrations into the Peloponnese. Hyllus, the eponymous hero of one Dorian phyle, became the son of Heracles and one of the Heracleidae or Heraclids (the numerous descendants of Heracles, especially the descendants of Hyllus  other Heracleidae included Macaria, Lamos, Manto, Bianor, Tlepolemus, and Telephus). These Heraclids conquered the Peloponnesian kingdoms of Mycenae, Sparta and Argos, claiming, according to legend, a right to rule it through their ancestor. Their rise to dominance is frequently called the " Dorian invasion". The Lydian and later the Macedonian kings, as rulers of the same rank, also became Heracleidae.


          Other members of this earliest generation of heroes, such as Perseus, Deucalion, Theseus and Bellerophon, have many traits in common with Heracles. Like him, their exploits are solitary, fantastic and border on fairy tale, as they slay monsters such as the Chimera and Medusa. Bellerophon's adventures are commonplace types, similar to the adventures of Heracles and Theseus. Sending a hero to his presumed death is also a recurrent theme of this early heroic tradition, used in the cases of Perseus and Bellerophon.


          


          Argonauts


          The only surviving Hellenistic epic, the Argonautica of Apollonius of Rhodes (epic poet, scholar, and director of the Library of Alexandria) tells the myth of the voyage of Jason and the Argonauts to retrieve the Golden Fleece from the mythical land of Colchis. In the Argonautica, Jason is impelled on his quest by king Pelias, who receives a prophecy that a man with one sandal would be his nemesis. Jason loses a sandal in a river, arrives at the court of Pelias, and the epic is set in motion. Nearly every member of the next generation of heroes, as well as Heracles, went with Jason in the ship Argo to fetch the Golden Fleece. This generation also included Theseus, who went to Crete to slay the Minotaur; Atalanta, the female heroine; and Meleager, who once had an epic cycle of his own to rival the Iliad and Odyssey. Pindar, Apollonius and Apollodorus endeavor to give full lists of the Argonauts.


          Although Apollonius wrote his poem in the 3rd century BC, the composition of the story of the Argonauts is earlier than Odyssey, which shows familiarity with the exploits of Jason (the wandering of Odysseus may have been partly founded on it). In ancient times the expedition was regarded as a historical fact, an incident in the opening up of the Black Sea to Greek commerce and colonization. It was also extremely popular, forming a cycle to which a number of local legends became attached. The story of Medea, in particular, caught the imagination of the tragic poets.


          


          House of Atreus and Theban Cycle


          
            [image: Cadmus Sowing the Dragon's teeth, by Maxfield Parrish, 1908]
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          In between the Argo and the Trojan War, there was a generation known chiefly for its horrific crimes. This includes the doings of Atreus and Thyestes at Argos. Behind the myth of the house of Atreus (one of the two principal heroic dynasties with the house of Labdacus) lies the problem of the devolution of power and of the mode of accession to sovereignty. The twins Atreus and Thyestes with their descendants played the leading role in the tragedy of the devolution of power in Mycenae.


          The Theban Cycle deals with events associated especially with Cadmus, the city's founder, and later with the doings of Laius and Oedipus at Thebes; a series of stories that lead to the eventual pillage of that city at the hands of the Seven Against Thebes (it is not known whether the Seven against Thebes figured in early epic) and Epigoni. As far as Oedipus is concerned, early epic accounts seem to have followed a different pattern (in which he continued to rule at Thebes after the revelation that Iokaste was his mother and subsequently married a second wife who became the mother of his children) from the one known to us through tragedy (e.g. Sophocles' "Oedipus the King") and later mythological accounts.


          


          Trojan War and aftermath
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          Greek mythology culminates in the Trojan War, fought between the Greeks and Troy, and its aftermath. In Homer's works the chief stories have already taken shape and substance, and individual themes were elaborated later, especially in Greek drama. The Trojan War acquired also a great interest for the Roman culture because of the story of Aeneas, a Trojan hero, whose journey from Troy led to the founding of the city that would one day become Rome, is recounted in Virgil's Aeneid (Book II of Virgil's Aeneid contains the best-known account of the sack of Troy). Finally there are two pseudo-chronicles written in Latin that passed under the names of Dictys Cretensis and Dares Phrygius.


          The Trojan War cycle, a collection of epic poems, starts with the events leading up to the war: ( Eris and the golden apple of Kallisti, the Judgement of Paris, the abduction of Helen, the sacrifice of Iphigenia at Aulis). To recover Helen, the Greeks launched a great expedition under the overall command of Menelaus' brother, Agamemnon, king of Argos or Mycenae, but The Trojans refused to return Helen. The Iliad, which is set in the tenth year of the war, tells of the quarrel between Agamemnon and Achilles, who was the finest Greek warrior, and the consequent deaths in battle of Achilles' friend Patroclus and Priam's eldest son, Hector. After Hector's death the Trojans were joined by two exotic allies, Penthesilea, queen of the Amazons, and Memnon, king of the Ethiopians and son of the dawn-goddess Eos. Achilles killed both of these, but Paris then managed to kill Achilles with an arrow. Before they could take Troy, the Greeks had to steal from the citadel the wooden image of Pallas Athena (the Palladium). Finally, with Athena's help, they built the Trojan Horse. Despite the warnings of Priam's daughter Cassandra, the Trojans were persuaded by Sinon, a Greek who feigned desertion, to take the horse inside the walls of Troy as an offering to Athena; the priest Laocoon, who tried to have the horse destroyed, was killed by sea-serpents. At night the Greek fleet returned, and the Greeks from the horse opened the gates of Troy. In the total sack that followed, Priam and his remaining sons were slaughtered; the Trojan women passed into slavery in various cities of Greece. The adventurous homeward voyages of the Greek leaders (including the wanderings of Odysseus and Aeneas (the Aeneid), and the murder of Agamemnon) were told in two epics, the Returns ( Nostoi; lost) and Homer's Odyssey. The Trojan cycle also includes the adventures of the children of the Trojan generation (e.g. Orestes and Telemachus).
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          The Trojan War provided a variety of themes and became a main source of inspiration for Ancient Greek artists (e.g. metopes on the Parthenon depicting the sack of Troy); this artistic preference for themes deriving from the Trojan Cycle indicates its importance for the Ancient Greek civilization. The same mythological cycle also inspired a series of posterior European literary writings. For instance, Trojan Medieval European writers, unacquainted with Homer at first hand, found in the Troy legend a rich source of heroic and romantic storytelling and a convenient framework into which to fit their own courtly and chivalric ideals. 12th century authors, such as Benot de Sainte-Maure (Roman de Troie [Romance of Troy, 115460]) and Joseph of Exeter (De Bello Troiano [On the Trojan War, 1183]) describe the war while rewriting the standard version they found in Dictys and Dares. They thus follow Horace's advice and Virgil's example: they rewrite a poem of Troy instead of telling something completely new.


          


          Greek and Roman conceptions of myth


          Mythology was at the heart of everyday life in Ancient Greece. Greeks regarded mythology as a part of their history. They used myth to explain natural phenomena, cultural variations, traditional enmities and friendships. It was a source of pride to be able to trace one's leaders' descent from a mythological hero or a god. Few ever doubted that there was truth behind the account of the Trojan War in the Iliad and Odyssey. According to Victor Davis Hanson, a military historian, columnist, political essayist and former Classics professor, and John Heath, associate professor of Classics at Santa Clara University, the profound knowledge of the Homeric epos was deemed by the Greeks the basis of their acculturation. Homer was the "education of Greece" (Ἑά ί), and his poetry "the Book".


          


          Philosophy and myth
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          After the rise of philosophy, and history, prose and rationalism in the late 5th century BC the fate of myth became uncertain, and mythological genealogies gave place to a conception of history which tried to exclude the supernatural (such as the Thucydidean history). While poets and dramatists were reworking the myths, Greek historians and philosophers were beginning to criticize them.


          A few radical philosophers like Xenophanes of Colophon were already beginning to label the poets' tales as blasphemous lies in the 6th century BC; Xenophanes had complained that Homer and Hesiod attributed to the gods "all that is shameful and disgraceful among men; they steal, commit adultery, and deceive one another". This line of thought found its most sweeping expression in Plato's Republic and Laws. Plato created his own allegorical myths (such as the vision of Er in the Republic), attacked the traditional tales of the gods' tricks, thefts and adulteries as immoral, and objected to their central role in literature. Plato's criticism was the first serious challenge to the Homeric mythological tradition, referring to the myths as "old wives' chatter". For his part Aristotle criticized the Pre-socratic quasi-mythical philosophical approach and underscored that "Hesiod and the theological writers were concerned only with what seemed plausible to themselves, and had no respect for us [...] But it is not worth taking seriously writers who show off in the mythical style; as for those who do proceed by proving their assertions, we must cross-examine them".


          Nevertheless, even Plato did not manage to wean himself and his society from the influence of myth; his own characterization for Socrates is based on the traditional Homeric and tragic patterns, used by the philosopher to praise the righteous life of his teacher:


          
            
              	

              	
                But perhaps someone might say: "Are you then not ashamed, Socrates, of having followed such a pursuit, that you are now in danger of being put to death as a result?" But I should make to him a just reply: "You do not speak well, Sir, if you think a man in whom there is even a little merit ought to consider danger of life or death, and not rather regard this only, when he does things, whether the things he does are right or wrong and the acts of a good or a bad man. For according to your argument all the demigods would be bad who died at Troy, including the son of Thetis, who so despised danger, in comparison with enduring any disgrace, that when his mother (and she was a goddess) said to him, as he was eager to slay Hector, something like this, I believe,

                
                  	My son, if you avenge the death of your friend Patroclus and kill Hector, you yourself shall die;


                  	for straightway, after Hector, is death appointed unto you (Hom. Il. 18.96) [...] "

                

              

              	
            

          


          Hanson and Heath estimate that Plato's rejection of the Homeric tradition was not favorably received by the grassroots Greek civilization. The old myths were kept alive in local cults; they continued to influence poetry, and to form the main subject of painting and sculpture.


          More sportingly, the 5th century BC tragedian Euripides often played with the old traditions, mocking them, and through the voice of his characters injecting notes of doubt. Yet the subjects of his plays were taken, without exception, from myth. Many of these plays were written in answer to a predecessor's version of the same or similar myth. Euripides impugns mainly the myths about the gods and begins his critique with an objection similar to the one previously expressed by Xenocrates: the gods, as traditionally represented, are far too crassly anthropomorphic.


          


          Hellenistic and Roman rationalism
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          During the Hellenistic period, mythology took on the prestige of elite knowledge that marks its possessors as belonging to a certain class. At the same time, the skeptical turn of the Classical age became even more pronounced. Greek mythographer Euhemerus established the tradition of seeking an actual historical basis for mythical beings and events. Although his original work (Sacred Scriptures) is lost, much is known about it from what is recorded by Diodorus and Lactantius.


          Rationalizing hermeneutics of myth became even more popular under the Roman Empire, thanks to the physicalist theories of Stoic and Epicurean philosophy. Stoics presented explanations of the gods and heroes as physical phenomena, while the euhemerists rationalized them as historical figures. At the same time, the Stoics and the Neoplatonists promoted the moral significations of the mythological tradition, often based on Greek etymologies. Through his Epicurean message, Lucretius had sought to expel superstitious fears from the minds of his fellow-citizens. Livy, too, is sceptical about the mythological tradition and claims that he does not intend to pass judgement on such legends (fabulae). The challenge for Romans with a strong and apologetic sense of religious tradition was to defend that tradition while conceding that it was often a breeding-ground for superstition. The antiquarian Varro, who regarded religion as a human institution with great importance for the preservation of good in society, devoted rigorous study to the origins of religious cults. In his Antiquitates Rerum Divinarum (which has not survived, but Augustine's City of God indicates its general approach) Varro argues that whereas the superstitious man fears the gods, the truly religious person venerates them as parents. In his work he distinguished three kinds of gods:


          
            	The gods of nature: personifications of phenomena like rain and fire.


            	The gods of the poets: invented by unscrupulous bards to stir the passions.


            	The gods of the city: invented by wise legislators to soothe and enlighten the populace.

          


          Roman Academic Cotta ridicules both literal and allegorical acceptance of myth, declaring roundly that myths have no place in philosophy. Cicero is also generally disdainful of myth, but, like Varro, he is emphatic in his support for the state religion and its institutions. It is difficult to know how far down the social scale this rationalism extended. Cicero asserts that no one (not even old women and boys) is so foolish as to believe in the terrors of Hades or the existence of Scyllas, centaurs or other composite creatures, but, on the other hand, the orator elsewhere complains of the superstitious and credulous character of the people. De Natura Deorum is the most comprehensive summary of Cicero's line of thought.


          


          Syncretizing trends
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          In Ancient Roman times, a new Roman mythology was born through syncretization of numerous Greek and other foreign gods. This occurred because the Romans had little mythology of their own and inheritance of the Greek mythological tradition caused the major Roman gods to adopt characteristics of their Greek equivalents. The gods Zeus and Jupiter are an example of this mythological overlap. In addition to the combination of the two mythological traditions, the association of the Romans with eastern religions led to further syncretizations. For instance, the cult of Sun was introduced in Rome after Aurelian's successful campaigns in Syria. The Asiatic divinities Mithras (that is to say, the Sun) and Ba'al were combined with Apollo and Helios into one Sol Invictus, with conglomerated rites and compound attributes. Apollo might be increasingly identified in religion with Helios or even Dionysus, but texts retelling his myths seldom reflected such developments. The traditional literary mythology was increasingly dissociated from actual religious practice.


          The surviving 2nd century collection of Orphic Hymns and Macrobius's Saturnalia are influenced by the theories of rationalism and the syncretizing trends as well. The Orphic Hymns are a set of pre-classical poetic compositions, attributed to Orpheus, himself the subject of a renowned myth. In reality, these poems were probably composed by several different poets, and contain a rich set of clues about prehistoric European mythology. The stated purpose of the Saturnalia is to transmit the Hellenic culture he has derived from his reading, even though much of his treatment of gods is colored by Egyptian and North African mythology and theology (which also affect the interpretation of Virgil). In Saturnalia reappear mythographical comments influenced by the euhemerists, the Stoics and the Neoplatonists.


          


          Modern interpretations


          The genesis of modern understanding of Greek mythology is regarded by some scholars as a double reaction at the end of the eighteenth century against "the traditional attitude of Christian animosity", in which the Christian reinterpretation of myth as a "lie" or fable had been retained. In Germany, by about 1795, there was a growing interest in Homer and Greek mythology. In Gttingen Johann Matthias Gesner began to revive Greek studies, while his successor, Christian Gottlob Heyne, worked with Johann Joachim Winckelmann, and laid the foundations for mythological research both in Germany and elsewhere.


          


          Comparative and psychoanalytic approaches
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          The development of comparative philology in the 19th century, together with ethnological discoveries in the 20th century, established the science of myth. Since the Romantics, all study of myth has been comparative. Wilhelm Mannhardt, Sir James Frazer, and Stith Thompson employed the comparative approach to collect and classify the themes of folklore and mythology. In 1871 Edward Burnett Tylor published his Primitive Culture, in which he applied the comparative method and tried to explain the origin and evolution of religion. Tylor's procedure of drawing together material culture, ritual and myth of widely separated cultures influenced both Carl Jung and Joseph Campbell. Max Mller applied the new science of comparative mythology to the study of myth, in which he detected the distorted remains of Aryan nature worship. Bronisław Malinowski emphasized the ways myth fulfills common social functions. Claude Lvi-Strauss and other structuralists have compared the formal relations and patterns in myths throughout the world.
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          Sigmund Freud introduced a transhistorical and biological conception of man and a view of myth as an expression of repressed ideas. Dream interpretation is the basis of Freudian myth interpretation and Freud's concept of dreamwork recognizes the importance of contextual relationships for the interpretation of any individual element in a dream. This suggestion would find an important point of rapprochment between the structuralist and psychoanalytic approaches to myth in Freud's thought. Carl Jung extended the transhistorical, psychological approach with his theory of the "collective unconscious" and the archetypes (inherited "archaic" patterns), often encoded in myth, that arise out of it. According to Jung, "myth-forming structural elements must be present in the unconscious psyche". Comparing Jung's methodology with Joseph Campbell's theory, Robert A. Segal concludes that "to interpret a myth Campbell simply identifies the archetypes in it. An interpretation of the Odyssey, for example, would show how Odysseuss life conforms to a heroic pattern. Jung, by contrast, considers the identification of archetypes merely the first step in the interpretation of a myth". Karl Kerenyi, one of the founders of modern studies in Greek mythology, gave up his early views of myth, in order to apply Jung's theories of archetypes to Greek myth.


          


          Origin theories
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          There are various modern theories about the origins of Greek mythology. According to the Scriptural Theory, all mythological legends are derived from the narratives of the Scriptures, although the real facts have been disguised and altered. According to the Historical Theory all the persons mentioned in mythology were once real human beings, and the legends relating to them are merely the additions of later times. Thus the story of Aeolus is supposed to have risen from the fact that Aeolus was the ruler of some islands in the Tyrrhenian Sea. The Allegorical Theory supposes that all the ancient myths were allegorical and symbolical. While the Physical Theory subscribed to the idea that the elements of air, fire, and water were originally the objects of religious adoration, thus the principal deities were personifications of these powers of nature. Max Mller attempted to understand an Indo-European religious form by tracing it back to its Aryan, "original" manifestation. In 1891, he claimed that "the most important discovery which has been made during the nineteenth century with respect to the ancient history of mankind [...] was this sample equation: Sanskrit Dyaus-pitar = Greek Zeus = Latin Jupiter = Old Norse Tyr". In other cases, close parallels in character and function suggest a common heritage, yet lack of linguistic evidence makes it difficult to prove, as in the comparison between Uranus and the Sanskrit Varuna or the Moirae and the Norns.
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          Archaeology and mythography, on the other hand, has revealed that the Greeks were inspired by some of the civilizations of Asia Minor and the Near East. Adonis seems to be the Greek counterpart  more clearly in cult than in myth  of a Near Eastern "dying god". Cybele is rooted in Anatolian culture while much of Aphrodite's iconography springs from Semitic goddesses. There are also possible parallels between the earliest divine generations (Chaos and its children) and Tiamat in the Enuma Elish. According to Meyer Reinhold, "near Eastern theogonic concepts, involving divine succession through violence and generational conflicts for power, found their way [...] into Greek mythology". In addition to Indo-European and Near Eastern origins, some scholars have speculated on the debts of Greek mythology to the pre-Hellenic societies: Crete, Mycenae, Pylos, Thebes and Orchomenus. Historians of religion were fascinated by a number of apparently ancient configurations of myth connencted with Crete (the god as bull, Zeus and Europa, Pasipha who yields to the bull and gives birth to the Minotaur etc.) Professor Martin P. Nilsson concluded that all great classical Greek myths were tied to Mycenaen centres and were anchored in prehistoric times. Nevertheless, according to Burkert, the iconography of the Cretan Palace Period has provided almost no confirmation for these theories.


          


          Motifs in Western art and literature
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          The widespread adoption of Christianity did not curb the popularity of the myths. With the rediscovery of classical antiquity in the Renaissance, the poetry of Ovid became a major influence on the imagination of poets, dramatists, musicians and artists. From the early years of Renaissance, artists such as Leonardo da Vinci, Michelangelo, and Raphael, portrayed the pagan subjects of Greek mythology alongside more conventional Christian themes. Through the medium of Latin and the works of Ovid, Greek myth influenced medieval and Renaissance poets such as Petrarch, Boccaccio and Dante in Italy.


          In Northern Europe, Greek mythology never took the same hold of the visual arts, but its effect was very obvious on literature. The English imagination was fired by Greek mythology starting with Chaucer and John Milton and continuing through Shakespeare to Robert Bridges in the 20th century. Racine in France and Goethe in Germany revived Greek drama, reworking the ancient myths. Although during the Enlightenment of the 18th century reaction against Greek myth spread throughout Europe, the myths continued to provide an important source of raw material for dramatists, including those who wrote the libretti for many of Handel's and Mozart's operas. By the end of the 18th century, Romanticism initiated a surge of enthusiasm for all things Greek, including Greek mythology. In Britain, new translations of Greek tragedies and Homer inspired contemporary poets (such as Alfred Lord Tennyson, Keats, Byron and Shelley) and painters (such as Lord Leighton and Lawrence Alma-Tadema). Christoph Gluck, Richard Strauss, Jacques Offenbach and many others set Greek mythological themes to music. American authors of the 19th century, such as Thomas Bulfinch and Nathaniel Hawthorne, held that the study of the classical myths was essential to the understanding of English and American literature. In more recent times, classical themes have been reinterpreted by dramatists Jean Anouilh, Jean Cocteau, and Jean Giraudoux in France, Eugene O'Neill in America, and T. S. Eliot in Britain and by novelists such as James Joyce and Andr Gide.
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                    	Date

                    	1821  1831
                  


                  
                    	Location

                    	The Balkans (mainly Greece) and the Aegean Sea.
                  


                  
                    	Result

                    	Greek Victory, Establishment of the modern Greek state.
                  

                

              
            


            
              	Belligerents
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              	Commanders
            


            
              	Theodoros Kolokotronis,

              Alexander Ypsilanti

              	Omer Vryonis,

              Dramalis,

              Ibrahim Pasha.
            


            
              	Strength
            


            
              	100,000 Greek


              	400,000 Ottoman

              

              12,000 Egyptian

            


            
              	Casualties and losses
            


            
              	50,000 Greek, 181 British, French and Russians


              	115,000 Ottoman; 5,000 Egyptian
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          The Greek War of Independence (18211831), also known as the Greek Revolution ( Greek: ή ά Elliniki Epanastasi, Ottoman Turkish: يؤنان ئسياني Yunan İsyanı, i.e. "Greek insurgence"), was a successful war waged by the Greeks to win independence for Greece from the Ottoman Empire. Independence was finally granted by the Treaty of Constantinople in July 1832 when Greece (Hellas) was recognized as a free country. The Greeks were the first of the subject peoples of the Ottoman Empire to secure recognition as a sovereign power. Greeks celebrate their independence day annually on March 25.


          


          Background


          The Ottoman Empire had ruled almost all of Greece, with the exception of the Ionian Islands since its conquest of the Byzantine Empire over the course of the 14th and 15th centuries. However, in the 18th and 19th centuries, as revolutionary nationalism grew across Europe (due, in part, to the influence of the French Revolution), and the power of the Ottoman Empire declined, Greek nationalism began to assert itself and drew support from Western European "philhellenes".


          It is important to note that the Greek Revolution was not an isolated event, but that there were numerous failed attempts at regaining independence throughout the history of the Ottoman occupation of Greece. For example, in 1603 there was an attempt in the Peloponnesos to restore the Byzantine Empire, and throughout the 17th century there was great resistance to the Turks in the Peloponnesus. Perhaps the most famous of these is the Orlov Revolt of 1770. The Mani Peninsula of Peloponnesos also continually resisted Turkish rule, defeating several Turkish incursions into the region, the most famous of which was the Ottoman Invasion of Mani (1780).


          One of the early writers who helped shape opinion among the Greek population in and out of the Ottoman Empire was Rigas Feraios (ή ί). Born in Thessaly and educated in Constantinople, Feraios published a Greek-language newspaper Ephimeris in Vienna in the 1790s. He was deeply influenced by the French Revolution and he published revolutionary tracts and proposed republican constitutions for Greek and pan-Balkan nations. He was arrested by Austrian officials in Trieste in 1797 when he was betrayed by a Greek merchant in that city. He was handed over to Ottoman officials and was transported to Belgrade with his co-conspirators. They were all strangled to death and their bodies dumped in the Danube River in June, 1798. Instead of diminishing support for Feraios's ideas, his death fanned the flames of Greek independence. His nationalist poem which is today memorized by Greek schoolchildren, the thourios (war-song) was translated into many Balkan and European languages, and served as a rallying cry for Greeks against Ottoman rule:


           ό ά ά ύ ά ά

          Until when brave warriors, shall we live under constraints , 
 ά ά ά ί ά ά ά

          Lonely like the lions in the ridges of the mountains, 



          ύ ά ώ ύ ή

          It is better an hour of free life, 
 ά ά ό ά ί ή.

          Than forty years of slavery and jail. 
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          The movement for independence


          The reasons why the Greeks were the first to break away from the multi-ethnic, multi-religious Ottoman Empire and secure recognition as a sovereign power are several. The fact that the Ottoman Empire was in manifest decline made such a revolt feasible. Some Greeks enjoyed a privileged position in the Ottoman state, and Ottoman Turks had always afforded a specific class of Greeks a degree of power. Since the Hellenisation of the Byzantine Empire they had controlled the affairs of the Orthodox Church and the Ecumenical Patriarchate, based in Constantinople, and the higher clergy were always Greek. From the 18th century onwards Phanariot Greek notables (Turkish-appointed Greek administrators from the Phanar district of Constantinople) played an influential role in the governance of the Ottoman Empire.


          A strong maritime tradition in the islands of the Aegean together with the emergence in the 18th century of an influential merchant class generated the wealth necessary to found schools and libraries and to pay for young Greeks to study in the universities of Western Europe. Here they came into contact with the radical ideas of the European Enlightenment and the French Revolution. In 1814 three young Greeks, much influenced by the martyrdom of Rigas, founded the Filiki Eteria, the secret "Friendly Society" which laid the organizational groundwork for the revolt. The society was founded in Odessa, an important centre of the Greek mercantile diaspora. The Greeks' success marked the beginning of the gradual break-up of the Ottoman Empire. Moreover, the other peoples of the Balkan peninsula were to follow the Greek example in seeking their freedom from Ottoman rule.


          


          Philhellenism


          Due to Greece's classical past, there was tremendous sympathy for the Greek cause throughout Europe. Many European aristocrats and wealthy Americans, such as the renowned poet Lord Byron, who died during the Siege of Missolonghi, took up arms to join the Greek revolutionaries. Many more also financed the revolution, and the Scottish historian and Philhellene Thomas Gordon took part in the revolutionary struggle and wrote one of the first histories of the revolution in English.
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          Once the revolution broke out, Ottoman atrocities were given wide coverage in Europe and drew sympathy for the Greek cause in western Europe  although the British and French governments suspected that the uprising was a Russian plot to seize Greece (and possibly Constantinople) from the Ottomans. The Greeks were unable to establish a coherent government in the areas they controlled, and soon fell to fighting among themselves. Inconclusive fighting between Greeks and Ottomans continued until 1825, when Sultan Mahmud II asked for help from his most powerful vassal, Egypt.
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          In Europe, the Greek revolt aroused widespread sympathy among the public but at the beginning was met with lukewarm reception by the Great Powers, with Britain supporting the insurrection only after 1823 when the Ottomans failed to assert their power despite a Greek civil war and Russia adding their support after Britain, to limit the British influence over the Greeks. Greece was viewed as the cradle of western civilization, and it was especially lauded by the spirit of romanticism that was current at the time. The sight of a Christian nation attempting to cast off the rule of a Muslim Empire also appealed to the western European public.


          One of those who heard the call was the poet Lord Byron who spent time in Albania and Greece, organising funds and supplies (including the provision of several ships), but died from fever at Messolonghi in 1824. Byron's death did even more to augment European sympathy for the Greek cause. This eventually led the western powers to intervene directly.


          


          Beginning of the Revolution


          In 1814, Greek nationalists formed a secret organization called the Friendly Society (Filiki Eteria) in Odessa. With the support of wealthy Greek exile communities in Britain and the United States, the aid of sympathizers in Western Europe and covert assistance from Russia, they planned a rebellion. The basic objective of the society was a revival of the Byzantine Empire, with Constantinople as the capital, not the formation of a national state. John Capodistria, an official from the Ionian Islands who had become the Russian Foreign Minister, was secured as the leader of the planned revolt. In 1821, the Ottoman Empire was occupied with war against Persia and with the revolt of Ali Pasha in the Balkans. The Great Powers, who opposed revolutions in principle in the aftermath of Napoleon were preoccupied with revolts in Italy and Spain and the revolutionaries started their actions. The planned revolt originally involved uprisings in three places, Peloponnese, the Danubian Principalities and Constantinople. The start of the uprising can be set in 1821 on March 6 when Alexander Ypsilanti accompanied by several other Greek officers of the Russian army crossed the river Prut in Romania.


          In the Peloponnese the main seats of the revolt where Achaia, and Mani. Early incidents of the revolt occurred in the form of scattered attacks against organs of the Ottoman administration around Kalavryta, the town itself was sieged on March 21. In Patras in an already tense atmosphere, the Ottomans transferred their belongings to the fortress on February 28 and their families on March 18. On March 23 the Ottomans launched sporadic attacks towards the town while the revolutionaries, led by Karatzas and using guns drove them back to the fortress. Makryiannis who had been hiding in the town referred to the scene in his memoirs:

            έ ύ έ  ά.  Tύ ά ά  ά   ί  ά.
 Shooting broke out two days later in Patras. The Turks had seized the fortress, and the Greeks had taken the seashore.



          On March 25 the revolutionaries declared the Revolution in the square of Agios Georgios in Patras. On the next day the leaders of the Revolution in Achaia sent a document to the foreign consulates explaining the reasons of the Revolution. The Maniots declared war of the Ottomans on the March 17. On March 23 revolutionaries took control of Kalamata in Peloponnese. Simultaneous risings were planned across Greece, including in Macedonia, Crete and Cyprus. According to the tradition, the Revolution in Greece and Peloponnese was declared on March 25 in the Monastery of Aghia Lavra by the archbishop of Patras Germanos, however there is no concrete evidence to support this assertion.


          


          The Sacred Battalion


          Ypsilantis was the elected head of the Filiki Eteria, and in 1821, he placed himself at the head of the insurrection against the Ottoman Empire in the Danubian Principalities raising the "Sacred Battalion" of Greek exiles vowing to fight for a free Greece. Accompanied by several other Greek officers in the Russian service he crossed the Prut on March 6, announcing that he had "the support of a great power" and also under the impression that the local Romanian Christians would support the revolution.


          Instead of advancing on Brăila, where he arguably could have prevented Ottoman armies entering the Principalities, and might have forced Russia to accept a fait accompli, he remained in Iaşi, where he ordered the executions of several pro-Ottoman Moldavians. In Bucharest, where he had arrived after some weeks delay, it became plain that he could not rely on the Wallachian Pandurs to continue their Oltenian-based revolt as assistance to the Greek cause; Ypsilantis was met with mistrust by the Pandur leader Tudor Vladimirescu, who, as a nominal ally to the Eteria, had started the rebellion as a move to prevent Scarlat Callimachi from reaching the throne in Bucharest, while trying to maintain relations with both Russia and the Ottomans.


          Then, unexpectedly, came a letter from former Russian Foreign Minister, Kerkyra-born Kapodistrias' upbraiding Ypsilantis for misusing the mandate received from the Russian Emperor, announcing that his name had been struck off the army list, and commanding him to lay down his arms. Ypsilanti's decision to explain away the emperor's letter could only have been justified by the success of a cause which was rendered hopeless. When Vladimirescu took this to mean that his commitment to the Eteria was over, a conflict erupted inside his camp, and he was tried and killed by the pro-Greeks and the Eteria. The loss of their Romanian allies, followed an Ottoman intervention on Wallachian soil sealed defeat for the Greek exiles, culminating in that of Drăgăşani on June 19.


          Alexander, accompanied by his brother Nicholas and a remnant of his followers, retreated to Rmnic, where he spent some days in negotiating with the Austrian authorities for permission to cross the frontier. Fearing that his followers might surrender him to the Turks, he gave out that Austria had declared war on Turkey, caused a Te Deum to be sung in the church of Cozia, and, on pretext of arranging measures with the Austrian commander-in-chief, crossed the frontier. But the reactionary policies of the Holy Alliance were enforced by Francis I and Klemens Metternich, and the country refused to give asylum for leaders of revolts in neighboring countries. Ypsilantis was kept in close confinement for seven years.


          


          The Peleponnesos and Sterea Ellada
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          Theodoros Kolokotronis, a Greek klepht who had served in the British army in the Ionian Islands during the Napoleonic Wars returned to Greece and went the Mani Peninsula, a largely unsubdued area of the Peloponnese in early March. Once the Turks found out about the Kolokotronis' arrival, they demanded Petros Mavromichalis surrender him. Mavromichalis refused saying he was just an old man.


          On the 17th March 1821, war was declared on the Turks by the Maniots at Areopoli. An army of 2,000 Maniot under the command of Petros Mavromichalis, which included Kolokotronis, his nephew Nikitaras and Papaflessas advanced on the Messenian town of Kalamata. The Maniots managed to reached Kalamata on the 21 March and after a brief two day siege it fell to the Greeks. On the same day, Andreas Londos, a Greek primate captured Vostitsa.
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          European intervention
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          On 20 October 1827 the British, Russian and French fleets, on the initiative of local commanders but with the tacit approval of their governments, attacked and destroyed the Ottoman fleet at the Battle of Navarino (ύ). This was the decisive moment in the war of independence, although the British Admiral Edward Codrington nearly ruined his career, since he wasn't ordered to achieve such a victory or destroy completely the Turko/Egyptian fleet. In October 1828, the Greeks regrouped and formed a new government under John Capodistria (). They then advanced to seize as much territory as possible, including Athens and Thebes, before the western powers imposed a ceasefire. The Greeks seized the last Turkish strongholds in the Peloponnese with the help of the French general, Nicolas Joseph Maison.


          


          Massacres during the revolution


          Almost as soon as the revolution began, there were large scale massacres of civilians by both the Greek revolutionaries and the Ottoman authorities. The Greek revolutionaries massacred many Muslims inhabiting the Peloponnese and Attica where Greek forces were dominant, whereas the Turks massacred many Greeks especially in Ionia ( Asia Minor), Crete, Constantinople and the Aegean islands where the revolutionary forces were weaker.


          According to a number of sources, massacres of the Turkish civilian population started simultaneously with the outbreak of the revolt. William St. Clair said: " The bishops and priests exhorted their parishioners to exterminate infidel Moslems. The klepths and armatoli came down from the mountains and ravaged the Turkish settlements and the whole country was overrun by bands of armed men killing and plundering. The Turks of Greece paid the penalty for centuries of wrongs, real and imagined, and for their inherited religious beliefs." George Finlay, who was himself a Philhellene, wrote in 1861: "In the meantime the Christian population had attacked and murdered the Mussulman population in every part of the peninsula. The towers and country homes of the Mussulmans were burned down, and their property was destroyed, in order to render the return of those who had escaped into the fortresses hopeless. From the 26th of March until Easter Sunday, which fell, in the year 1821, on the 22nd of April, it is supposed that fifteen thousand Mussulman souls perished in cold blood and that about three thousand farmhouses or Turkish dwellings were laid waste.", followed by all but 22 in Missolonghi, 500 families in Vrachori, almost all the men, women, and children in Navarino.


          The Ottoman response to the Greek revolution took place throughout the empire. St. Clair wrote: "The Ottoman Government in Constantinople, faced with violent revolutions in different parts of the Empire, decided to answer terror with terror... Turkish counter-terror which began with the hanging of the Patriarch at Constantinople on Easter day, started before the Ottoman government realized full extent of what was happening in the Peloponnese, but soon it was in full swing." In addition to this hanging of Patriarch Gregory IV on Easter Sunday, 1821., his body was mutilated and thrown into the sea, where it was rescued by Greek sailors. This was followed by the execution of two metropolitans and twelve Bishops by the Turkish authorities.In June, Turkish massacres of Greek civilians began in earnest in Ionia. In the town of Kydonia in Ionia, the Turkish garrison began plundering houses and massacred an estimated 25,000 people. After the beginning of the Greek War of Independence, Ottoman soldiers began the massacre of thousands of Greeks around the Ottoman Empire. In the great massacre of Heraklion on 24th June 1821, that people remember as "the great ravage" ("o megalos arpentes"), the enraged Turks massacred the metropolite of Crete, Gerasimos Pardalis, and five more bishops: Neofitos of Knossos, Joachim of Herronissos, Ierotheos of Lambis, Zacharias of Sitia and Kallinikos, the titular bishop of Diopolis.Jelavich states: "As a rule, Ottoman actions were fully reported in Europe, with all the gruesome details; Christian atrocities tended to be ignored."


          Some of the first Greek actions were taken against unarmed Ottoman civilians and according to William St. Clair, upwards of twenty thousand Turkish men, women and children were killed by their Greek neighboors in a few weeks of slaughter. Other estimates of the Turkish and Muslim Albanian civilian deaths by the rebels range from 15,000 out of 40,000 Muslim residents to 30,000 only in Tripolis to 60,000 (Turkish claim), but the revolution was successful in removing the entire Turkish and Muslim Albanian population from the Peloponnese, whether through death or displacement. The Turkish and Moslem Albanian population of the Peloponnese had ceased to exist as a settled community.Historian W. Alison Phillips wrote in 1897: "Everywhere, as though at a preconcerted signal, the peasantry rose, and massacred all the Turks men,women and children on whom they could lay hands.. The Mussulman population of the Morea had been reckoned at twenty-five thousand souls. Within three weeks of the outbreak of the revolt, not a moslem was left, save those who had succeeded in escaping into the towns." St. Clair said "The orgy of genocide exhausted itself in the peloponnese only when there were no more Turks to kill."
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          The Ottoman authorities soon began massacring Greek islanders, whose fleets were instrumental to the Greek cause. During the Chios Massacre, one of the most notorious occurrences, during 1822, about 42,000 Greek islanders of Chios were hanged, butchered, starved or tortured to death; 50,000 were enslaved; and 23,000 were exiled. The French painter Eugne Delacroix immortalised this massacre in his famous painting The Massacre of Chios. While Greek atrocities against civilians were largely limited to the opening phase of the conflict, they largely stopped after rage had died down over the killing of Patriarch Gregory on Eastern Monday. To the contrary, Ottoman atrocities against civilians continued as official policy. The Egyptians were especially brutal in the Peleponnesos. On May 17, 1824, one of the worst atrocities was committed by Turkish, Egyptian and Albanian forces which is today etched in the Greek national psyche  the destruction of Psara. The entire male civilian population over the age of eight in Psara was wiped out, and the women and small children were sold into slavery. Every building was razed to the ground. In the castle of this city, 150 Greeks, seeing the tortures that their compatriots faced when captured by the Turks, set alight their powder stores, killing themselves along with many Turks. The epigram by Dionysios Solomos commemorates this brave act of defiance:


           ώ  ό ά,

          n the all- black Psaran ridge

          ώ  ό ά,

          Glory, walking alone,

          ά  ά ά,

          Contemplates the splendid brave lads,

            ό ά ί,

          And on her hair she wears a crown

          έ  ί ά,

          Made of the few remaining green shoots,

           ί ί  έ .

          That remained on the deserted earth.



          According to the Jewish Virtual Library, Jews curried disfavour with the Greeks by supporting the Ottoman Empire and during the Greek War of Independence, thousands of Jews were massacred alongside the Ottoman Turks by the Greek rebels and the Jewish communities of Mistras, Tripolis, Kalamata and Patras were completely destroyed. A few survivors moved north to areas still under Ottoman rule. Greek bishops and priests had exhorted their flocks to exterminate the Turkish and Jewish minoties. Despite the fact that many Jews were killed, they were not targeted specifically: "Such a tragedy seems to be more a side-effect of the butchering of the Turks of Tripolis, the last Ottoman stronghold in the South where the Jews had taken refuge from the fighting, than a specific action against Jews per se." Nevertheless, many Jews within Greece and throughout Europe were supporters of the Greek revolt, using their wealth (as in the case of the Rothschilds) as well as their political and public influence to assist the Greek cause. The Greek state also attracted many Jewish immigrants from the Ottoman Empire following its establishment, being one of the first countries in the world to grant legal equality to Jews.


          


          Diplomatic endgame


          John Capodistria was assassinated in 1831 in Nafplion. As a state of confusion continued in the Greek peninsula, the Great Powers sought a formal end of the war and a recognized government in Greece. The Greek throne was initially offered to Lopold I of Belgium, but he refused, as he was not at all satisfied with the Aspropotamos-Zitouni borderline, which replaced the more favourable Arta-Volos line considered by the Great Powers earlier.


          


          The withdrawal of Lopold as a candidate for the throne of Greece, and the July Revolution in France, delayed the final settlement of the frontiers of the new kingdom until a new government was formed in the United Kingdom. Lord Palmerston, who took over as British Foreign Secretary, agreed to the Arta-Volos borderline. However, the secret note on Crete, which the Bavarian plenipotentiary communicated to the Courts of the United Kingdom, France and Russia, bore no fruit.


          In May 1832, Palmerston convened the London Conference of 1832. The three Great Powers ( United Kingdom of Great Britain and Ireland, July Monarchy France and the Russian Empire) offered the throne to the Bavarian prince, Otto Wittelsbach, without regard to Greek views on this. The line of succession was also established which would pass the crown to the heirs of Otto, or his younger brothers in succession, should he have no heirs. In no case would the crowns of Greece and Bavaria be joined. As co-guarantors of the monarchy, the Great Powers also empowered their Ambassadors in the Ottoman capital to secure the end of the war. Under the protocol signed on May 7, 1832 between Bavaria and the protecting Powers, and basically dealing with the way in which the Regency was to be managed until Otto reached his majority (while also concluding the second Greek loan, for a sum of 2,400,000 sterling), Greece was defined as an independent kingdom, with the Arta-Volos line as its northern frontier. The Ottoman Empire was given 40,000,000 piastres in compensation for the loss of the territory.


          On July 21, 1832 British Ambassador to the Sublime Porte Sir Stratford Canning and the other representatives of the Great Powers concluded the Treaty of Constantinople, which set the boundaries of the new Greek Kingdom at a line running from Arta () to Volos (). The borders of the Kingdom were reiterated in the London Protocol of August 30, 1832, signed by the Great Powers, which ratified the terms of the Constantinople Arrangement.


          


          Aftermath


          
            [image: The first national flag of Greece adopted 1828]

            
              The first national flag of Greece adopted 1828
            

          


          The consequences of the Greek revolution were somewhat ambiguous in the immediate aftermath. An independent Greek state had been established, but with Britain, Russia and France claiming a major role in Greek politics afterwards and with the import of a Bavarian dynasty as the ruler and a mercenary army. The country had been ravaged by ten years of fighting, was full of displaced refugees and empty Turkish estates, necessitating a series of land reforms over several decades.


          The new state also contained 800,000 people, fewer than one third of the two and a half million Greek inhabitants of the Ottoman Empire and for much of the next century the Greek state was to seek the liberation of the  unredeemed Greeks of the Ottoman Empire, following Megale Idea, the goal of uniting all Greeks in one country.


          As a people, the Greeks no longer provided the princes for the Danubian Principalities and were regarded within the Ottoman Empire, especially by the Muslim population, as traitors. Phanariots who had up to then held high office within the Ottoman Empire were henceforth regarded as suspect and lost their special, privileged category. In Constantinople and the rest of the Ottoman Empire where Greek banking and merchant presence had been dominant, Armenians mostly replaced Greeks in banking and Bulgarian merchants gained importance.
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          The greenhouse effect, discovered by Joseph Fourier in 1824 and first investigated quantitatively by Svante Arrhenius in 1896, is the process in which the emission of infrared radiation by an atmosphere warms a planet's surface. The name comes from an incorrect analogy with the warming of air inside a greenhouse compared to the air outside the greenhouse. The Earth's average surface temperature is about 20-30C warmer than it would be without the greenhouse effect . In addition to the Earth, Mars and especially Venus have greenhouse effects.


          In common usage, "greenhouse effect" may refer either to the natural greenhouse effect due to naturally occurring greenhouse gases, or to the enhanced ( anthropogenic) greenhouse effect which results from gases emitted as a result of human activities (see also global warming, scientific opinion on climate change and attribution of recent climate change).


          


          The basic mechanism


          The Earth receives energy from the Sun in the form of radiation. The Earth reflects about 30% of the incident solar flux; the remaining 70% is absorbed, warming the land, atmosphere and oceans.


          To the extent that the Earth is in a steady state, the energy stored in the atmosphere and ocean does not change in time, so energy equal to the absorbed solar radiation must be radiated back to space. Earth radiates energy into space as black-body radiation, which maintains a thermal equilibrium. This thermal, infrared radiation increases with increasing temperature. One can think of the Earth's temperature as being determined by the infrared flux needed to balance the absorbed solar flux.
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          The visible solar radiation heats the surface, not the atmosphere, whereas most of the infrared radiation escaping to space is emitted from the upper atmosphere, not the surface. The infrared photons emitted by the surface are mostly absorbed by the atmosphere and do not escape directly to space.
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          The reason this warms the surface is most easily understood by starting with a simplified model of a purely radiative greenhouse effect that ignores energy transfer in the atmosphere by convection (sensible heat transport) and by the evaporation and condensation of water vapor ( latent heat transport). In this purely radiative case, one can think of the atmosphere as emitting infrared radiation both upwards and downwards. The upward infrared flux emitted by the surface must balance not only the absorbed solar flux but also this downward infrared flux emitted by the atmosphere. The surface temperature will rise until it generates thermal radiation equivalent to the sum of these two incident radiation streams.


          A more realistic picture taking into account the convective and latent heat fluxes is somewhat more complex. But the following simple model captures the essence. The starting point is to note that the opacity of the atmosphere to infrared radiation determines the height in the atmosphere from which most of the photons emitted to space are emitted. If the atmosphere is more opaque, the typical photon escaping to space will be emitted from higher in the atmosphere, because one then has to go to higher altitudes to see out to space in the infrared. Since the emission of infrared radiation is a function of temperature, it is the temperature of the atmosphere at this emission level that is effectively determined by the requirement that the emitted flux balance the absorbed solar flux.


          But the temperature of the atmosphere generally decreases with height above the surface, at a rate of roughly 6.5 C per kilometer on average, until one reaches the stratosphere 10-15 km above the surface. (Most infrared photons escaping to space are emitted by the troposphere, the region bounded by the surface and the stratosphere, so we can ignore the stratosphere in this simple picture.) A very simple model, but one that proves to be remarkably useful, involves the assumption that this temperature profile is simply fixed, by the non-radiative energy fluxes. Given the temperature at the emission level of the infrared flux escaping to space, one then computes the surface temperature by increasing temperature at the rate of 6.5 C per kilometer, the environmental lapse rate, until one reaches the surface. The more opaque the atmosphere, and the higher the emission level of the escaping infrared radiation, the warmer the surface, since one then needs to follow this lapse rate over a larger distance in the vertical. While less intuitive than the purely radiative greenhouse effect, this less familiar radiative-convective picture is the starting point for most discussions of the greenhouse effect in the climate modeling literature.


          The term "greenhouse effect" is a source of confusion in that actual greenhouses do not warm by this same mechanism (e.g. ).


          


          The greenhouse gases


          Quantum mechanics provides the basis for computing the interactions between molecules and radiation. Most of this interaction occurs when the frequency of the radiation closely matches that of the spectral lines of the molecule, determined by the quantization of the modes of vibration and rotation of the molecule. (The electronic excitations are generally not relevant for infrared radiation, as they require energy larger than that in an infrared photon.)


          The width of a spectral line is an important element in understanding its importance for the absorption of radiation. In the Earths atmosphere these spectral widths are primarily determined by pressure broadening, which is the distortion of the spectrum due to the collision with another molecule. Most of the infrared absorption in the atmosphere can be thought of as occurring while two molecules are colliding. The absorption due to a photon interacting with a lone molecule is relatively small. This three-body aspect of the problem, one photon and two molecules, makes direct quantum mechanical computation for molecules of interest more challenging. Careful laboratory spectroscopic measurements, rather than ab initio quantum mechanical computations, provide the basis for most of the radiative transfer calculations used in studies of the atmosphere.


          The molecules/atoms that constitute the bulk of the atmosphere; oxygen (O2), nitrogen (N2) and argon; do not interact with infrared radiation significantly. While the oxygen and nitrogen molecules can vibrate, because of their symmetry these vibrations do not create any transient charge separation that enhances the interaction with radiation. In the Earths atmosphere, the dominant infrared absorbing gases are water vapor, carbon dioxide, and ozone (O3), these molecules being floppier so that their rotation/vibration modes are more easily excited. For example, carbon dioxide is a linear molecule, but it has an important vibrational mode in which the molecule bends with the carbon in the middle moving one way and the oxygens on the ends moving the other way, creating some charge separation, a dipole moment. A substantial part of the greenhouse effect due to carbon dioxide exists because this vibration is easily excited by infrared radiation. Clouds are also very important infrared absorbers. Therefore, water has multiple effects on infrared radiation, through its vapor phase and through its condensed phases. Other absorbers of significance include methane, nitrous oxide and the chlorofluorocarbons.


          Discussion of the relative importance of different infrared absorbers is confused by the overlap between the spectral lines due to different gases, widened by pressure broadening. As a result, the absorption due to one gas cannot be thought of as independent of the presence of other gases. One convenient approach is to remove the chosen constituent, leaving all other absorbers, and the temperatures, untouched, and monitoring the infrared radiation escaping to space. The reduction in infrared absorbtion is then a measure of the importance of that constituent. More precisely, define the greenhouse effect (GE) to be the difference between the infrared radiation that the surface would radiate to space if there were no atmosphere and the actual infrared radiation escaping to space. Then compute the percentage reduction in GE when a constituent is removed. The table below is computed by this method, using a particular 1-dimensional model of the atmosphere. More recent 3D computations lead to similar results.


          
            
              
                	Gas removed


                	percent reduction in GE

              


              
                	H2O

                	36%
              


              
                	CO2

                	12%
              


              
                	O3

                	3%
              

            


            (Source: Ramanathan and Coakley, Rev. Geophys and Space Phys., 16 465 (1978)); see also .

          


          By this particular measure, water vapor can be thought of as providing 36% of the greenhouse effect, and carbon dioxide 12%, but the effect of removal of both of these constituents will be greater than 48%. An additional proviso is that these numbers are computed holding the cloud distribution fixed. But removing water vapor from the atmosphere while holding clouds fixed is not likely to be physically relevant. In addition, the effects of a given gas are typically nonlinear in the amount of that gas, since the absorption by the gas at one level in the atmosphere can remove photons that would otherwise interact with the gas at another altitude. The kinds of estimates presented in the table, while often encountered in the controversies surrounding global warming, must be treated with caution. Different estimates found in different sources typically result from different definitions and do not reflect uncertainties in the underlying radiative transfer.


          


          Positive feedback and runaway greenhouse effect


          When the concentration of a greenhouse gas (A) is itself a function of temperature, there is a positive feedback from the increase in another greenhouse gas (B), whereby increase in B increases the temperature which, in turn, increases the concentration of A, which increases temperatures further, and so on. This feedback is bound to stop, since the overall supply of the gas A must be finite. If this feedback ends after producing a major temperature increase, it is called a runaway greenhouse effect.


          According to some climate models ( Clathrate gun hypothesis), such a runaway greenhouse effect, involving liberation of methane gas from hydrates by global warming, caused the Permian-Triassic extinction event. It is also thought that large quantities of methane could be released from the Siberian tundra as it begins to thaw, methane being 21-times more potent a greenhouse gas than carbon dioxide .


          A runaway greenhouse effect involving CO2 and water vapor may have occurred on Venus. On Venus today there is little water vapor in the atmosphere. If water vapor did contribute to the warmth of Venus at one time, this water is thought to have escaped to space. Venus is sufficiently strongly heated by the Sun that water vapor can rise much higher in the atmosphere and is split into hydrogen and oxygen by ultraviolet light. The hydrogen can then escape from the atmosphere and the oxygen recombines. Carbon dioxide, the dominant greenhouse gas in the current Venusian atmosphere, likely owes its larger concentration to the weakness of carbon recycling as compared to Earth, where the carbon dioxide emitted from volcanoes is efficiently subducted into the Earth by plate tectonics on geologic time scales , .


          


          Anthropogenic greenhouse effect


          CO2 production from increased industrial activity (fossil fuel burning) and other human activities such as cement production and tropical deforestation has increased the CO2 concentrations in the atmosphere. Measurements of carbon dioxide amounts from Mauna Loa observatory show that CO2 has increased from about 313 ppm (parts per million) in 1960 to about 375 ppm in 2005. The current observed amount of CO2 exceeds the geological record of CO2 maxima (~300 ppm) from ice core data (Hansen, J., Climatic Change, 68, 269, 2005 ISSN 0165-0009).


          Because it is a greenhouse gas, elevated CO2 levels will increase global mean temperature; based on an extensive review of the scientific literature, the Intergovernmental Panel on Climate Change concludes that "most of the observed increase in globally averaged temperatures since the mid-20th century is very likely due to the observed increase in anthropogenic greenhouse gas concentrations" .


          Over the past 800,000 years , ice core data shows unambiguously that carbon dixoide has varied from values as low as 180 parts per million (ppm) to the pre-industrial level of 270ppm . Certain paleoclimatologists consider variations in carbon dioxide to be a fundamental factor in controlling climate variations over this time scale.


          


          Real greenhouses


          The term 'greenhouse effect' originally came from the greenhouses used for gardening, but it is a misnomer since greenhouses operate differently . A greenhouse is built of glass; it heats up primarily because the Sun warms the ground inside it, which warms the air near the ground, and this air is prevented from rising and flowing away. The warming inside a greenhouse thus occurs by suppressing convection and turbulent mixing. This can be demonstrated by opening a small window near the roof of a greenhouse: the temperature will drop considerably. It has also been demonstrated experimentally (Wood, 1909): a "greenhouse" built of rock salt (which is transparent to IR) heats up just as one built of glass does. Greenhouses thus work primarily by preventing convection; the atmospheric greenhouse effect however reduces radiation loss, not convection. It is quite common, however, to find sources (e.g., ) that make the "greenhouse" analogy. Although the primary mechanism for warming greenhouses is the prevention of mixing with the free atmosphere, the radiative properties of the glazing can still be important to commercial growers. With the modern development of new plastic surfaces and glazings for greenhouses, this has permitted construction of greenhouses which selectively control radiation transmittance in order to better control the growing environment PDF(271 KiB).
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          Greenhouse gases are components of the atmosphere that contribute to the greenhouse effect. Without the greenhouse effect the Earth would be uninhabitable; in its absence, the mean temperature of the earth would be about 19 C (2 F, 254 K) rather than the present mean temperature of about 15 C (59 F, 288 K). Greenhouse gases include in the order of relative abundance water vapour, carbon dioxide, methane, nitrous oxide, and ozone. Greenhouse gases come from natural sources and human activity.


          


          The "greenhouse effect"
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          When sunlight reaches the surface of the Earth, some of it is absorbed and warms the surface. Because the Earth's surface is much cooler than the sun, it radiates energy at much longer wavelengths than the sun does, peaking in the infrared at about 10m. The atmosphere absorbs these longer wavelengths more effectively than it does the shorter wavelengths from the sun. The absorption of this longwave radiant energy warms the atmosphere; the atmosphere also is warmed by transfer of sensible and latent heat from the surface. Greenhouse gases also emit longwave radiation both upward to space and downward to the surface. The downward part of this longwave radiation emitted by the atmosphere is the "greenhouse effect." The term is a misnomer, as this process is not the mechanism that warms greenhouses.


          The major greenhouse gases are water vapor, which causes about 3670% of the greenhouse effect on Earth ( not including clouds); carbon dioxide, which causes 926%; methane, which causes 49%, and ozone, which causes 37%. It is not possible to state that a certain gas causes a certain percentage of the greenhouse effect, because the influences of the various gases are not additive. (The higher ends of the ranges quoted are for the gas alone; the lower ends, for the gas counting overlaps.) Other greenhouse gases include, but are not limited to, nitrous oxide, sulfur hexafluoride, hydrofluorocarbons, perfluorocarbons and chlorofluorocarbons (see IPCC list of greenhouse gases).


          The major atmospheric constituents ( nitrogen, N2 and oxygen, O2) are not greenhouse gases. This is because homonuclear diatomic molecules such as N2 and O2 neither absorb nor emit infrared radiation, as there is no net change in the dipole moment of these molecules when they vibrate. Molecular vibrations occur at energies that are of the same magnitude as the energy of the photons on infrared light. Heteronuclear diatomics such as CO or HCl absorb IR; however, these molecules are short-lived in the atmosphere owing to their reactivity and solubility. As a consequence they do not contribute significantly to the greenhouse effect.


          Late 19th century scientists experimentally discovered that N2 and O2 did not absorb infrared radiation (called, at that time, "dark radiation") and that CO2 and many other gases did absorb such radiation. It was recognized in the early 20th century that the known major greenhouse gases in the atmosphere caused the earth's temperature to be higher than it would have been without the greenhouse gases.


          


          Anthropogenic greenhouse gases
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          The concentrations of several greenhouse gases have increased over time. Human activity may increase the greenhouse effect through release of carbon dioxide, but human influences on other greenhouse gases can also be important. Some of the main sources of greenhouse gases due to human activity include:


          
            	burning of fossil fuels and deforestation leading to higher carbon dioxide concentrations;


            	livestock and paddy rice farming, land use and wetland changes, pipeline losses, and covered vented landfill emissions leading to higher methane atmospheric concentrations. Many of the newer style fully vented septic systems that enhance and target the fermentation process also are major sources of atmospheric methane;


            	use of chlorofluorocarbons (CFCs) in refrigeration systems, and use of CFCs and halons in fire suppression systems and manufacturing processes.


            	agricultural activities, including the use of fertilizers, that lead to higher nitrous oxide concentrations.

          


          The seven sources of CO2 from fossil fuel combustion are (with percentage contributions for 20002004):


          
            	Solid fuels (e.g. coal): 35%


            	Liquid fuels (e.g. gasoline): 36%


            	Gaseous fuels (e.g. natural gas): 20%


            	Flaring gas industrially and at wells: <1%


            	Cement production: 3%


            	Non-fuel hydrocarbons: <1%


            	The "international bunkers" of shipping and air transport not included in national inventories: 4%

          


          The U.S. EPA ranks the major greenhouse gas contributing end-user sectors in the following order: industrial, transportation, residential, commercial and agricultural. Major sources of an individual's GHG include home heating and cooling, electricity consumption, and transportation. Corresponding conservation measures are improving home building insulation, compact fluorescent lamps and choosing high miles per gallon vehicles.


          Carbon dioxide, methane, nitrous oxide and three groups of fluorinated gases ( sulfur hexafluoride, HFCs, and PFCs) are the major greenhouse gases and the subject of the Kyoto Protocol, which entered into force in 2005.


          CFCs, although greenhouse gases, are regulated by the Montreal Protocol, which was motivated by CFCs' contribution to ozone depletion rather than by their contribution to global warming. Note that ozone depletion has only a minor role in greenhouse warming though the two processes often are confused in the popular media.


          


          The role of water vapor


          
            [image: Increasing water vapor at Boulder, Colorado.]

            
              Increasing water vapor at Boulder, Colorado.
            

          


          Water vapor is a naturally occurring greenhouse gas and accounts for the largest percentage of the greenhouse effect, between 36% and 66% . Water vapor concentrations fluctuate regionally, but human activity does not directly affect water vapor concentrations except at local scales (for example, near irrigated fields).


          Current state-of-the-art climate models include fully interactive clouds. They show that an increase in atmospheric temperature caused by the greenhouse effect due to anthropogenic gases will in turn lead to an increase in the water vapor content of the troposphere, with approximately constant relative humidity. The increased water vapor in turn leads to an increase in the greenhouse effect and thus a further increase in temperature; the increase in temperature leads to still further increase in atmospheric water vapor; and the feedback cycle continues until equilibrium is reached. Thus water vapor acts as a positive feedback to the forcing provided by human-released greenhouse gases such as CO2.


          


          Greenhouse gas emissions


          Measurements from Antarctic ice cores show that just before industrial emissions started, atmospheric CO2 levels were about 280 parts per million by volume (ppm; the units L/L are occasionally used and are identical to parts per million by volume). From the same ice cores it appears that CO2 concentrations stayed between 260 and 280 ppm during the preceding 10,000 years. Studies using evidence from stomata of fossilized leaves suggest greater variability, with CO2 levels above 300 ppm during the period 7,00010,000 years ago, though others have argued that these findings more likely reflect calibration/contamination problems rather than actual CO2 variability.


          Since the beginning of the Industrial Revolution, the concentrations of many of the greenhouse gases have increased. The concentration of CO2 has increased by about 100 ppm (i.e., from 280 ppm to 380 ppm). The first 50 ppm increase took place in about 200 years, from the start of the Industrial Revolution to around 1973; the next 50 ppm increase took place in about 33 years, from 1973 to 2006. PDF(96.8 KiB). Many observations are available on line in a variety of Atmospheric Chemistry Observational Databases. The greenhouse gases with the largest radiative forcing are:


          
            
              Relevant to radiative forcing
            

            
              	Gas

              	Current (1998) Amount by volume

              	Increase over pre-industrial (1750)

              	Percentage increase

              	Radiative forcing ( W/ m)
            


            
              	Carbon dioxide

              	
                
                  365 ppm {383 ppm(2007.01)}
                

              

              	
                
                  87 ppm {105 ppm(2007.01)}
                

              

              	
                
                  31% {37.77%(2007.01)}
                

              

              	
                
                  1.46 {~1.532 (2007.01)}
                

              
            


            
              	Methane

              	
                
                  1,745 ppb
                

              

              	
                
                  1,045 ppb
                

              

              	
                
                  150%
                

              

              	
                
                  0.48
                

              
            


            
              	Nitrous oxide

              	
                
                  314 ppb
                

              

              	
                
                  44 ppb
                

              

              	
                
                  16%
                

              

              	
                
                  0.15
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              Relevant to both radiative forcing and ozone depletion; all of the following have no natural sources and hence zero amounts pre-industrial
            

            
              	Gas

              	Current (1998)

              Amount by volume

              	Radiative forcing

              (W/m)
            


            
              	CFC-11

              	
                
                  268 ppt
                

              

              	
                
                  0.07
                

              
            


            
              	CFC-12

              	
                
                  533 ppt
                

              

              	
                
                  0.17
                

              
            


            
              	CFC-113

              	
                
                  84 ppt
                

              

              	
                
                  0.03
                

              
            


            
              	Carbon tetrachloride

              	
                
                  102 ppt
                

              

              	
                
                  0.01
                

              
            


            
              	HCFC-22

              	
                
                  69 ppt
                

              

              	
                
                  0.03
                

              
            

          


          (Source: IPCC radiative forcing report 1994 updated (to 1998) by IPCC TAR table 6.1 ).


          


          Recent rates of change and emission
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          The sharp acceleration in CO2 emissions since 2000 of >3% y1 (>2 ppm y1) from 1.1% y1 during the 90's is attributable to the lapse of formerly declining trends in carbon intensity of both developing and developed nations. Although over 3/4 of cumulative anthropogenic CO2 is still attributable to the developed world, China was responsible for most of global growth in emissions during this period. All this indicates a global failure to decarbonise energy supply and an underestimation of emissions growth on the part of the IPCC in their Special Report on Emissions Scenarios. Localised plummeting emissions associated with the collapse of the Soviet Union have been followed by slow emissions growth in this region due to more efficient energy use, made necessary by the increasing proportion of it that is exported. In comparison, methane has not increased appreciably, and N2O by 0.25% y1 .


          


          Asia


          Atmospheric levels of the main greenhouse gas have set another new peak in a sign of the industrial rise of Asian economies led by China.


          


          United States


          The United States emitted 16.3% more GHG in 2005 than it did in 1990. According to a preliminary estimate by the Netherlands Environmental Assessment Agency, the largest national producer of CO2 emissions since 2006 has been China with an estimated annual production of about 6200 megatonnes. It is followed by the United States with about 5,800 megatonnes. Relative to 2005, China's fossil CO2 emissions increased in 2006 by 8.7%, while in the USA, comparable CO2 emissions decreased in 2006 by 1.4%. The agency notes that its estimates do not include some CO2 sources of uncertain magnitude. Although these tonnages of are small compared to the CO2 in the Earth's atmosphere, they are significantly larger than pre-industrial levels.


          


          Removal from the atmosphere and global warming potential
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          Aside from water vapor near the surface, which has a residence time of days, most greenhouse gases take a very long time to leave the atmosphere. Although it is not easy to know with precision how long, there are estimates of the duration of stay, i.e., the time which is necessary so that the gas disappears from the atmosphere, for the principal greenhouse gases. For the first five years of this century, 48% of total anthropogenic CO2 emissions remained in the atmosphere, a figure that is increasing and diagnostic of weakening carbon sinks. Greenhouse gases can be removed from the atmosphere by various processes:


          
            	as a consequence of a physical change (condensation and precipitation remove water vapor from the atmosphere).


            	as a consequence of chemical reactions within the atmosphere. This is the case for methane. It is oxidized by reaction with naturally occurring hydroxyl radical, OH and degraded to CO2 and water vapor at the end of a chain of reactions (the contribution of the CO2 from the oxidation of methane is not included in the methane Global warming potential). This also includes solution and solid phase chemistry occurring in atmospheric aerosols.


            	as a consequence of a physical interchange at the interface between the atmosphere and the other compartments of the planet. An example is the mixing of atmospheric gases into the oceans at the boundary layer.


            	as a consequence of a chemical change at the interface between the atmosphere and the other compartments of the planet. This is the case for CO2, which is reduced by photosynthesis of plants, and which, after dissolving in the oceans, reacts to form carbonic acid and bicarbonate and carbonate ions (see ocean acidification).


            	as a consequence of a photochemical change. Halocarbons are dissociated by UV light releasing Cl and F as free radicals in the stratosphere with harmful effects on ozone (halocarbons are generally too stable to disappear by chemical reaction in the atmosphere).


            	as a consequence of dissociative ionization caused by high energy cosmic rays or lightning discharges, which break molecular bonds. For example, lightning forms N anions from N2 which then react with O2 to form NO2.
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          Two scales can be used to describe the effect of different gases in the atmosphere. The first, the atmospheric lifetime, describes how long it takes to restore the system to equilibrium following a small increase in the concentration of the gas in the atmosphere. Individual molecules may interchange with other reservoirs such as soil, the oceans, and biological systems, but the mean lifetime refers to the decaying away of the excess. It is sometimes erroneously claimed that the atmospheric lifetime of CO2 is only a few years because that is the average time for any CO2 molecule to stay in the atmosphere before being removed by mixing into the ocean, uptake by photosynthesis, or other processes. This ignores the balancing fluxes of CO2 into the atmosphere from the other reservoirs. It is the net concentration changes of the various greenhouse gases by all sources and sinks that determines atmospheric lifetime, not just the removal processes.


          The second scale is global warming potential (GWP). The GWP depends on both the efficiency of the molecule as a greenhouse gas and its atmospheric lifetime. GWP is measured relative to the same mass of CO2 and evaluated for a specific timescale. Thus, if a molecule has a high GWP on a short time scale (say 20 years) but has only a short lifetime, it will have a large GWP on a 20 year scale but a small one on a 100 year scale. Conversely, if a molecule has a longer atmospheric lifetime than CO2 its GWP will increase with time.


          Examples of the atmospheric lifetime and GWP for several greenhouse gases include:


          
            	CO2 has a variable atmospheric lifetime, and cannot be specified precisely. Recent work indicates that recovery from a large input of atmospheric CO2 from burning fossil fuels will result in an effective lifetime of tens of thousands of years. Carbon dioxide is defined to have a GWP of 1 over all time periods.


            	Methane has an atmospheric lifetime of 12  3 years and a GWP of 62 over 20 years, 23 over 100 years and 7 over 500 years. The decrease in GWP associated with longer times is associated with the fact that the methane is degraded to water and CO2 by chemical reactions in the atmosphere.


            	Nitrous oxide has an atmospheric lifetime of 120 years and a GWP of 296 over 100 years.


            	CFC-12 has an atmospheric lifetime of 100 years and a GWP(100) of 10600.


            	HCFC-22 has an atmospheric lifetime of 12.1 years and a GWP(100) of 1700.


            	Tetrafluoromethane has an atmospheric lifetime of 50,000 years and a GWP(100) of 5700.


            	Sulfur hexafluoride has an atmospheric lifetime of 3,200 years and a GWP(100) of 22000.

          


          Source: IPCC, table 6.7.


          


          Related effects
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          Carbon monoxide has an indirect radiative effect by elevating concentrations of methane and tropospheric ozone through scavenging of atmospheric constituents (e.g., the hydroxyl radical, OH) that would otherwise destroy them. Carbon monoxide is created when carbon-containing fuels are burned incompletely. Through natural processes in the atmosphere, it is eventually oxidized to carbon dioxide. Carbon monoxide has an atmospheric lifetime of only a few months and as a consequence is spatially more variable than longer-lived gases.


          Another potentially important indirect effect comes from methane, which in addition to its direct radiative impact also contributes to ozone formation. Shindell et al (2005) argue that the contribution to climate change from methane is at least double previous estimates as a result of this effect.
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              	Capital

              (and largest city)

              	Nuuk (Godthb)

            


            
              	Official languages

              	Kalaallisut , Danish
            


            
              	Demonym

              	Greenlandic
            


            
              	Government

              	Parliamentary democracy within a constitutional monarchy
            


            
              	-

              	Monarch

              	Margrethe II
            


            
              	-

              	Prime Minister

              	Hans Enoksen
            


            
              	Autonomous province of the Kingdom of Denmark
            


            
              	-

              	Home rule

              	1979
            


            
              	Area
            


            
              	-

              	Total

              	2,166,086km( 13th)

              836,109 sqmi
            


            
              	-

              	Water(%)

              	81.11
            


            
              	Population
            


            
              	-

              	July 2007estimate

              	56,344 
            


            
              	-

              	Density

              	0.026/km( 241th)

              0.067/sqmi
            


            
              	GDP( PPP)

              	2001estimate
            


            
              	-

              	Total

              	$1.1 billion( not ranked)
            


            
              	-

              	Per capita

              	$19,0002( not ranked)
            


            
              	HDI(n/a)

              	n/a(n/a)( n/a)
            


            
              	Currency

              	Danish krone ( DKK)
            


            
              	Time zone

              	( UTC0 to -4)
            


            
              	Internet TLD

              	.gl
            


            
              	Calling code

              	+299
            


            
              	1

              	As of 2000: 410,449km (158,433 sq.miles) ice-free; 1,755,637km (677,676 sq.miles) ice-covered.
            


            
              	2

              	2001 estimate.
            

          


          Greenland ( Kalaallisut: Kalaallit Nunaat, meaning "Land of the Greenlanders"; Danish: Grnland) is a self-governing Danish province located between the Arctic and Atlantic Oceans, east of the Canadian Arctic Archipelago. Though physiographically and ethnically an Arctic island nation associated with the continent of North America, politically and historically Greenland is associated with Europe, specifically Iceland, Norway, and Denmark. In 1978, Denmark granted home rule to Greenland, making it an equal member of the Rigsfllesskab. Greenland is, by area, the world's largest island which is not a continent in its own right.


          


          History


          In prehistoric times, Greenland was home to a number of Paleo-Eskimo cultures. From AD 984 it was colonized by Norse settlers in two settlements on the west coast on the fjords near the very southwestern tip of the island. They thrived for a few centuries, but disappeared sometime in the 15th century.


          Data from ice cores indicate that from AD 800 to 1300 the regions around the fjords of southern Greenland experienced a relatively mild climate, with temperatures similar to today. Trees and herbaceous plants grew there, and the climate initially allowed farming of livestock as in Norway. These remote communities thrived on farming, hunting and trade with Norway. When the Norwegian kings converted their domains to Christianity, a bishop was installed in Greenland, subordinate to the archdiocese of Nidaros. The settlements seem to have coexisted relatively peacefully with the Inuit, who had migrated south from the Arctic islands of North America around 1200. In 1261, Greenland became part of the Kingdom of Norway.


          Around the 14th and 15th centuries, the Norwegian settlements vanished, likely due to famine and increasing conflicts with the Inuit. The condition of human bones from this period indicates the Norse population was malnourished. Main reasons appeared to have been soil erosion due to destruction of the natural vegetation for farming, turf, and wood by the Norse, a decline in temperatures during the Little Ice Age, and armed conflicts with the Inuit. Jared Diamond suggests that cultural practices, such as rejecting fish as a source of food and reliance solely on livestock ill-adapted to Greenland's climate, caused by the mini-ice age, which resulted in recurring famines, with environmental degradation led to the abandonment of the colony. However, other research has suggested that fish were a major source of food for the Norse Greenlanders from the early 1300s on.


          


          The Kingdom of DenmarkNorway reasserted its latent claim to the colony in 1721. But ties with Norway were severed by the Treaty of Kiel of 1814, ceding Norway to the king of Sweden while Denmark retained the Norwegian overseas possessions: the Faroe Islands, Iceland and Greenland, as well as Denmark-Norway's small territories in India ( Tranquebar), West Africa ( Danish Gold Coast), and the West Indies ( Danish Virgin Islands).


          Norway occupied and claimed parts of (then uninhabited) East Greenland also called Erik the Red's Land in July 1931, claiming that it constituted Terra nullius. Norway and Denmark agreed to settle the matter at the Permanent Court of International Justice in 1933, where Norway lost.


          During World War II, Greenland's connection to Denmark was severed on April 9, 1940 when Denmark was occupied by Germany. Greenland was able to buy goods from the United States and Canada, by selling cryolite from the mine in Ivigtt. During the war the system of government changed. Governor Eske Brun ruled the island via a 1925 law that allowed governors to take control under extreme circumstances. The other governor, Aksel Svane, was transferred to the US to lead the commission to supply Greenland. The Sirius Patrol, guarding the northeastern shores of Greenland using dog sleds, detected and destroyed several German weather stations, giving Denmark a better position in the postwar turmoil.


          Greenland had been a protected and very isolated society until 1940. The Danish government, which governed its colony Greenland, had been convinced that the society would face exploitation from the outside world or even extinction if the country was opened up. But during World War II, Greenland developed a sense of self-reliance through its self-government and independent communication with the outside world.


          However, a commission in 1946 (with the highest Greenlandic council Landsrdet as participant) recommended patience and no radical reformation of the system. Two years later the first step towards changing the government was initiated when a grand commission was founded. In 1950 the report (G-50) was presented. Greenland was to be a modern welfare society with Denmark as the sponsor and example. In 1953, Greenland was made an equal part of the Danish Kingdom. Home rule was granted in 1979.


          


          Etymology


          The name Greenland comes from Scandinavian settlers. In the Icelandic sagas, it is said that Norwegian-born Erik the Red was exiled from Iceland for murder. He, along with his extended family and thralls, set out in ships to find the land that was rumoured to be to the northwest. After settling there, he named the land Grnland ("Greenland"). Greenland was also called Gruntland ("Ground-land") and Engronelant (or Engroneland) on early maps. Whether green is an erroneous transcription of grunt ("ground"), which refers to shallow bays, or vice versa, is not known. It should also be noted, however, that the southern portion of Greenland (not covered by glacier) is indeed very green in the summer and was likely to have been even greener in Erik's time because of the Medieval Warm Period.


          


          Sovereignty


          Norse Greenlanders submitted to Norwegian rule in the 13th century  and Norway entered in a personal union with Denmark in 1380 and from 1397 as a part of the Kalmar Union. From 1536, after Sweden had broken out of the union, Norway entered into a closer dependency of Denmark, i.e., kingdom of Denmark-Norway which existed until 1814. At that time, the kingdom of Denmark-Norway found itself on the losing side of the Napoleonic Wars. In gratitude to Sweden for her assistance in defeating Napoleon (and as a consolation for the recent loss of Finland to Russia), mainland Norway and certain Norwegian territories were transferred to Sweden  thus, the personal union of Norway and Denmark ended. The dependencies of Greenland, Iceland and the Faroe Islands, however, remained part of the reorganised "Kingdom of Denmark".
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          In the early 20th century, the United States was believed to have claims made good by discovery and exploration of the Peary expeditions.


          In 1933, Norway attempted to claim eastern Greenland. The Permanent Court of Arbitration decided that the entire island belonged to Denmark.


          During the Cold War, the United States developed a geopolitical interest in Greenland, and therefore in 1946, the United States offered to buy Greenland from Denmark for $100,000,000, but Denmark did not agree to sell.


          Greenland became an integral part of the Kingdom of Denmark in 1953. It was granted home rule by the Folketing (Danish parliament) in 1978. The law went into effect on May 1, 1979. The Queen of Denmark, Margrethe II, remains Greenland's Head of State. Greenlandic voters subsequently chose to leave the European Economic Community upon achieving self-rule, because they did not want to allow European fishing fleets in Greenlandic waters.


          A referendum on further self-rule is scheduled for 25 November 2008.


          


          Politics


          Greenland's Head of State is currently Margrethe II. The Queen's government in Denmark appoints a Rigsombudsmand ( High commissioner) representing the Danish government and monarchy.


          Greenland has an elected parliament of thirty-one members. The head of government is the Prime Minister, who is usually the leader of the majority party in Parliament. The current Prime Minister is Hans Enoksen.


          In 1985, Greenland left the European Community (EC), unlike Denmark which remains a member. The EC later became the EU (European Union) when it was renamed and expanded in scope in 1992. Greenland retains some ties with the EU via Denmark.


          


          Geography and climate
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          The Atlantic Ocean borders Greenland's southeast; the Greenland Sea is to the east; the Arctic Ocean is to the north; and Baffin Bay is to the west. The nearest countries are Iceland, east of Greenland in the Atlantic Ocean, and Canada, to the west and across Baffin Bay. Greenland is the world's largest island, and is the largest dependent territory by area in the world. It also contains the world's largest national park.
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          The total area of Greenland measures 2,166,086km (836,109sq mi), of which the Greenland ice sheet covers 1,755,637km (677,676sq mi) (81%). The coastline of Greenland is 39,330km (24,430mi) long, about the same length as the Earth's circumference at the Equator. The highest point on Greenland is Gunnbjrn at 3,694 metres (12,119 ft).


          The weight of the massive Greenlandic ice cap has depressed the central land area to form a basin lying more than 300m (1,000ft) below sea level. The ice flows generally to the coast from the centre of the island.


          All towns and settlements of Greenland are situated along the ice-free coast, with the population being concentrated along the Western coast. The northeastern part of Greenland, which includes sections of North Greenland and East Greenland, is not part of any municipality, but is the site of the world's largest national park, Northeast Greenland National Park.


          At least four scientific expedition stations and camps had been established in the ice-covered central part of Greenland (indicated as pale blue in the map to the right), on the ice sheet: Eismitte, North Ice, North GRIP Camp and The Raven Skiway. Currently, there is a year-round station, Summit Camp, on the ice sheet, established in 1989. The radio station Jrgen Brndlund Fjord was, until 1950, the northernmost permanent outpost in the world.
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          The extreme north of Greenland, Peary Land, is not covered by an ice sheet, because the air there is too dry to produce snow, which is essential in the production and maintenance of an ice sheet. If the Greenland ice sheet were to completely melt away, sea level would rise by more than 7m (23ft) and Greenland would most likely become an archipelago.


          Between 1989 and 1993, U.S. and European climate researchers drilled into the summit of Greenland's ice sheet, obtaining a pair of two mile (3 km) long ice cores. Analysis of the layering and chemical composition of the cores has provided a revolutionary new record of climate change in the Northern Hemisphere going back about 100,000years and illustrated that the world's weather and temperature have often shifted rapidly from one seemingly stable state to another, with worldwide consequences. The glaciers of Greenland are also contributing to global sea level rise at a faster rate than was previously believed. Between 1991 and 2004, monitoring of the weather at one location (Swiss Camp) found that the average winter temperature had risen almost 6  C (approx. 10  F). Other research has shown that higher snowfalls from the North Atlantic oscillation caused the interior of the ice cap to thicken by an average of 6cm/yr between 1994 and 2005.


          However, a recent study suggests a much warmer planet in relatively recent geological times:


          
            Scientists who probed two kilometers (1.2 miles) through a Greenland glacier to recover the oldest plant DNA on record said Thursday the planet was far warmer hundreds of thousands of years ago than is generally believed. DNA of trees, plants and insects including butterflies and spiders from beneath the southern Greenland glacier was estimated to date to 450,000 to 900,000 years ago, according to the remnants retrieved from this long-vanished boreal forest. That view contrasts sharply with the prevailing one that a lush forest of this kind could only have existed in Greenland as recently as 2.4 million years ago. The existence of those DNA samples suggest the temperature probably reached 10 degrees C (50 degrees Fahrenheit) in the summer and -17 C (1 F) in the winter. They also indicated that during the last interglacial period, 116,000130,000 years ago, when temperatures were on average 5 C (9 F) higher than now, the glaciers on Greenland did not completely melt away.
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          In 1996, the American "Top of the World" expedition found the world's northernmost island off Greenland: ATOW1996. An even more northerly candidate was spotted during the return from the expedition, but its status is yet to be confirmed.


          In 2007, the existence of a "new" island was announced. Named " Uunartoq Qeqertoq" (English: Warming Island), this island has always been present off the coast of Greenland, but was covered by an ice sheet. This ice sheet was discovered to be shrinking rapidly in 2002, and by 2007 had completely melted away, leaving the exposed island. This however was not the first occurrence of the island distinction. In Arctic Riviera, published by Ernst Hofer in 1957, in maps, and pictures, Ernst Hofer showed the distinct three fingered island separate from the mainland, during a similar warming event.


          


          Topography


          


          About 81 percent of Greenland's surface is covered by the Greenland ice sheet. The weight of the ice has depressed the central land area into a basin shape, whose base lies more than 300metres (984ft) below the surrounding ocean. Elevations rise suddenly and steeply near the coast. Approximately one-twentieth of the world's ice and one-quarter of the earth's surface ice is found in Greenland.


          


          Economy


          Greenland today is critically dependent on fishing and fish exports; the shrimp fishing industry is by far the largest income earner. Despite resumption of several interesting hydrocarbon and mineral exploration activities, it will take several years before hydrocarbonate production can materialize. The state oil company NUNAOIL was created in order to help develop the hydrocarbon industry in Greenland. The state company Nunamineral has been launched on the OMX20 Stock exhchange of Copenhagen to raise more capital to increase the newly started gold production. Exploitation of ruby deposits have also begun, even though production is still in its dawn. Numerous other mineral reserves are growing increasingly interesting as prices are increasing; these include uranium, aluminium, nickel, platinum, tungsten, titanium, and copper. Tourism is the only sector offering any near-term potential and even this is limited due to a short season and high costs. The public sector, including publicly owned enterprises and the municipalities, plays the dominant role in Greenland's economy. About half the government revenues come from grants from the Danish Government, an important supplement to the gross domestic product (GDP). Gross domestic product per capita is equivalent to that of the weaker economies of Europe.


          Greenland suffered economic contraction the early 1990s, but since 1993 the economy has improved. The Greenland Home Rule Government (GHRG) has pursued a tight fiscal policy since the late 1980s which has helped create surpluses in the public budget and low inflation. Since 1990, Greenland has registered a foreign trade deficit following the closure of the last remaining lead and zinc mine that year.


          


          Transport


          The major airport is Kangerlussuaq Airport on the West coast at Kangerlussuaq. Intercontinental flights connect mainly to Copenhagen. As of May 2007, Air Greenland initiated a seasonal route to and from Baltimore in the United States. However, on March 10, 2008, the route was cancelled due to finanical losses. Also new for summer 2007, Air Iceland plans to fly between Keflavk and Nuuk three times a week. In addition to these routes there are scheduled international flights between Narsarsuaq and Copenhagen and between Kulusuk on the East coast to Reykjavk. Kangerlussuaq is the hub for domestic flights within Greenland.


          


          Demographics


          Greenland has a population of 56,344 (2007), of whom 88% are Inuit or mixed Danish and Inuit. The remaining 12% are of European extraction, mainly Danish. The majority of the population is Evangelical Lutheran. Nearly all Greenlanders live along the fjords in the south-west of the main island, which have a relatively mild climate.


          


          Languages


          The official languages of Greenland are Greenlandic (Kalaallisut) and Danish, and most of the population speak both of the languages. Greenlandic is spoken by about 50,000 people, some of whom are monolingual. A minority of Danish migrants with no Inuit ancestry speak Danish as their first, or only, language. English is widely spoken as a third language.


          The Greenlandic language is the most populous of the languages of the Eskimo-Aleut language family and it has as many speakers as all the other languages of the family combined. Within Greenland, three main dialects are recognized: the northern dialect Inuktun or Avanersuarmiutut spoken by around 1000 people in the region of Qaanaaq, Western Greenlandic or Kalaallisut which serves as the official standard language, and the Eastern dialect Tunumiit oraasiat or Tunumiutut spoken in eastern Greenland.


          


          Culture


          The Greenland National Museum and Archives is located in Nuuk.


          


          Sport


          Association football is the national sport of Greenland, but Greenland is not a member of FIFA. In January 2007, Greenland took part in the World Men's Handball Championship in Germany, finishing 22nd in a field of 24 national teams.


          Greenland competes in the bi-annual Island Games.
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          A Green party is a formally organized political party based on the principles of Green politics. These principles include environmentalism, reliance on grassroots democracy, nonviolence, and social justice causes, including those related to the rights of indigenous peoples. "Greens" believe that these issues are inherently related to ecological, social, and human bodily health.


          


          Definitions


          The distinction is very often made between "green parties" (lower-case letters) and "Green Parties" (capital letters). Any party, faction, or politician may be labeled "green" if it emphasizes environmental causes. Indeed, the term may even be used as a verb: it is not uncommon to hear of "greening" a party or a candidate.


          In contrast, formally organized "Green Parties" follow a coherent ideology that includes not only environmentalism, but also other concerns such as social justice, consensus decision-making, and pacifism. Greens believe that these issues are inherently related to one another. The best-known statement of Green values is the Four Pillars of the Green Party, adopted by the German Greens since their founding in 1979-1980.


          In some countries, notably the United States, Ireland and France, there are or have been multiple parties with differing platforms naming themselves Green. Many people also confuse Green Parties with Greenpeace, a global Non-governmental organization prominent in the ecology movement, which like the Green political movement was founded in the 1970s, and shares some green goals and values, but which works with different methods and is not organized as a political party.


          


          Influence


          The first Green Party to achieve national prominence was the German Green Party, famous for their opposition to nuclear power, as an expression of anti-centralist and pacifist values traditional to greens. They were founded in 1980 and have been in coalition governments at state level for some years. They were in federal government with the Social Democratic Party of Germany in a so-called Red-Green Alliance from 1998 to 2005. In 2001, they reached an agreement to end reliance on nuclear power in Germany, and agreed to remain in coalition and support the German government of Chancellor Gerhard Schrder in the 2001 Afghan War. This put them at odds with many Greens worldwide but demonstrated also that they were capable of difficult political tradeoffs.


          In Finland, in 1995, the Finnish Green Party was the first European Green party to be part of a national Cabinet. Other Green Parties that have participated in government at national level include the Groen! (formerly Agalev) and Ecolo in Belgium and Les Verts in France. In the Netherlands GroenLinks ("GreenLeft") was founded in 1990 from four small left-wing parties and is now a stable faction in the Dutch parliament. In Ireland, the Green Party represented by 6 members of parliament or TDs, form part of a coalition government. Here they have two Cabinet seats and also a junior ministry.


          Around the world, there has been an explosion of Green Parties over the last thirty years. Green Parties now exist in most countries with democratic systems: from Canada to Peru; from Norway to South Africa; from Ireland to Mongolia. There is Green representation at national, regional and local levels in many countries around the world. Even in some countries without democratic systems, there are now Green NGOs: for instance, in China there is Green-Web. Links to all the Green Parties around the world can be found at www.globalgreens.info.


          Most of the Green Parties are formed to win elections, and so organize themselves by the presented electoral or political districts. But that does not apply universally: The Green Party of Alaska is organized along bioregional lines to practice bioregional democracy.


          


          Alliances


          Still, what defines green parties is respect for ecology and mimicry of its decentralized control (which operates by feedback, not rules). Depending on local conditions or issues, platforms and alliances may vary. In line with the goal of bioregional democracy, neighboring ecoregions may require different policies or protections.


          Green Parties are often formed in a given jurisdiction by a coalition of scientific ecologists, community environmentalists, and local (or national) leftist groups or groups concerned with peace or citizens rights.


          A Red-Green Alliance is an alliance between Green Parties and social democratic parties. Such alliances are typically formed for the purpose of elections (mostly in first past the post election systems), or, after elections, for the purpose of forming a government.


          Some Greens find more effective alliances with spirit groups, or with more conservative groups ( Blue-Green Alliance) or indigenous peoples  who seek to prevent disruption of traditional ways of life or to save ecological resources they depend on. Although Greens find much to support in fostering these types of alliances with groups of historically different backgrounds, they also feel strongly in forming diverse communities through encouragement of diversity in social and economic demographics in communities, especially in the United States.


          Alliances often highlight strategic differences between participating in Parties and advancing the values of the Green Movement. For example, Greens became allied with centre-right parties to oust the centre-left ruling PRI party of Mexico. Ralph Nader, the 2000 presidential nominee of the US Greens, campaigned with ultra-conservative Catholic Pat Buchanan on joint issues such as farm policy and bans on corporate funding of election campaigns, although this "alliance" between Nader and Buchanan was very specifically limited to the purpose of showing that there was broad support for certain specific issues, across the political spectrum.


          US Greens grew dramatically throughout 2001. However, stable coalitions (such as that in Germany) tend to be formed between elections with 'the left' on social issues, and 'the grassroots right' on such issues as irresponsible corporate subsidies and public ethics.


          Recently, on 13 June 2007, the Irish Green Party / Comhaontas Glas agreed to go into a coalition government with Fianna Fil, for the first time in their history. Fianna Fil and the Green Party are joined by the Progressive Democrats in coalition and also enjoy the support of three independent members of parliament.


          


          Pro-War


          The pro-war Greens debate refers to divergent interpretations of the commitment of Green political parties to peace and nonviolence. The controversy has implications beyond the immediate issue of peace and nonviolence, and extends to the issue of the overall credibility of the leadership of the Greens on a range of other issues.


          


          The Greens Official Position


          Greens political parties are generally associated with environmentalism, although Green political parties are also quite clear that a commitment to peace and nonviolence is also an important plank in their platform. Bob Brown and Peter Singer state that a general principle of the Greens is to "adopt and promote non-violent resolution of conflict" (1996, p.194), Jan Pakulski refers to the Greens as part of a wider "eco-pax movement" (1991, pp. 158-194), and a commitment to peace and non-violence figures centrally in the documentation of the Global Greens (2001, pp.4-5, 15-16). A commitment to peace and nonviolence is also one of the pillars of the Green party platform.


          


          Critique


          An essay by Australian academic and peace researcher Dr James Page has challenged this commitment. In 'The Problem of the Pro-War Greens', published in the political science journal Australian Quarterly, Dr Page points out that there are many instances where Greens politicians have actually supported military action or where their policies run counter to international law (2007, pp. 23,24). Dr Page argues that it is only all too easy to manipulate the groundswell of public sentiment in favour of peace for electoral advantage and that those thinking of supporting the Greens ought to look carefully at the Greens' actual record before giving such support (2007, p.25).


          


          Specific Green Parties


          


          Green Parties in Europe


          The first green parties were founded in Europe in the late 1970s, following the rise of environmental awareness and the development of new social movements. The first Green Party member to be elected to office was Petra Kelly, one of the founders of Die Grnen, the German Green Party. One of the strongest Green parties in Europe is the Alliance '90/The Greens, which founded in 1980. This party has played an important role in the formation of national-level Green parties in other countries such as Spain.


          In 2004 the European Green Party (EGP) was founded, it is a pan-European party that unites most European Green parties. The Greens are a relatively small party in the European parliament with only 34 seats (out of 732). More than a third of these MEPs come from Germany. It has a long standing alliance with the European Free Alliance (EFA), an alliance of "stateless nations", such as the Welsh nationalist Plaid Cymru. Together with three independents EFA-EGP have 42 seats and they are the fourth largest party in the European Parliament.


          While on many issues European Greens practice the same policies, one issue divides European Green parties: the European Union. Some Green parties, like the Dutch GreenLeft, the Swiss Green party, the Irish Green Party/Comhaontas Glas and the German Alliance '90/The Greens, are Pro-European, the Green parties in Sweden and England and Wales are Eurosceptic.


          Some Green parties have been part of governing coalitions. The first one was the Finnish Green League that entered government in 1995. The Italian Federation of the Greens, the French Greens, the German Alliance '90/The Greens and both Belgian Green parties, the French-speaking Ecolo and the Dutch-speaking Agalev were part of government during the late 1990s. Most successful was the Latvian Green party, who supplied the Prime Minister of Latvia in 2004. The Swedish Green party was a long term supporter of the social-democratic minority government until the election 2006 when the social-democratic party lost. Recently, on 13 June 2007, the Irish Green Party / Comhaontas Glas agreed to enter coalition government.


          In Scandinavia, left-wing socialist parties have formed the Nordic Green Left Alliance. These parties have the same ideals as European Greens. However, they do not cooperate with the Global Greens or European Greens, but instead form a combined parliamentary group with the Party of the European Left, which unites communists and post-communists. There is one exception, in 2004 the MEP for Danish Socialist People's Party has left the Nordic Green Left parliamentary group and has joined the Green parliamentary group in the European parliament. The Socialist People's Party is currently an observer at the European Green Party and the Global Greens. In the Estonia 2007 parliamentary elections, the Estonian Green Party won 7 percent of the vote, and a mandate for six seats in the country's parliament, the Riigikogu.


          In some countries Greens have been unable to win any representation in the national parliament. Three reasons can be found for this. It includes countries with a first past the post electoral system, such as the United Kingdom (although the Scottish Green Party has had success in the devolved Scottish Parliament). In countries where a party with similar ideals is stronger, such as Norway and Denmark, Green parties tend to perform worse. In some Eastern European countries, like Romania and Poland, Green parties are still in the process of formation and have therefore not gained enough support. The Green Party of Bulgaria is a part of the ruling left-wing Coalition for Bulgaria. It has no parliamentary representation but it does supply one Deputy Minister in the government of Prime Minister Sergey Stanishev.


          The European Green Party has worked to support weak Green Parties in European countries. Until recently, they were giving support to Green Parties in the Mediterranean countries. These Green Parties are now making electoral gains, e.g. in Spain and Republic of Cyprus, or getting organized to do so, e.g. in Greece and Malta. Therefore the EGP is now turning its attention to Eastern Europe -- all these countries have Green Parties, but in materially-poor Eastern Europe the success of Green Parties is very patchy.


          


          Green Parties in North America and Oceania


          In most of North America and Oceania, Green parties face electoral systems that have traditionally disadvantaged smaller parties. Nevertheless, they have achieved national or state parliamentary representation in New Zealand and Australia. In New Zealand the Green Party of New Zealand currently holds six seats in the New Zealand House of Representatives. The Australian Greens hold seats in the Australian Senate and in the state parliaments of five states and one territory. Greens also hold representative positions in local government across the United States, New Zealand and Australia (where a number of local government authorities are controlled by Green councilors).


          Two provinces of Canada, British Columbia and Ontario, have strong provincial Green Parties. The Green Party of Canada is currently growing - it received 4.3% of the popular vote in the 2004 federal election and its support and influence continues to rise, largely due to new Canadian laws that are more favourable to the growth and funding of smaller parties (political parties receive $1.75 per vote per year of federal funding, as long as they achieve minimum 2% of the popular vote). Its support solidified in the 2006 federal election when it captured 4.5% of the popular vote. According to poll results released November 12, 2007 by the Globe and Mail and CTV, the Green Party of Canada had surpassed both the New Democratic Party and the Bloc Quebecois to become the third strongest party with 13% of the federal vote.


          In the United States, the Green Party of the U.S. have not been elected to the federal level. However, Greens have claimed electoral victories within the state and municipal levels, with elections to the California State Assembly in 1999, the Maine House of Representatives in 2002 and a party switch in the New Jersey General Assembly in 2003. Subsequent party defections and electorial defeats have currently left no Greens in U.S. state legislatures as of 2007. At least 226 Green Party members hold elected positions at the municipal level as of June 2007, including 55 in California (according to ).


          Proportional representation has strengthened the position of the Australian Greens and the Green Party of New Zealand and enabled them to participate directly in legislatures and policy-making committees. In countries following British-style ' first past the post' electoral rules, Green parties face barriers to gaining federal or provincial/regional/state seats. As of the end of 2002, there were no Greens in the elected houses of the federal legislatures of the United States or Canada. Accordingly, in these countries, Green parties focus on electoral reform.


          


          Green Parties in the developing world


          Green Parties in the developing world are often organized with help from those in other nations. As of 2002, most notably in Africa.


          Other than hosting the first Afghanistan peace conference as part of the German government, Green Parties in the developed world have made few concrete moves to spread their values using the diplomatic channels. This is usually seen as one of the responsibilities of the Green Movement  allowing parties concentrate on their voters. However, the leader of the Kenyan Green Party, Wangari Maathai recently won the Nobel Peace Prize, enhancing the image of Green parties across the third world.


          In the greater Middle East region, a few Green political parties have been created, such as the Green Party of Pakistan since 2002, Green Party of Iran and the Green Party of Saudi Arabia, but many of these Green political parties are underground organizations due to the fact that they often conflict with Islamic law.
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          The Green Woodpecker (Picus viridis, sometimes called Yaffle) is a member of the woodpecker family Picidae. It occurs in most parts of Europe, and in western Asia.


          The Green Woodpecker is probably the best known, though not always the commonest of the European woodpecker species; its large size, 3036 cm in length with a 4551 cm wingspan, conspicuous dress, loud call and habits render it more noticeable. Though a very green bird, colour is not always distinct in the field, much depending upon the light.


          The plumage of the sexes is similar, dark green above and yellowish green below and with crown and nape crimson, but in the male the centre of the moustachial black stripe is crimson. The lores and around the eye is black in both male and female, except in the Iberian race P. v. subsp. sharpei which lacks this black area. The rump is chrome yellow, and this is very obvious in flight, allowing identification of the species from some distance. The outer webs of the primaries are barred black and white. The bill and feet are slate grey.


          The crimson at the base of the bill is present in the young of both sexes, and their upper parts are barred, their underparts barred, streaked and spotted.


          The usual habitat is more open than those of the pied Dendrocopos species; it frequents old timbered parks, and any open country where there are ancient trees rather than dense woodlands. Though a large and heavy bird it has an easy, bounding flight.


          It alights on a trunk or bough and works upwards with a diagonal or spiral course in quick jerky jumps or runs, halting occasionally with head drawn back and bill held at right angles to its body. As it proceeds it taps the bark smartly, probably sounding it for hollows made by its prey. Rarely, a bird will descend for a short distance, tail foremost.


          Insects are captured by a rapid outward flick of the long tongue, gummed to its tip by sticky saliva. From early in the year until summer the loud ringing plue, plue, plue is a typical woodland call, often described as a laugh, and from which the bird gets one of its names, "Yaffle".


          Folklore has associated this "song" with a threat of rain, and another name is "Rain bird", but weather has little to do with the bird's calls. Though it has been heard to "drum" upon wood, it certainly does not use this call so frequently as the spotted woodpeckers. The alarm note is the laugh emphasised and harshened.
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          The food is similar to that of the spotted species, except that this bird has a passion for ants. It will attack large nests in the woods, throwing aside the piled pine needles with its bill and nipping up the insects with its tongue. When seeking ants it will wander to a distance from trees.


          It can often be seen on garden lawns lying down on its belly and feeding, using its tongue, on yellow ants.


          The nesting hole is larger but similar to those of the other woodpeckers. It may be a few feet above the ground or at the top of a tall tree. Five to seven glossy white eggs are laid upon wood chips late in April or early in May. There is only one brood.
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          Gregory James "Greg" LeMond (born June 26, 1961 in Reno, Nevada) is a former professional road bicycle racer from the United States. In 1986, he became the first American cyclist to win the Tour de France. He won the Tour again in 1989 and 1990, becoming one of only eight cyclists to have won the Tour three or more times.


          


          Racing career


          Greg was a standout junior rider and quickly established himself as a phenomenal talent. Soon after his initial racing success, he began competing against older, more seasoned racers and gained the attention of the US national cycling team. Greg went on to win gold, silver and bronze medals at the 1979 Junior World Championships in Argentina and amazed spectators with his spectacular victory in the road race. He was named the 1980 Olympic cycling team but was unable to compete due to the US boycott of the summer Moscow games. With the guidance of Cyrille Guimard he joined the European peloton. LeMond began racing professionally in 1981 with the Renault-Elf-Gitane team. He proved to be a forceful one-day rider with a silver medal at the 1982 World Cycling Championship and the first American to win a road cycling World Championship the following year. He soon began preparing for the more demanding Grand Tours.


          LeMond rode his first Tour de France in 1984 and finished third, winning the prestigious White Jersey as the Tour's best young rider. In the 1985 Tour the managers of his La Vie Claire team ordered the 24-year-old LeMond to ride in support of his team captain Bernard Hinault who was leading the race and was suffering from injuries sustained in a crash caused by other riders, instead of riding to win the race. LeMond finished second, 1:42 behind Hinault, who was able to claim his fifth Tour victory. LeMond later asserted in an interview that the team management and his coach Paul Koechli had lied to him during a crucial stage, telling him that Hinault was close behind him when in fact Hinault lagged LeMond by over three minutes.


          A year later in 1986, Hinault and LeMond were co-leaders of the La Vie Claire team. By stage 12, Hinault had built up a five-minute lead over LeMond, but he cracked in the mountains the next day and soon LeMond was in the lead. Although the two riders crested the Alpe d'Huez together in a show of unity, it was clear that Hinault had been riding aggressively against his teammate. LeMond ultimately took the yellow jersey that year but felt betrayed by Hinault, who had publicly promised to help him win in 1986 in gratitude for LeMond's sacrifice in 1985.


          Disaster struck LeMond while turkey hunting in California, April 20, 1987, when his brother-in-law accidentally discharged his shotgun, striking LeMond in the chest just over two months before the 1987 Tour de France was to begin. LeMond missed the following two Tours while recovering, also undergoing surgery for appendicitis and for tendonitis in his leg.


          At the 1989 Tour de France, with 37 shotgun pellets remaining in his body (including some in the lining of his heart), LeMond was hoping only to finish in the top 20. Heading into the final stage, however, an individual time trial finishing in Paris, LeMond was in second place overall. He was 50 seconds behind Laurent Fignon, who had won the Tour in 1983 and 1984. LeMond rode the time trial using then-novel aero bars, which gave him a significant aerodynamic advantage, to beat Fignon by 58 seconds to claim his second yellow jersey with a final victory margin of 8 seconds  the closest in the Tour's history. As LeMond danced in victory on the Champs-lyses, Fignon sat and wept. Several days later, Fignon attributed his loss to saddle sores, which had hurt his perfomance. However, it was noted that Fignon had been overconfident on the last stages of the Tour, allowing LeMond to gain an advantage which proved decisive. LeMond's comeback was confirmed by winning his second World Cycling Championship road race several weeks later, beating Dimitri Konyshev and Sen Kelly in the final sprint. LeMond was named Sports Illustrated magazine's 1989 " Sportsman of the Year", the first cyclist ever to receive the honour.


          LeMond won the Tour for the third time in 1990. That year he became one of the few cyclists to win the Tour without winning any of the individual stages.


          In 1992, LeMond became the first American to win the Tour DuPont, a short-lived American answer to the Tour de France that took place from 1991 to 1996. Lemond won the prologue in record time and it was his first American win since the mid-1980s. The 1992 Tour DuPont victory was Greg LeMond's last major win of his career. He developed mitochondrial myopathy, possibly resulting from his 1987 wounding, and retired from professional cycling in December 1994.


          In a 1997 interview, LeMond openly rued his lost opportunities, noting that he had "given away" the 1985 Tour and missed it altogether in 1987 and 1988 after being shot. "Of course you can't rewrite racing history", he said, "but I'm confident that I would have won five Tours."


          


          Post-racing career


          Continuing to apply his cycling and fitness expertise, LeMond started several companies since his racing retirement, including LeMond Bicycles (now a division of Trek) and LeMond Fitness. He pursued auto racing briefly as a way to continue channeling his competitive drive. However, after several seasons he appears to have dropped that pursuit. He currently lives in Medina, Minnesota, USA.


          


          Controversy


          In 2001, LeMond stirred up controversy by allowing the possibility that Tour de France winner Lance Armstrong might be doping to improve his performance. In July 2004, after additional Tour de France wins by Armstrong, LeMond commented again, "If Armstrong's clean, it's the greatest comeback. And if he's not, then it's the greatest fraud." LeMond also declared to newspaper Le Monde: "Lance is ready to do anything to keep his secret. I don't know how he can continue to convince everybody of his innocence" .


          In 2006, LeMond again made news when he alleged that Lance Armstrong had threatened him: "Lance threatened me. He threatened my wife, my business, my life," LeMond told French sports daily L'Equipe. "His biggest threat consisted of saying that he (Armstrong) would find ten people to testify that I took EPO." At one point in time LeMond had apologized to Armstrong, calling him "a great champion."


          In 2006, LeMond remarked regarding 2006 Tour de France winner Floyd Landis and the allegations against him for doping, saying "I hope that (Landis) won't do what another American did: Deny, deny, deny." - perhaps referring to Tyler Hamilton.


          


          Major achievements and accolades


          
            
              	2006

            


            
              	International Cycling Centre's "Lifetime Achievement Award" winner

            


            
              	1999

            


            
              	Fox Sports Network's "50 Greatest Athletes of the Century"

            


            
              	1996

            


            
              	Inductee, United States Bicycling Hall of Fame

            


            
              	1992

            


            
              	Korbel Lifetime Achievement Award


              	1st, Prologue (ITT), Tour DuPont

            


            
              	1991  Z

            


            
              	World's Most Outstanding Athlete Award, Jesse Owens International Trophy

            


            
              	1990  Z

            


            
              	ABC's Wide World of Sports Athlete of the Year (the only athlete to repeat as Wide World's Athlete of the Year.)


              	1st, Overall, Tour de France


              	4th, World Cycling Championships

            


            
              	1989

            


            
              	Sports Illustrated Sportsman of the Year


              	ABC's Wide World of Sports Athlete of the Year


              	1st, World Cycling Championships


              	1st, Overall, Tour de France

                
                  	1st, Stage 5 ( ITT)


                  	1st, Stage 19


                  	1st, Stage 21 ( Champs-lyses (ITT)

                

              

            


            
              	1986  La Vie Claire

            


            
              	1st, Overall, Tour de France

            


            
              	1985  La Vie Claire

            


            
              	1st, Coors Classic


              	2nd, World Cycling Championships


              	2nd, Overall, Tour de France

            


            
              	1984  Renault

            


            
              	3rd, Overall, Tour de France

                
                  	Maillot blanc, Best Young Rider Classification

                

              

            


            
              	1983  Renault-Elf-Gitane

            


            
              	1st, World Cycling Championships


              	1st, Dauphin Libr

            


            
              	1982  Renault-Elf-Gitane

            


            
              	1st, Overall, Tour de l'Avenir


              	2nd, World Cycling Championships

            


            
              	1981  Renault-Elf-Gitane

            


            First year as a professional.


            
              	1st, Coors Classic

            


            
              	1980

            


            
              	Member, United States Olympic Cycling Team

            


            
              	1979

            


            
              	1st, U23 World Cycling Championships

            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Greg_LeMond"
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              The Introit Gaudeamus omnes, scripted in square notation in the 14th15th century GradualeAboense, honours Henry, patron saint of Finland.
            


            
              	
            

          


          Gregorian chant is the central tradition of Western plainchant, a form of monophonic liturgical chant of Western Christianity that accompanied the celebration of Mass and other ritual services. This vast repertory of chants is the oldest music known as it is the first repertory to have been adequately notated in the 10th century. In general, the chants were learnt by the viva voce method, that is by following the given example orally, which took many years of experience in the Schola Cantorum. Gregorian chant originated in Monastic life, in which singing the 'Divine Service' nine times a day at the proper hours was upheld according to the Rule of St. Benedict. Singing psalms made up a large part of the life in a monastic community, while a smaller group and soloists sang the chants. In its long history Gregorian Chant has been subjected to many gradual changes and some reforms.


          


          History


          Gregorian chant was organized, codified, and notated mainly in the Frankish lands of western and central Europe during the 12th and 13th centuries, with later additions and redactions, but the texts and many of the melodies have antecedents going back several centuries earlier. Although popular belief credits Pope Gregory the Great with having personally invented Gregorian chant, scholars now believe that the chant bearing his name arose from a later Carolingian synthesis of Roman and Gallican chant and that at that time the attribution to Gregory I was a 'marketing ruse' to invest it with a pedigree of Holy Inspiration in efforts to create one liturgic protocol that would be practised throughout the entire Empire. One Empire, one Church, one Chant - imposing Unity was a central issue in Carolingian days. During the following centuries the Chant tradition was still at the heart of Church music, where it gave rise to various extensions in the sense that new performance practices had won their way in in which new music on new texts was introduced or the existing chants were extended by setting them as Organum. Even the polyphonic music that arose from the venerable old chants in the Organa by Leonin and Perotin in Paris (1160-1240) ended in monophonic chant and in later traditions new composition styles were practised in juxtaposition (or co-habitation) with monophonic chant. This practice continued into the lifetime of Francois Couperin, whose Organ Masses were meant to be performed with alternating homophonic Chant. Although it had mostly fallen into disuse after the Baroque period, Chant experienced a revival in the 19th century in the Roman Catholic Church and the Anglo-Catholic wing of the Anglican Communion.


          


          Organization


          Gregorian chants are organized into eight modes. Typical melodic features include characteristic incipits and cadences, the use of reciting tones around which the other notes of the melody revolve, and a vocabulary of musical motifs woven together through a process called centonization to create families of related chants.


          Although the modern major and minor scales are strongly related to two of the church modes, the modern eight-tone scale is based on different harmonic principles and is organized differently from the scales of the church modes, which are based on six-note patterns called hexachords. The main notes in a hexachord are the dominant and the final. Depending on where the final falls in the sequence of the hexachord, the mode is characterized as either authentic or plagal. Modes with the same final share certain characteristics, and it is easy to modulate back and forth between them, hence the eight modes fall into four larger groupings based on their finals.


          


          Notation


          Gregorian chants are notated in a graphic notation which uses a repertoire of specific signs called neumes, that captured a basic musical gesture (see musical notation). As books represented a large capital, the early chantbooks were notated with abbreviations in the text wherever possible with the neumes written over the text. In later stadia one or more lines were added, and during the 11th century this obvious need to capture also the intervals had evolved into the square notation, from which eventually modern five-line staff developed during the 16th century. Gregorian chant was the central and dominating musical tradition throughout Europe and as such is at the root of musical developments that were to issue from it, as the rise of polyphony in the eleventh century.


          


          Singers


          Gregorian chant was traditionally sung by choirs of men and boys in churches, or by women and men of religious orders in their chapels. It is the music of the Roman Rite, performed in the Mass and the monastic Office. Although Gregorian chant supplanted or marginalized the other indigenous plainchant traditions of the Christian West to become the official music of the Christian liturgy, Ambrosian chant still continues in use in Milan, and there are musicologists exploring both that and the Mozarabic chant of Christian Spain. Although Gregorian chant is no longer obligatory, the Roman Catholic Church still officially considers it the music most suitable for worship. During the 20th century, Gregorian chant underwent a musicological and popular resurgence.


          


          Development of earlier plainchant


          Unaccompanied singing has been part of the Christian liturgy since the earliest days of the Church. Until the mid-1990s, it was widely accepted that the psalmody of ancient Jewish worship significantly influenced and contributed to early Christian ritual and chant. This view is no longer generally accepted by scholars, due to analysis that shows that most early Christian hymns did not have Psalms for texts, and that the Psalms were not sung in synagogues for centuries after the Destruction of the Second Temple in AD70. However, early Christian rites did incorporate elements of Jewish worship that survived in later chant tradition. Canonical hours have their roots in Jewish prayer hours. " Amen" and " alleluia" come from Hebrew, and the threefold " sanctus" derives from the threefold "kadosh" of the Kedusha.


          The New Testament mentions singing hymns during the Last Supper: "When they had sung the hymn, they went out to the Mount of Olives" Matthew 26.30. Other ancient witnesses such as Pope Clement I, Tertullian, St. Athanasius, and Egeria confirm the practice, although in poetic or obscure ways that shed little light on how music sounded during this period. The 3rd-century Greek " Oxyrhynchus hymn" survived with musical notation, but the connection between this hymn and the plainchant tradition is uncertain.


          Musical elements that would later be used in the Roman Rite began to appear in the 3rd century. The Apostolic Tradition, attributed to the theologian Hippolytus, attests the singing of Hallel psalms with Alleluia as the refrain in early Christian agape feasts. Chants of the Office, sung during the canonical hours, have their roots in the early 4th century, when desert monks following St. Anthony introduced the practice of continuous psalmody, singing the complete cycle of 150 psalms each week. Around 375, antiphonal psalmody became popular in the Christian East; in 386, St. Ambrose introduced this practice to the West.


          Scholars are still debating how plainchant developed during the 5th through the 9th centuries, as information from this period is scarce. Around 410, St. Augustine described the responsorial singing of a Gradual psalm at Mass. At ca. 520, Benedictus of Nursia established what is called the rule of St. Benedict, in which the protocol of the Divine Office for monastic use was laid down. Around 678, Roman chant was taught at York. Distinctive regional traditions of Western plainchant arose during this period, notably in the British Isles ( Celtic chant), Spain ( Mozarabic), Gaul ( Gallican), and Italy ( Old Roman, Ambrosian and Beneventan). These traditions may have evolved from a hypothetical year-round repertory of 5th-century plainchant after the western Roman Empire collapsed.


          


          Origins of the new tradition


          
            [image: A dove representing the Holy Spirit sitting on Pope Gregory I's shoulder symbolizes Divine Inspiration]
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          The Gregorian repertory was systematized for use in the Roman Rite. According to James McKinnon, the core liturgy of the Roman Mass was compiled over a brief period in the late 7th century. Other scholars, including Andreas Pfisterer and Peter Jeffery, have argued for an earlier origin for the oldest layers of the repertory.


          Scholars debate whether the essentials of the melodies originated in Rome, before the 7th century, or in Francia, in the 8th and early 9th centuries. Traditionalists point to evidence supporting an important role for Pope Gregory the Great between 590 and 604, such as that presented in H. Bewerung's article in the Catholic Encyclopedia. Scholarly consensus, supported by Willi Apel and Robert Snow, asserts instead that Gregorian chant developed around 750 from a synthesis of Roman and Gallican chant commissioned by Carolingian rulers in France. During a visit to Gaul in 752753, Pope Stephen II had celebrated Mass using Roman chant. According to Charlemagne, his father Pepin abolished the local Gallican rites in favour of the Roman use, in order to strengthen ties with Rome. In 785786, at Charlemagne's request, Pope Hadrian I sent a papal sacramentary with Roman chants to the Carolingian court. This Roman chant was subsequently modified, influenced by local styles and Gallican chant, and later adapted into the system of eight modes. This Frankish-Roman Carolingian chant, augmented with new chants to complete the liturgical year, became known as "Gregorian." Originally the chant was probably so named to honour the contemporary Pope Gregory II, but later lore attributed the authorship of chant to his more famous predecessor Gregory the Great. Gregory was portrayed dictating plainchant inspired by a dove representing the Holy Spirit, giving Gregorian chant the stamp of holy authority. Gregory's authorship is popularly accepted as fact to this day.


          


          Dissemination and hegemony


          Gregorian chant appeared in a remarkably uniform state across Europe within a short time. Charlemagne, once elevated to Holy Roman Emperor, aggressively spread Gregorian chant throughout his empire to consolidate religious and secular power, requiring the clergy to use the new repertory on pain of death. From English and German sources, Gregorian chant spread north to Scandinavia, Iceland and Finland. In 885, Pope Stephen V banned the Slavonic liturgy, leading to the ascendancy of Gregorian chant in Eastern Catholic lands including Poland, Moravia, Slovakia, and Austria.


          The other plainchant repertories of the Christian West faced severe competition from the new Gregorian chant. Charlemagne continued his father's policy of favoring the Roman Rite over the local Gallican traditions. By the 9th century the Gallican rite and chant had effectively been eliminated, although not without local resistance. The Gregorian chant of the Sarum Rite displaced Celtic chant. Gregorian coexisted with Beneventan chant for over a century before Beneventan chant was abolished by papal decree (1058). Mozarabic chant survived the influx of the Visigoths and Moors, but not the Roman-backed prelates newly installed in Spain during the Reconquista. Restricted to a handful of dedicated chapels, modern Mozarabic chant is highly Gregorianized and bears no musical resemblance to its original form. Ambrosian chant alone survived to the present day, preserved in Milan due to the musical reputation and ecclesiastical authority of St. Ambrose.


          Gregorian chant eventually replaced the local chant tradition of Rome itself, which is now known as Old Roman chant. In the 10th century, virtually no musical manuscripts were being notated in Italy. Instead, Roman Popes imported Gregorian chant from the German Holy Roman Emperors during the 10th and 11th centuries. For example, the Credo was added to the Roman Rite at the behest of the German emperor Henry II in 1014. Reinforced by the legend of Pope Gregory, Gregorian chant was taken to be the authentic, original chant of Rome, a misconception that continues to this day. By the 12th and 13th centuries, Gregorian chant had supplanted or marginalized all the other Western plainchant traditions.


          Later sources of these other chant traditions show an increasing Gregorian influence, such as occasional efforts to categorize their chants into the Gregorian modes. Similarly, the Gregorian repertory incorporated elements of these lost plainchant traditions, which can be identified by careful stylistic and historical analysis. For example, the Improperia of Good Friday are believed to be a remnant of the Gallican repertory.


          


          Musical form


          


          Melodic types


          Gregorian chant is of course vocal music. The text, the phrases, words and eventually the syllables, can be sung in various ways. The most straightforward is recitation on the same tone, which is called "syllabic" as each syllable is sung to a single tone. Likewise, simple chants are often syllabic throughout with only a few instances where two or more notes are sung on one syllable. "Neumatic" chants are more embellished and ligatures, a connected group of notes, written as a single compound neume, abound in the text. Melismatic chants are the most ornate chants in which elaborate melodies are sung on long sustained vowels as in the Alleluia, ranging from five or six notes per syllable to over sixty in the more prolix melismas.


          Gregorian chants fall into two broad categories of melody: recitatives and free melodies. The simplest kind of melody is the liturgical recitative. Recitative melodies are dominated by a single pitch, called the reciting tone. Other pitches appear in melodic formulae for incipits, partial cadences, and full cadences. These chants are primarily syllabic. For example, the Collect for Easter consists of 127 syllables sung to 131 pitches, with 108 of these pitches being the reciting note A and the other 23 pitches flexing down to G. Liturgical recitatives are commonly found in the accentus chants of the liturgy, such as the intonations of the Collect, Epistle, and Gospel during the Mass, and in the direct psalmody of the Office.


          Psalmodic chants, which intone psalms, include both recitatives and free melodies. Psalmodic chants include direct psalmody , antiphonal chants, and responsorial chants. In direct psalmody, psalm verses are sung without refrains to simple, formulaic tones. Most psalmodic chants are antiphonal and responsorial, sung to free melodies of varying complexity.
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          Antiphonal chants such as the Introit, and Communion originally referred to chants in which two choirs sang in alternation, one choir singing verses of a psalm, the other singing a refrain called an antiphon. Over time, the verses were reduced in number, usually to just one psalm verse and the Doxology, or even omitted entirely. Antiphonal chants reflect their ancient origins as elaborate recitatives through the reciting tones in their melodies. Ordinary chants, such as the Kyrie and Gloria, are not considered antiphonal chants, although they are often performed in antiphonal style.


          Responsorial chants such as the Gradual, Alleluia, Offertory, and the Office Responsories originally consisted of a refrain called a respond sung by a choir, alternating with psalm verses sung by a soloist. Responsorial chants are often composed of an amalgamation of various stock musical phrases, pieced together in a practice called centonization. Tracts are melismatic settings of psalm verses and use frequent recurring cadences and they are strongly centonized.


          Gregorian chant evolved to fulfill various functions in the Roman Catholic liturgy. Broadly speaking, liturgical recitatives are used for texts intoned by deacons or priests. Antiphonal chants accompany liturgical actions: the entrance of the officiant, the collection of offerings, and the distribution of sanctified bread and wine. Responsorial chants expand on readings and lessons.


          The non-psalmodic chants, including the Ordinary of the Mass, sequences, and hymns, were originally intended for congregational singing. The structure of their texts largely defines their musical style. In sequences, the same melodic phrase is repeated in each couplet. The strophic texts of hymns use the same syllabic melody for each stanza.


          


          Modality


          Early plainchant, like much of Western music, is believed to have been distinguished by the use of the diatonic scale. Modal theory, which postdates the composition of the core chant repertory, arises from a synthesis of two very different traditions: the speculative tradition of numerical ratios and species inherited from ancient Greece and a second tradition rooted in the practical art of cantus. The earliest writings that deal with both theory and practice include the Enchiriadis group of treatises, which circulated in the late ninth century and possibly have their roots in an earlier, oral tradition. In contrast to the ancient Greek system of tetrachords (a collection of four continuous notes) that descend by two tones and a semitone, the Enchiriadis writings base their tone-system on a tetrachord that corresponds to the four finals of chant, D, E, F, and G. The disjunct tetrachords in the Enchiriadis system have been the subject of much speculation, because they do not correspond to the diatonic framework that became the standard Medieval scale (for example, there is a high F#, a note not recognized by later Medieval writers). A diatonic scale with a chromatically alterable b/b-flat was first described by Hucbald, who adopted the tetrachord of the finals (D, E, F, G) and constructed the rest of the system following the model of the Greek Greater and Lesser Perfect Systems. These were the first steps in forging a theoretical tradition that corresponded to chant.


          Around 1025, Guido d'Arezzo revolutionized Western music with the development of the gamut, in which pitches in the singing range were organized into overlapping hexachords. Hexachords could be built on C (the natural hexachord, C-D-E^F-G-A), F (the soft hexachord, using a B-flat, F-G-A^Bb-C-D), or G (the hard hexachord, using a B-natural, G-A-B^C-D-E). The B-flat was an integral part of the system of hexachords rather than an accidental. The use of notes outside of this collection was described as musica ficta.


          Gregorian chant was categorized into eight modes, influenced by the eightfold division of Byzantine chants called the oktoechos. Each mode is distinguished by its final, dominant, and ambitus. The final is the ending note, which is usually an important note in the overall structure of the melody. The dominant is a secondary pitch that usually serves as a reciting tone in the melody. Ambitus refers to the range of pitches used in the melody. Melodies whose final is in the middle of the ambitus, or which have only a limited ambitus, are categorized as plagal, while melodies whose final is in the lower end of the ambitus and have a range of over five or six notes are categorized as authentic. Although corresponding plagal and authentic modes have the same final, they have different dominants. The existent pseudo-Greek names of the modes, rarely used in medieval times, derive from a misunderstanding of the Ancient Greek modes; the prefix "Hypo-" (under, Gr.) indicates a plagal mode, where the melody moves below the final. In contemporary Latin manuscripts the modes are simply called Protus authentus /plagalis, Deuterus, Tritus and Tetrardus: the 1st mode, authentic or plagal, the 2nd mode etc. In the Roman Chantbooks the modes are indicated by Roman numerals.


          
            	Modes 1 and 2 are the authentic and plagal modes ending on D, sometimes called Dorian and Hypodorian.


            	Modes 3 and 4 are the authentic and plagal modes ending on E, sometimes called Phrygian and Hypophrygian.


            	Modes 5 and 6 are the authentic and plagal modes ending on F, sometimes called Lydian and Hypolydian.


            	Modes 7 and 8 are the authentic and plagal modes ending on G, sometimes called Mixolydian and Hypomixolydian.

          


          Although the modes with melodies ending on A, B, and C are sometimes referred to as Aeolian, Locrian, and Ionian, these are not considered distinct modes and are treated as transpositions of whichever mode uses the same set of hexachords. The actual pitch of the Gregorian chant is not fixed, so the piece can be sung in whichever range is most comfortable.


          Certain classes of Gregorian chant have a separate musical formula for each mode, allowing one section of the chant to transition smoothly into the next section, such as the psalm tones between antiphons and psalm verses.


          Not every Gregorian chant fits neatly into Guido's hexachords or into the system of eight modes. For example, there are chantsespecially from German sourceswhose neumes suggest a warbling of pitches between the notes E and F, outside the hexachord system. Early Gregorian chant, like Ambrosian and Old Roman chant, whose melodies are most closely related to Gregorian, did not use the modal system. The great need for a system of organizing chants lies in the need to link antiphons with standard tones, as in for example, the psalmody at the Office. Using Psalm Tone i with an antiphon in Mode 1 makes for a smooth transition between the end of the antiphon and the intonation of the tone, and the ending of the tone can then be chosen to provide a smooth transition back to the antiphon. As the modal system gained acceptance, Gregorian chants were edited to conform to the modes, especially during 12th-century Cistercian reforms. Finals were altered, melodic ranges reduced, melismas trimmed, B-flats eliminated, and repeated words removed. Despite these attempts to impose modal consistency, some chantsnotably Communionsdefy simple modal assignment. For example, in four medieval manuscripts, the Communion Circuibo was transcribed using a different mode in each.


          


          Musical idiom


          Several features besides modality contribute to the musical idiom of Gregorian chant, giving it a distinctive musical flavor. Melodic motion is primarily stepwise. Skips of a third are common, and larger skips far more common than in other plainchant repertories such as Ambrosian chant or Beneventan chant. Gregorian melodies are more likely to traverse a seventh than a full octave, so that melodies rarely travel from D up to the D an octave higher, but often travel from D to the C a seventh higher, using such patterns as D-F-G-A-C. Gregorian melodies often explore chains of pitches, such as F-A-C, around which the other notes of the chant gravitate. Within each mode, certain incipits and cadences are preferred, which the modal theory alone does not explain. Chants often display complex internal structures that combine and repeat musical subphrases. This occurs notably in the Offertories; in chants with shorter, repeating texts such as the Kyrie and Agnus Dei; and in longer chants with clear textual divisions such as the Great Responsories, the Gloria, and the Credo.


          Chants sometimes fall into melodically related groups. The musical phrases centonized to create Graduals and Tracts follow a musical "grammar" of sorts. Certain phrases are used only at the beginnings of chants, or only at the end, or only in certain combinations, creating musical families of chants such as the Iustus ut palma family of Graduals. Several Introits in mode 3, including Loquetur Dominus above, exhibit melodic similarities. Mode III (E authentic) chants have C as a dominant, so C is the expected reciting tone. These mode III Introits, however, use both G and C as reciting tones, and often begin with a decorated leap from G to C to establish this tonality. Similar examples exist throughout the repertory.


          


          Notation
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          The earliest notated sources of Gregorian chant (written ca. 950) used symbols called neumes (Gr. sign (of the hand) to indicate tone-movements and relative duration within each syllable. A sort of musical stenography that seems to focus on gestures and tone-movements but not the specific pitches of individual notes, nor the relative starting pitches of each neume. Given the fact that Chant was learned in an oral tradition in which the texts and melodies were sung from memory, this was obviously not necessary. The neumatic manuscripts display great sophistication and precision in notation and a wealth of graphic signs to indicate the musical gesture and proper pronunciation of the text. Scholars postulate that this practice may have been derived from cheironomic hand-gestures, the ekphonetic notation of Byzantine chant, punctuation marks, or diacritical accents. Later adaptations and innovations included the use of a dry-scratched line or an inked line or two lines, marked C or F showing the relative pitches between neumes. Consistent relative heightening first developed in the Aquitaine region, particularly at St. Martial de Limoges, in the first half of the eleventh century. Many German-speaking areas, however, continued to use unpitched neumes into the twelfth century. Additional symbols developed, such as the custos, placed at the end of a system to show the next pitch. Other symbols indicated changes in articulation, duration, or tempo, such as a letter "t" to indicate a tenuto. Another form of early notation used a system of letters corresponding to different pitches, much as Shaker music is notated.
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          By the 13th century, the neumes of Gregorian chant were usually written in square notation on a four-line staff with a clef, as in the Graduale Aboense pictured above. In square notation, small groups of ascending notes on a syllable are shown as stacked squares, read from bottom to top, while descending notes are written with diamonds read from left to right. When a syllable has a large number of notes, a series of smaller such groups of neumes are written in succession, read from left to right. The oriscus, quilisma, and liquescent neumes indicate special vocal treatments, that have been largely neglected due to uncertainty as to how to sing them. Since the 1970s, with the influential insights of [[Dom. E. Cardine (see below under 'rhythm'), ornamental neumes have received more attention from both researchers and performers.


          B-flat is indicated by a "b-mollum" (Lat. soft), a rounded undercaste 'b' placed to the left of the entire neume in which the note occurs, as shown in the "Kyrie" to the right. When necessary, a "b-durum" (Lat. hard), written squarely, indicates B-natural and serves to cancel the b-mollum . This system of square notation is standard in modern chantbooks.


          


          Performance


          


          Texture


          Chant was traditionally reserved for men, as it was originally sung by the all-male clergy during the Mass and the prayers of the Office. Outside the larger cities, the number of available clergy dropped, and lay men started singing these parts. In convents, women were permitted to sing the Mass and Office as a function of their consecrated life, but the choir was still considered an official liturgical duty reserved to clergy, so lay women were not allowed to sing in the Schola cantorum or other choirs.


          Chant was normally sung in unison. Later innovations included tropes, which is a new text sung to the same melodic phrases in a melismatic chant (repeating an entire Alleluia-melody on a new text for instance, or repeating a full phrase with a new text that comments on the previously sung text) and various forms of organum, (improvised) harmonic embellishment of chant melodies focusing on octaves, fifths, fourths, and, later, thirds. Neither tropes nor organum, however, belong to the chant repertory proper. The main exception to this is the sequence, whose origins lay in troping the extended melisma of Alleluia chants known as the jubilus, but the sequences, like the tropes, were later officially suppressed. The Council of Trent struck sequences from the Gregorian corpus, except those for Easter, Pentecost, Corpus Christi and All Souls' Day.


          We do not know much about the particular vocal stylings or performance practices used for Gregorian chant in the Middle Ages. On occasion, the clergy was urged to have their singers perform with more restraint and piety. This suggests that virtuosic performances occurred, contrary to the modern stereotype of Gregorian chant as slow-moving mood music. This tension between musicality and piety goes far back; Gregory the Great himself criticized the practice of promoting clerics based on their charming singing rather than their preaching. However, Odo of Cluny, a renowned monastic reformer, praised the intellectual and musical virtuosity to be found in chant:


          
            
              	

              	For in these [Offertories and Communions] there are the most varied kinds of ascent, descent, repeat..., delight for the cognoscenti, difficulty for the beginners, and an admirable organization... that widely differs from other chants; they are not so much made according to the rules of music... but rather evince the authority and validity... of music.

              	
            

          


          True antiphonal performance by two alternating choruses still occurs, as in certain German monasteries. However, antiphonal chants are generally performed in responsorial style by a solo cantor alternating with a chorus. This practice appears to have begun in the Middle Ages. Another medieval innovation had the solo cantor sing the opening words of responsorial chants, with the full chorus finishing the end of the opening phrase. This innovation allowed the soloist to fix the pitch of the chant for the chorus and to cue the choral entrance.


          


          Rhythm


          Because of the obviously evasive quality of medieval notation as the silent remains of a living tradition, displaced a thousand years out of its cultural context, rhythm in Gregorian chant has always been a hotbed of debate among scholars. From the very beginning there was a fundamental difference in point of view on rhythm. To complicate matters further, a host of ornamental neumes are used in the earliest manuscripts that pose many difficulties on the rhythmic plane. Certain neumes such as the pressus, pes quassus, strophic neumes indicate repeated notes, which may indicate lengthening by repercussion, in some cases with added ornaments. By the 13th century, with the widespread use of square notation, most chant was sung with an approximately equal duration allotted to each note, although Jerome of Moravia cites exceptions in which certain notes, such as the final notes of a chant, are lengthened. While the standard repertory of Gregorian Chant was partly being supplanted with new forms of polyphony, the earlier melo-rhythmic refinements of monophonic chant seem to fall into disuse. Later redactions such as the Editio medicaea of 1614 rewrote chant so that melismas, with their melodic accent, fell on accented syllables. This aesthetic held sway until the re-examination of chant in the late 19th century by such scholars as Wagner, Pothier, and Mocquereau, who fell into two camps.


          One school of thought, including Wagner, Jammers, and Lipphardt, advocated imposing rhythmic meters on chants, although they disagreed on how that should be done. An opposing interpretation, represented by Pothier and Mocquereau, supported a free rhythm of equal note values, although some notes are lengthened for textual emphasis or musical effect. The modern Solesmes editions of Gregorian chant follow this interpretation. Mocquereau divided melodies into two- and three-note phrases, each beginning with an ictus, akin to a beat, notated in chantbooks as a small vertical mark. These basic melodic units combined into larger phrases through a complex system expressed by cheironomic hand-gestures. This approach prevailed during the twentieth century, propagated by Justine Ward's program of music education for children, until Vatican II diminished the liturgical role of chant and new scholarship "essentially discredited" Mocquereau's rhythmic theories.


          Common modern practice favors performing Gregorian chant with no beat or regular metric accent, largely for aesthetic reasons. The text determines the accent while the melodic contour determines the phrasing. The note lengthenings recommended by the Solesmes school remain influential, though not prescriptive.


          Dom Eugene Cardine, (1905-1988) monk from Solesmes, published his 'Semiologie Gregorienne' in 1970 in which he clearly explains the musical significance of the neumes of the early chant manuscripts. Cardine shows the great diversity of neumes and graphic variations of the basic shape of a particular neume, which can not be expressed in the square notation. This variety in notation must have served a practical purpose and therefore a musical significance. Nine years later, the Graduale Triplex was published, in which the Roman Gradual, containing all the chants for Mass in a Year's cycle, appeared with the neumes of the two most important manuscripts copied under and over the 4-line staff of the square notation. The Graduale Triplex made widely accessible the original notation of Sankt Gallen and Laon (compiled after 930 AD) in a single chantbook and was a huge step forward. Dom Cardine had many students who have each in their own way continued their semiological studies, some of whom also started experimenting in applying the newly understood principles in performance practice. The studies of Cardine and his students (Godehard Joppich, Luigi Augustoni, Marie-Nol Colette, Rupert Fischer, Marie-Claire Billecocq to name a few) have clearly demonstrated that rhythm in Gregorian chant as notated in the 10th century rhythmic manuscripts (notably Skt. Gallen and Laon) manifest such rhythmic diversity and melodic/rhythmic ornamentations for which there is hardly a living performance tradition in the Western world. Contemporary groups that endeavour to sing according to the manuscript traditions have evolved after 1975. Some practising researchers favour a closer look at non Western (liturgical) traditions, in such cultures where the tradition of modal monophony was never abandoned.


          Another group with different vieuws are the mensuralists or the proportionalists, who maintain that rhythm has to be interpreted porportionately, where shorts are exactly half the longs. This vieuw is advocated by John Blackley and his 'Schola Antiqua New York'.


          


          Melodic restitution


          Recent developments involve an intensifying of the semiological approach according to Dom Cardine, which also gave a new impetus to the research into melodic variants in various manuscripts of chant. On the basis of this ongoing research it has become obvious that the Graduale and other chantbooks contain many melodic errors, some very consistently, (the mis-interpretation of third and eighth mode) necessitating a new edition of the Graduale according to state-of-the-art melodic restitutions. The so-called Munsterschwarzach-group under the guidance of Godehard Joppich and various other groups and individuals have done extensive work in this field. In this approach the so-called earlier 'rhythmic' manuscripts of unheightened neumes that carry a whealth of melo-rhythmic information but not of exact pitches, are compared in large tables of comparison with relevant later 'melodic' manuscripts' that are written on lines or use double alphabetic and neumes notation over the text, but as a rule have less rhythmic refinement compared to the earlier group. However, the comparison between the two groups has made it possible to correct what are obvious mistakes. In other instances it is not so easy to find a consensus. In 1984 Chris Hakkennes published his own transcription of the Graduale Triplex. He devised a new graphic adaptation of square notation 'simplex' in which he integrated the rhythmic indications of the two most relevant sources, that of Laon and Skt. Gallen. Referring to these manuscripts, he called his own transcription Gradual Lagal. Furthermore, while making the transcription, he cross-checked with the melodic manuscripts to correct modal errors or other melodic errors found in the Graduale Romanum. His intention was to provide a corrected melody in rhythmic notation but above all - he was also a choirmaster - suited for practical use, therefore a simplex, integrated notation.


          


          Liturgical functions


          Gregorian chant is sung in the Office during the canonical hours and in the liturgy of the Mass. Texts known as accentus are intoned by bishops, priests, and deacons, mostly on a single reciting tone with simple melodic formulae at certain places in each sentence. More complex chants are sung by trained soloists and choirs. The most complete collection of chants is the Liber usualis, which contains the chants for the Tridentine Mass and the most commonly used Office chants. Outside of monasteries, the more compact Graduale Romanum is commonly used.


          


          Proper chants of the Mass


          The Introit, Gradual, Alleluia, Tract, Sequence, Offertory and Communion chants are part of the Proper of the Mass. "Proprium Missae" in Latin refers to the chants of the Mass that have their proper individual texts for each Sunday throughout the annual cycle. As opposed to 'Ordinarium Missae' which have fixed texts (but various melodies) (Kyrie, Benedictus, Sanctus, Agnus Dei).


          Introits cover the procession of the officiants. Introits are antiphonal chants, typically consisting of an antiphon, a psalm verse, a repeat of the antiphon, an intonation of the Gloria Patri Doxology, and a final repeat of the antiphon. Reciting tones often dominate their melodic structures.


          Graduals are responsorial chants that follow the reading of the Epistle. Graduals usually result from centonization; stock musical phrases are assembled like a patchwork to create the full melody of the chant, creating families of musically related melodies. Graduals are accompanied by a elaborate Verse, so that it actually consists in two different parts, A B. Often the first part is sung again, creating a 'rondeau' A B A. At least the verse, if not the complete gradual, is for the solo cantor and are in elaborate, ornate style with long, wide-ranged melisma's.


          The Alleluia is known for the jubilus, an extended joyful melisma on the last vowel of 'Alleluia'. The Alleluia is also in two parts, the alleluia proper and the psalmverse, by which the Alleluia is identified (Alleluia V. Pascha nostrum) . The last melism of the verse is the same as the jubilus attached to the Alleluia. Alleluias are not sung during penitential times, such as Lent. Instead, a Tract is chanted, usually with texts from the Psalms. Tracts, like Graduals, are highly centonized.


          Sequences are sung poems based on couplets. Although many sequences are not part of the liturgy and thus not part of the Gregorian repertory proper, Gregorian sequences include such well-known chants as Victimae paschali laudes and Veni Sancte Spiritus. According to Notker Balbulus, an early sequence writer, their origins lie in the addition of words to the long melismas of the jubilus of Alleluia chants.


          Offertories are sung during the giving of offerings. Offertories once had highly prolix melodies in their verses, but the use of verses in Gregorian Offertories disappeared around the 12th century. These verses however, are among the most ornate and elaborated in the whole chant repertoir. Offertories are in form closest to Responsories, which are likewise accompanied by at least one Verse and the opening sections of both Off. and Resp. are partly repeated after the verse(s). This last section is therefore called the 'repetenda' and is in performance the last melodic line of the chant.


          Communions are sung during the distribution of the Eucharist. In presentation the Communio is similar to the Introitus, an antiphon with psalmverse. Communion melodies are often tonally ambiguous and do not fit into a single musical mode which has led to the same communio being classed in different modes in different manuscripts or editions.


          


          Ordinary chants of the Mass


          The Kyrie, Gloria, Credo, Sanctus, Benedictus and Agnus Dei use the same text in every service of the Mass. Because they follow the regular invariable "order" of the Mass, these chants are called " Ordinary."


          The Kyrie consists of a threefold repetition of "Kyrie eleison" ("Lord, have mercy"), a threefold repetition of "Christe eleison" ("Christ have mercy"), followed by another threefold repetition of "Kyrie eleison." In older chants, "Kyrie eleison imas" ("Lord, have mercy on us") can be found. The Kyrie is distinguished by its use of the Greek language instead of Latin. Because of the textual repetition, various musical repeat structures occur in these chants. The following, Kyrie ad. lib. VI as transmitted in a Cambrai manuscript, uses the form ABA CDC EFE', with shifts in tessitura between sections. The E' section, on the final "Kyrie eleison," itself has an aa'b structure, contributing to the sense of climax.


          The Gloria recites the Greater Doxology, and the Credo intones the Nicene Creed. Because of the length of these texts, these chants often break into musical subsections corresponding with textual breaks. Because the Credo was the last Ordinary chant to be added to the Mass, there are relatively few Credo melodies in the Gregorian corpus.


          The Sanctus and the Agnus Dei, like the Kyrie, also contain repeated texts, which their musical structures often exploit.


          Technically, the Ite missa est and the Benedicamus Domino, which conclude the Mass, belong to the Ordinary. They have their own Gregorian melodies, but because they are short and simple, and have rarely been the subject of later musical composition, they are often omitted in discussion.


          


          Chants of the Office


          
            [image: ]
          


          Gregorian chant is sung in the canonical hours of the monastic Office, primarily in antiphons used to sing the Psalms, in the Great Responsories of Matins, and the Short Responsories of the Lesser Hours and Compline. The psalm antiphons of the Office tend to be short and simple, especially compared to the complex Great Responsories.


          At the close of the Office, one of four Marian antiphons is sung. These songs, Alma Redemptoris Mater (see top of article), Ave Regina caelorum, Regina caeli laetare, and Salve, Regina, are relatively late chants, dating to the 11th century, and considerably more complex than most Office antiphons. Apel has described these four songs as "among the most beautiful creations of the late Middle Ages."


          


          Influence


          


          Medieval and Renaissance music


          Gregorian chant had a significant impact on the development of medieval and Renaissance music. Modern staff notation developed directly from Gregorian neumes. The square notation that had been devised for plainchant was borrowed and adapted for other kinds of music. Certain groupings of neumes were used to indicate repeating rhythms called rhythmic modes. Rounded noteheads increasingly replaced the older squares and lozenges in the 15th and 16th centuries, although chantbooks conservatively maintained the square notation. By the 16th century, the fifth line added to the musical staff had become standard. The bass clef and the flat, natural, and sharp accidentals derived directly from Gregorian notation.


          Gregorian melodies provided musical material and served as models for tropes and liturgical dramas. Vernacular hymns such as "Christ ist erstanden" and "Nun bitten wir den heiligen Geist" adapted original Gregorian melodies to translated texts. Secular tunes such as the popular Renaissance " In Nomine" were based on Gregorian melodies. Beginning with the improvised harmonizations of Gregorian chant known as organum, Gregorian chants became a driving force in medieval and Renaissance polyphony. Often, a Gregorian chant (sometimes in modified form) would be used as a cantus firmus, so that the consecutive notes of the chant determined the harmonic progression. The Marian antiphons, especially Alma Redemptoris Mater, were frequently arranged by Renaissance composers. The use of chant as a cantus firmus was the predominant practice until the Baroque period, when the stronger harmonic progressions made possible by an independent bass line became standard.


          The Catholic Church later allowed polyphonic arrangements to replace the Gregorian chant of the Ordinary of the Mass. This is why the Mass as a compositional form, as set by composers like Palestrina or Mozart, features a Kyrie but not an Introit. The Propers may also be replaced by choral settings on certain solemn occasions. Among the composers who most frequently wrote polyphonic settings of the Propers were William Byrd and Toms Luis de Victoria. These polyphonic arrangements usually incorporate elements of the original chant.


          [bookmark: 20th_century]


          20th century


          The renewed interest in early music in the late 19th century left its mark on 20th-century music. Gregorian influences in classical music include the choral setting of four chants in "Quatre motets sur des thmes Grgoriens" by Maurice Durufl, the carols of Peter Maxwell Davies, and the choral work of Arvo Prt. Gregorian chant has been incorporated into other genres, such as Enigma's " Sadeness (Part I)", the chant interpretation of pop and rock by the German band Gregorian, the techno project E Nomine, and the work of black metal band Deathspell Omega. The modal melodies of chant provide unusual sounds to ears attuned to modern scales.


          Gregorian chant as plainchant experienced a popular resurgence during the New Age music and world music movements of the 1980s and '90s. The iconic album was Chant, recorded by the Benedictine monks of Santo Domingo de Silos, which was marketed as music to inspire timeless calm and serenity. It became conventional wisdom that listening to Gregorian chant increased the production of beta waves in the brain, reinforcing the popular reputation of Gregorian chant as tranquilizing music. Gregorian chant has often been parodied for its supposed monotony, both before and after the release of Chant. Famous references include the flagellant monks in Monty Python and the Holy Grail intoning "Pie Jesu Domine." The asteroid 100019 Gregorianik is named in its honour, using the German short form of the term. Gregorian chanting has been also used in Vision of Escaflowne anime series.


          
            Retrieved from " http://en.wikipedia.org/wiki/Gregorian_chant"
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              	Capital

              (and largest city)

              	St. Georges

            


            
              	Official languages

              	English
            


            
              	Demonym

              	Grenadian
            


            
              	Government

              	Parliamentary democracy and Constitutional monarchy
            


            
              	-

              	Queen

              	Queen Elizabeth II
            


            
              	-

              	Governor General

              	Sir Daniel Williams
            


            
              	-

              	Prime Minister

              	Tillman Thomas
            


            
              	Independence
            


            
              	-

              	from the United Kingdom

              	February 7, 1974
            


            
              	Area
            


            
              	-

              	Total

              	344km( 203rd)

              132.8 sqmi
            


            
              	-

              	Water(%)

              	1.6
            


            
              	Population
            


            
              	-

              	July 12 2005estimate

              	110,000( 185th)
            


            
              	-

              	Density

              	259.5/km( 45th)

              672.2/sqmi
            


            
              	GDP( PPP)

              	2002 est.estimate
            


            
              	-

              	Total

              	$440 million( 210th)
            


            
              	-

              	Per capita

              	$5,0001( 134th)
            


            
              	HDI(2007)

              	▲ 0.777(medium)( 82nd)
            


            
              	Currency

              	East Caribbean dollar ( XCD)
            


            
              	Time zone

              	( UTC-4)
            


            
              	-

              	Summer( DST)

              	( UTC-4)
            


            
              	Internet TLD

              	.gd
            


            
              	Calling code

              	+1 473
            


            
              	1

              	2002 estimate.
            

          


          Grenada (pronounced /grɪˈneɪdə/) is an island nation that includes the southern Grenadines in the southeastern Caribbean Sea. Grenada is located north of Trinidad and Tobago and Venezuela, and south of Saint Vincent and the Grenadines. The national bird of Grenada is the critically endangered Grenada Dove.


          Popularly known as 'The Spice Isle' because of an abundance of locally grown spices and a culture of music, dance and food built into the image of 'spice of life', Grenada is also a well-known tourist destination. It is one of the smallest independent nations in the Western Hemisphere.


          


          History 1498-1958


          The recorded history of Grenada begins in 1498. The Spaniards did not permanently settle in Camerhogue. Later the English failed their first settlement attempts, but the French fought and conquered Grenada from the Caribs circa 1650. The French conquest resulted in the genocide of 17th century Caribs from present-day Grenada. Warfare also existed between the Caribs of present day Dominica and St. Vincent and the Grenadines with the French invaders. The French took control of Camerhogue and named the new French colony La Grenade. La Grenade prospered as a wealthy French colony; its main export was sugar. The French established a capital known as Fort Royal in 1650 as ordered by Cardinal Richelieu. To wait out harsh hurricanes, the French navy would shelter in the capital's natural harbour. No other French colony had a natural harbour to even compare with that of Fort Royal (later renamed St. George's). The colony was ceded to the United Kingdom in 1763 by the Treaty of Paris. A century later, in 1877 Grenada was made a Crown Colony.


          


          History 1958-1984: Independence and Revolution
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          The island was a province of the short-lived West Indies Federation from 1958 to 1962. In 1967, Grenada attained the status of Associated State of the United Kingdom, which meant that Grenada was now responsible for her own internal affairs, and the UK was responsible for her defence and foreign affairs. Independence was granted in 1974 under the leadership of the then Premier, Sir Eric Matthew Gairy, who became the first Prime Minister of Grenada.


          Civil conflict gradually broke out between Eric Gairys government and some opposition parties including the New Jewel Movement (NJM). Gairys party won elections in 1976 but the opposition did not accept the result accusing it of fraudulence. Cuban presence was heavily invested in civic assistance (doctors and school teachers mainly) during the subsequent revolutionary redistribution of homes and other private property and goods for the people of Grenada. In 1979, the New Jewel Movement under Maurice Bishop launched a successful armed revolution against the government. The revolution was widely supported by the peasants, students and workers.


          A dispute later developed between Bishop and certain high-ranking members of the NJM. Party members including Bernard Coard demanded that Bishop either step down or enter into a power sharing arrangement. The dispute eventually led to Bishop being deposed in 1983 and placed under house arrest. These actions led to street demonstrations in various parts of the island. Bishop, who had massive support of the population, was eventually freed by a large demonstration in the capital. Soon after, he was captured and executed by soldiers along with seven others including cabinet ministers of the government.


          After the execution of Bishop, the People's Revolutionary Army formed a military government with General Hudson Austin as chairman. The army declared a four-day total curfew during which it said that anyone leaving their home without approval would be shot on sight.


          


          Invasion of Grenada by the U.S. and OECS military


          Six days after the execution of Bishop, the Cuban communists controlled the island of Grenada. It was later invaded by combined forces from the United States, the Organization of Eastern Caribbean States (OECS), Jamaica, and Bermuda. The U.S. stated this was done at the behest of Dame Eugenia Charles, of Dominica. Five other Caribbean nations participated with Dominica and the USA in the campaign against the Cuban and Grenadan forces, called Operation Urgent Fury. While the Governor-General, Sir Paul Scoon, later stated that he had requested the invasion, the governments of the United Kingdom and Trinidad and Tobago expressed anger at not having been consulted.


          After the invasion of the island nation, the pre-revolutionary Grenadan constitution was resumed.


          Eighteen members of the PRG and the PRA (army) were arrested after the invasion on charges related to the murder of Maurice Bishop and seven others. The eighteen included the top political leadership of Grenada at the time of the execution as well as the entire military chain of command directly responsible for the operation that led to the executions. Fourteen were sentenced to death, one was found not guilty and three were sentenced to forty-five years in prison. The death sentences were eventually commuted to terms of imprisonment. Those in prison have become known as th Grenada 17.


          


          Twenty-first century history


          In 2000-2002, much of the controversy of the late 1970s and early 1980s was once again brought into the public consciousness with the opening of the truth and reconciliation commission. The commission was chaired by a Roman Catholic priest, Father Mark Haynes, and was tasked with uncovering injustices arising from the PRA, Bishops regime, and before. It held a number of hearings around the country. Brother Robert Fanovich, head of Presentation Brothers College (PBC) in St. Georges tasked some of his senior students with conducting a research project into the era and specifically into the fact that Maurice Bishops body was never discovered. Their project attracted a great deal of attention, including from the Miami Herald and the final report was published in a book written by the students called Big Sky, Little Bullet. It also uncovered that there was still a lot of resentment in Grenadian society resulting from the era, and a feeling that there were many injustices still unaddressed
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          In 2004, after being hurricane free for forty-nine years, the island was directly hit by Hurricane Ivan ( September 7). Ivan struck as a Category 4 hurricane and caused 90 percent of the homes to be damaged or destroyed. The following year, 2005, Hurricane Emily ( July 14) a Category 1 hurricane at the time struck the northern part of the island with 80 kt winds, causing an estimated USD $110 million (EC$ 297 million) worth of damage. This was much less damage than Ivan had caused.


          Grenada has recovered with remarkable speed, due to both domestic labour and financing from the world at large. By December 2005, 96% of all hotel rooms were to be open for business and to have been upgraded in facilities and strengthened to an improved building code. The agricultural industry and in particular the nutmeg industry suffered serious losses, but that event has begun changes in crop management and it is hoped that as new nutmeg trees gradually mature, the industry will return to its pre-Ivan position as a major supplier in the Western world.


          In April 2007, Grenada jointly hosted (along with several other Caribbean nations) the 2007 Cricket World Cup. After Hurricane Ivan, the Chinese government paid for the new $40 million national stadium, along with the aid of over 300 Chinese labourers to build and repair it. . During the opening ceremony the Taiwanese anthem was accidentally played, leading to the firing of top officials.


          


          Geography
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          The island Grenada itself is the largest island; smaller Grenadines are Carriacou, Petit Martinique, Ronde Island, Caille Island, Diamond Island, Large Island, Saline Island and Frigate Island. Most of the population lives on Grenada itself, and major towns there include the capital, St. Georges, Grenville and Gouyave. The largest settlement on the other islands is Hillsborough on Carriacou.


          The islands are of volcanic origin with extremely rich soil. Grenadas interior is very mountainous with Mount St. Catherine being the highest at 2,756feet (840m). Several small rivers with beautiful waterfalls flow into the sea from these mountains. The climate is tropical: hot and humid in the rainy season and cooled by the trade winds in the dry season. Grenada, being on the southern edge of the hurricane belt, has suffered only three hurricanes in fifty years. Hurricane Janet passed over Grenada on 23 September 1955 with winds of 115 mph, causing severe damage. The most recent storms to hit have been Hurricane Ivan on September 7, 2004 causing severe damage and thirty-nine deaths and Hurricane Emily on July 14, 2005, causing serious damage in Carriacou and in the north of Grenada which had been relatively lightly affected by hurricane Ivan.


          


          Parishes
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          Grenada is divided into 6 parishes:


          
            	Saint Andrew


            	Saint David


            	Saint George


            	Saint John


            	Saint Mark


            	Saint Patrick

          


          Carriacou and Petite Martinique, two of the Grenadines, have the status of dependency.


          


          Politics
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          As a Commonwealth realm, Queen Elizabeth II is Queen of Grenada and Head of State. The Crown is represented by a Governor-General, who is currently Sir Daniel Williams. Day-to-day executive power lies with the Head of Government, the Prime Minister. Although appointed by the Governor-General, the Prime Minister is usually the leader of the largest faction in the Parliament.


          The Parliament consists of a Senate (thirteen members) and a House of Representatives (fifteen members). The senators are appointed by the government and the opposition, while the representatives are elected by the population for five-year terms. With 48% of the votes and eight seats in the 2003 election, the New National Party remains the largest party in Grenada. The largest opposition party is the National Democratic Congress with 45.6% of the votes and seven seats.


          Grenada is a full and participating member of both the Caribbean Community (CARICOM) and the Organisation of Eastern Caribbean States (OECS).


          


          Economy and tourism
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          Economic progress in fiscal reforms and prudent macroeconomic management have boosted annual growth to 5%-6% in 1998-99; the increase in economic activity has been led by construction and trade. Tourist facilities are being expanded; tourism is the leading foreign exchange earner. Major short-term concerns are the rising fiscal deficit and the deterioration in the external account balance. Grenada shares a common central bank and a common currency (the East Caribbean dollar) with seven other members of the Organisation of Eastern Caribbean States (OECS).


          Grenada is called The Spice Isle because it is a leading producer of several different spices. Cinnamon, cloves, ginger, mace, allspice, orange/citrus peels, wild coffee used by the locals, and especially nutmeg, providing 20% of the world supply, are all important exports. The nutmeg on the nation's flag represents the economic crop of Grenada; the nation is the worlds second largest producer of nutmeg (after Indonesia).
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          Tourism is Grenadas main economic force. Conventional beach and water-sports tourism is largely focused in the southwest region around St Georges, the airport and the coastal strip; however, ecotourism is growing in significance. Most of these small ecofriendly guesthouses are located in the Saint David and Saint John parishes. The tourism industry is increasing dramatically with the construction of a large cruise ship pier and esplanade. Up to 4 cruise ships per day were visiting St. Georges in 2007-8 during the cruise ship season.


          Tourism is concentrated in the southwest of the island, around St. Georges, Grand Anse, Lance Aux Epines, and Point Salines. Grenada has many idyllic beaches around its coastline including the 3 km long Grand Anse Beach in St George's which is considered to be one of the finest beaches in the world, and often appears in countdowns of the worlds top 10 beaches.


          Grenada is linked to the world through the Point Salines International Airport and the St. Georges harbour. International flights connect with the Caribbean, America, and Europe. There is also a daily fast ferry service between St. Georges and Hillsborough.


          


          Demographics


          A majority of the citizens are descendants of the African slaves brought by the Europeans; few of the indigenous Carib and Arawak population survived the French purge at Sauteurs. A small percentage of descendants of East Indian indentured servants were brought to Grenada mainly from the North Indian states of Bihar and Uttar Pradesh between May 1,1857-January 10,1885. There is also a small community of French and English descendants. The rest of the population is of mixed descent.
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          Grenada, like many of the Caribbean islands is subject to a large amount of migration, with a large number of young people wanting to leave the island to seek life elsewhere. With just over 100,000 people living in Grenada, estimates and census data suggest that there are at least that number of Grenadian-born people in other parts of the Caribbean (such as Barbados and Trinidad) and at least that number again in First World countries. Popular migration points for Grenadians further north include New York City, Toronto, the United Kingdom (London and Yorkshire predominantly - see Grenadians in the UK) and sometimes Montreal, or as far south as Australia. This means that probably around a third of those born in Grenada still live there.


          The official language, English, is used in the government, but Grenadian Creole is considered the lingua franca of the island. French Patois ( Antillean Creole) is still spoken by about 10%-20% the population. Some Hindi/ Bhojpuri terms are still spoken amongst the Indian descendants, mostly those pertaining to the kitchen; such as aloo, geera, karela, seim, chownkay, and baylay. The term bhai, which means 'brother' or 'partner' in Hindi, is a common form of greeting amongst Indo-Grenadian males of equal status. Aside from a marginal community of Rastafarians living in Grenada, nearly all are mainstream Christians, about half of them Roman Catholics; Anglicanism is the largest Protestant denomination with Presbyterian and Seventh Day Adventist taking up the remainder. Most Churches have denomination-based schools but are open to all. There is a small Muslim population mostly from Gujarati Indian immigrants who came many years ago and set up some merchant shops.


          


          Culture


          
            [image: 1965 carnival]

            
              1965 carnival
            

          


          Although French influence on Grenadian culture is much less visible than on other Caribbean islands, surnames and place names in French remain, and the every day language is laced with French words and the local dialect or Patois. Stronger French influence is found in the well seasoned spicy food and styles of cooking similar to those found in New Orleans and some French architecture has survived from the 1700s. Island culture is heavily influenced by the African roots of most of the Grenadians but Indian influence is also seen with dhal puri, rotis, Indian sweets, and curries in the cuisine.


          The "oildown" is considered to be the national dish, The phrase "oil-down" refers to a dish cooked in coconut milk until all the milk is absorbed, leaving a bit of coconut oil in the bottom of the pot. Early recipes call for a mixture of salted pigtail, pigs feet (trotters), salt beef and chicken, dumplings made from flower, provision: Breadfruit, green banana,yam and potatoes. Callaloo leaves are some times used to retain the steam and for extra flavour.


          This dish is a common tradition at family and other gatherings at the beach, There is a modest debate in the West Indies about the origin of this dish, with some experts attributing it to other islands like Barbados or Trinidad & Tobago.


          Foods arent the only important aspect of Grenadian culture. Music, dance, and festivals are also extremely important. Soca, calypso, and reggae set the mood for Grenada's annual Carnival activities. Zouk is also being slowly introduced onto the island. The islanders African heritage plays an influential role in many aspects of Grenadas culture.


          As with other islands from the Caribbean Cricket is the national and most popular sport and is an intrinsic part of Grenadian culture.


          An important aspect of Grenadian culture is the tradition of story telling, with folk tales bearing both African and French influences. The character, Anancy, a spider god who is a trickster, originated in West Africa and is prevalent on other Caribbean islands as well. French influence can be seen in La Diablesse, a well-dressed she- devil, and Ligaroo (from Loup Garoux), a werewolf.
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          The Grevy's zebra (Equus grevyi), sometimes known as the Imperial zebra, is the largest species of zebra. It is found in the wild in Kenya and Ethiopia. Compared to other zebras, it is tall, has large ears, and its stripes are narrower. The species is named after Jules Grvy, a president of France, who, in the 1880s, was given one by the government of Abyssinia. In certain regions of Kenya, the plains zebras and Grevy's zebras coexist.


          


          Taxonomy


          The Grevy's zebra differs from the other two zebras in its primitive characteristics and different behaviour. It was the first zebra to emerge as a species. All members of the family are of the genus Equus, but the genus is commonly subdivided into four subgenera; Equus, Asinus, Hippotigris and Dolichohippus. The Plains zebra and Mountain zebra belong to Hippotigris, but the Grevy's zebra is the sole species of Dolichohippus. In many respects, it is more akin to the asses (Asinus). Nevertheless, DNA and molecular data show that zebras do indeed have monophyletic origins.


          


          Physical description


          
            [image: ]

            

          


          Grevy's zebra is the largest of all wild equines. It is 2.5-2.75 m (8-9 ft) from head to tail with a 38-75 cm (15-30 in) tail, and stands 1.45-1.6 m (4'7"-5'3") high at the shoulder. These zebras weigh 350-450 kg (770-990 lb). The stripes are narrow and close-set, being broader on the neck, and they extend to the hooves. The belly and the area around the base of the tail lack stripes. With all of the stripes closer together and thinner than most of the other zebras, it is easier to make a good escape and to hide from predators. The ears are very large, rounded, and conical. The head is large, long, and narrow, particularly mule-like in appearance. The mane is tall and erect; juveniles having a mane extending the length of the back. 


          Diet and Feeding


          Grevy's zebra feed mostly on grasses but they will also eat fruit, shrubs and bark. They may spend 60-80% of their days eating, depending on the availability of food. Their well adapted digestive system allows them to subsist on diets of lower nutritional quality than that necessary for herbivores. Also, Grevy's zebras require less water than other zebras.


          


          Lifestyle
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              Wild mare in Kenya
            

          


          Grevy's zebra is similar to the donkey in many ways. Behaviourally, for example, it has a social system characterised by small groups of adults associated for short time periods of a few months. Adult males spend their time mostly alone in territories of 2-12 km, which is considerably smaller than the territories of the wild asses. The social structure of the Grevy's zebra is well-adapted for the dry and arid scrubland and plains that it primarily inhabits, less for the more lush habitats used by the other zebras. It communicates over long distances.


          The territories are marked by dung piles and females who wander within the territory mate solely with the resident male. Small bachelor herds are known. Like all zebras and asses, males fight amongst themselves over territory and females. The species is vocal during fights (an asinine characteristic), braying loudly. However unlike other zebras, territory holding Grevy zebra males will tolerate other males who wander in their territory possibly because non-resident males do not try to mate with the resident male's females nor interfere in his breeding activities.
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              Grevy's zebra at the Henry Doorly Zoo
            

          


          


          Reproduction


          Grevy's zebras mate year-round. Gestation of the zebra lasts 350-400 days, with a single foal being born. A newborn zebra will follow anything that moves and thus new mothers are highly aggressive towards other mares a few hours after they gave birth. This prevents the foal from imprinting another female as its mother. To adapt to an arid lifestyle, Grevy's zebra foals take longer intervals between suckling bouts and do not drink water until they are 3 months old. They also reach independence from the mare sooner than other equids.


          


          Status


          The Grevy's zebra is considered endangered, partly due to hunting for its skin, which fetches a high price on the world market. Its also suffers habitat destruction, human disturbances at water holes and competition with domestic grazing animals. There are estimated to be 1,500 - 2,000 Grevy's zebra still living in the wild. They are, however, common in captivity.
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          The Grey Seal (Halichoerus grypus, meaning hooked nosed sea pig) is found on both shores of the North Atlantic Ocean. It is a large seal of the family Phocidae or "true seals". It is the only species classified in the genus Halichoerus. Its name is alternatively spelled Gray Seal and it is also known as Atlantic Grey Seal.


          


          Appearance


          It is a medium sized seal, with the bulls reaching 2.53.3 m long and weighing up to 300 kg; the cows are much smaller, typically 1.62.0 m long and 100150 kg weight. It is the typical seal of the northern and western coasts, the Common Seal being more often seen off southeastern coasts.


          


          Ecology


          In Britain and Ireland, the Grey Seal breeds in several colonies on and around the coasts; notably large colonies are at the Farne Islands off the Northumberland Coast (about 6,000 animals), North Rona off the north coast of Scotland, Lambay Island off the coast of Dublin and Ramsey Island off the coast of Pembrokeshire.


          In the Western North Atlantic, Grey Seals are typically found in large numbers all along the coast of North America up to about the coastal waters of New Jersey in the United States. In Canada, they are typically seen in areas like the Gulf of St. Lawrence, Newfoundland and the Maritimes, and Quebec. In the United States one finds them year round off the New England coasts (in particular Maine and Massachusetts) and slightly less frequently in the Middle Atlantic States, though their natural range extends to Virginia. During the winter months they can be seen hauled out on the rocks, islands, and shoals not far from shore, like great grey bananas in the sun, and occasionally coming ashore to rest. In the spring the recently weaned pups and yearlings occasionally strand on beaches after becoming "lost".


          


          Diet


          Grey seals feed on a wide variety of fish, mostly benthic or demersal species, taken at depths down to 70m (230ft) or more. Sandeels (Ammodytes spp) are important in their diet in many localities. Cod and other gadids, flatfish, herring and skates are also important locally. However, it is clear that Grey seals will eat whatever is available, including octopus and lobsters. The average daily food requirement is estimated to be 5kg (11lb), though the seals do not feed every day and they fast the breeding season.


          


          Reproduction
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              Cow and bull grey seals mating, Donna Nook, Lincolnshire, U.K. Nov 2007
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              Grey Seal pup on the Faroe Islands, November 2004
            

          


          The pups are born in autumn (September to November) in the eastern Atlantic and in winter (January to February) in the west, with a dense, soft silky white fur; at first they are small and shrivelled-looking, but they rapidly fatten up to look like over-filled barrels, from the extremely fat-rich milk they receive from their mothers. Within a month or so, they shed the pup fur and grow the dense waterproof adult fur, and soon leave for the sea to learn to fish for themselves. In recent years, the number of grey seals has been on the rise in the west, and in Canada there have been calls for a seal cull, however this does not appear to be coming to fruition any time soon.


          


          Status


          In the United States grey seal numbers are increasing as well; they have been protected under the Marine Mammal Protection Act for several years and it is still illegal to harm one. Before the act there were only a few isolated colonies in Maine and nowhere else. Today they are seen increasingly near New York and New Jersey waters and it is very likely they will establish colonies further and further south provided the main Canadian pupping grounds are not molested. It is also not very likely a seal hunt shall be instituted any time soon in the U.S.


          In the UK seals are protected under the Conservation of Seals Act 1970, however it does not apply to Northern Ireland. In the UK there have also been calls for a cull from some fishermen, claiming that stocks have declined due to the seals. A recent paper, however, from the Sea Mammal Research Unit at St Andrews University clarifies that seals take less than 1% of the total stock biomass in the North Sea. The real problem is over-fishing.
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          The gross domestic product (GDP) or gross domestic income (GDI) is one of the measures of national income and output for a given country's economy. GDP is defined as the total market value of all final goods and services produced within the country in a given period of time (usually a calendar year). It is also considered the sum of value added at every stage of production (the intermediate stages) of all final goods and services produced within a country in a given period of time, and it is given a money value.


          The most common approach to measuring and understanding GDP is the expenditure method:


          
            	GDP = consumption + gross investment + government spending + ( exports  imports), or,

            GDP = C + I + G + (X-M)

          


          "Gross" means depreciation of capital stock is not subtracted. If net investment (which is gross investment minus depreciation) is substituted for gross investment in the equation above, then the formula for net domestic product is obtained. Consumption and investment in this equation are expenditure on final goods and services. The exports-minus-imports part of the equation (often called net exports) adjusts this by subtracting the part of this expenditure not produced domestically (the imports), and adding back in domestic area (the exports).


          Economists (since Keynes) have preferred to split the general consumption term into two parts; private consumption, and public sector (or government) spending. Two advantages of dividing total consumption this way in theoretical macroeconomics are:


          
            	Private consumption is a central concern of welfare economics. The private investment and trade portions of the economy are ultimately directed (in mainstream economic models) to increases in long-term private consumption.


            	If separated from endogenous private consumption, government consumption can be treated as exogenous, so that different government spending levels can be considered within a meaningful macroeconomic framework.

          


          


          GDP vs GNP


          GDP can be contrasted with gross national product (GNP, or gross national income, GNI), which the United States used in its national accounts until 1992. The difference is that GNP includes net foreign income (the current account) rather than net exports (the balance of trade). Put simply, GNP adds net foreign investment income compared to GDP.


          GDP is concerned with the region in which income is generated. It is the market value of all the output produced in a nation in one year. GDP focuses on where the output is produced rather than who produced it. GDP measures all, disregarding the firms' nationality.


          In contrast, GNP is a measure of the value of the output produced by the "nationals" of a region. GNP focuses on who owns the production. For example, in the United States, GNP measures the value of output produced by American firms, regardless of where the firms are located.


          


          Measuring GDP


          


          The components of GDP


          Each of the variables C, I, G and XM (where GDP = C + I + G + (X-M) as above)


          (Note: * GDP is sometimes also referred to as Y in reference to a GDP graph)


          
            	C is private consumption in the economy. This includes most personal expenditures of households such as food, rent, medical expenses and so on but does not include new housing.


            	I is defined as investments by business or households in capital. Examples of investment by a business include construction of a new mine, purchase of software, or purchase of machinery and equipment for a factory. Spending by households on new houses is also included in Investment. In contrast to its colloquial meaning, 'Investment' in GDP does not mean purchases of financial products. Buying financial products is classed as ' saving', as opposed to investment. The distinction is (in theory) clear: if money is converted into goods or services, it is investment; but, if you buy a bond or a share of stock, this transfer payment is excluded from the GDP sum. That is because the stocks and bonds affect the financial capital which in turn affects the production and sales which in turn affects the investments. So stocks and bonds indirectly affect the GDP. Although such purchases would be called investments in normal speech, from the total-economy point of view, this is simply swapping of deeds, and not part of real production or the GDP formula.


            	G is the sum of government expenditures on final goods and services. It includes salaries of public servants, purchase of weapons for the military, and any investment expenditure by a government. It does not include any transfer payments, such as social security or unemployment benefits.


            	X is gross exports. GDP captures the amount a country produces, including goods and services produced for other nations' consumption, therefore exports are added.


            	M is gross imports. Imports are subtracted since imported goods will be included in the terms G, I, or C, and must be deducted to avoid counting foreign supply as domestic.

          


          It is important to understand the meaning of each variable precisely in order to:


          
            	Read national accounts.


            	Understand either Keynesian or neoclassical macroeconomics.

          


          


          Examples of GDP component variables


          Examples of C, I, G, and NX: If you spend money to renovate your hotel so that occupancy rates increase, that is private investment, but if you buy shares in a consortium to do the same thing it is saving. The former is included when measuring GDP (in I), the latter is not. However, when the consortium conducted its own expenditure on renovation, that expenditure would be included in GDP.


          For example, if a hotel is a private home then renovation spending would be measured as Consumption, but if a government agency is converting the hotel into an office for civil servants the renovation spending would be measured as part of public sector spending (G).


          If the renovation involves the purchase of a chandelier from abroad, that spending would also be counted as an increase in imports, so that NX would fall and the total GDP is affected by the purchase. (This highlights the fact that GDP is intended to measure domestic production rather than total consumption or spending. Spending is really a convenient means of estimating production.)


          If the manufacture of a chandelier to hang in a foreign hotel the situation would be reversed, and the payment received would be counted in NX (positively, as an export). Again, GDP is attempting to measure production through the means of expenditure; if the chandelier produced had been bought domestically it would have been included in the GDP figures (in C or I) when purchased by a consumer or a business, but because it was exported it is necessary to 'correct' the amount consumed domestically to give the amount produced domestically. (As in Gross Domestic Product.)


          


          Types of GDP and GDP growth
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            	Current GDP is GDP expressed in the current prices of the period being measured


            	Nominal GDP growth is GDP growth in nominal prices (unadjusted for price changes).


            	Real GDP growth is GDP growth adjusted for price changes.

          


          Calculating the real GDP growth allows economists to determine if production increased or decreased, regardless of changes in the purchasing power of the currency.


          


          The GDP income account


          Another way of measuring GDP is to measure the total income payable in the GDP income accounts. In this situation, Gross Domestic Income (GDI) is sometimes used rather than Gross Domestic Product. This should provide the same figure as the expenditure method described above. (By definition, GDI=GDP. In practice, however, measurement errors will make the two figures slightly off when reported by national statistical agencies.)


          The formula for GDP measured using the income approach, called GDP(I), is:


          
            	GDP = Compensation of employees + Gross operating surplus + Gross mixed income + Taxes less subsidies on production and imports

          


          
            	Compensation of employees (COE) measures the total remuneration to employees for work done. It includes wages and salaries, as well as employer contributions to social security and other such programs.


            	Gross operating surplus (GOS) is the surplus due to owners of incorporated businesses. Often called profits, although only a subset of total costs are subtracted from gross output to calculate GOS.


            	Gross mixed income (GMI) is the same measure as GOS, but for unincorporated businesses. This often includes most small businesses.

          


          The sum of COE, GOS and GMI is called total factor income, and measures the value of GDP at factor (basic) prices.The difference between basic prices and final prices (those used in the expenditure calculation) is the total taxes and subsidies that the Government has levied or paid on that production. So adding taxes less subsidies on production and imports converts GDP at factor cost to GDP(I).


          Another formula can be written as this:


          
            	GDP = R + I + P + SA + W

          


          where R = rents

          I = interests

          P = profits

          SA = statistical adjustments (corporate income taxes, dividends, undistributed corporate profits)

          W = wages


          


          Measurement


          


          International standards


          The international standard for measuring GDP is contained in the book System of National Accounts (1993), which was prepared by representatives of the International Monetary Fund, European Union, Organization for Economic Co-operation and Development, United Nations and World Bank. The publication is normally referred to as SNA93 to distinguish it from the previous edition published in 1968 (called SNA68).


          SNA93 provides a set of rules and procedures for the measurement of national accounts. The standards are designed to be flexible, to allow for differences in local statistical needs and conditions.


          


          National measurement


          Within each country GDP is normally measured by a national government statistical agency, as private sector organizations normally do not have access to the information required (especially information on expenditure and production by governments).


          


          Interest rates


          Net interest expense is a transfer payment in all sectors except the financial sector. Net interest expenses in the financial sector is seen as production and value added and is added to GDP.


          


          Cross-border comparison


          The level of GDP in different countries may be compared by converting their value in national currency according to either


          
            	current currency exchange rate: GDP calculated by exchange rates prevailing on international currency markets


            	purchasing power parity exchange rate: GDP calculated by purchasing power parity (PPP) of each currency relative to a selected standard (usually the United States dollar).

          


          The relative ranking of countries may differ dramatically between the two approaches.


          
            	The current exchange rate method converts the value of goods and services using global currency exchange rates. This can offer better indications of a country's international purchasing power and relative economic strength. For instance, if 10% of GDP is being spent on buying hi-tech foreign arms, the number of weapons purchased is entirely governed by current exchange rates, since arms are a traded product bought on the international market (there is no meaningful 'local' price distinct from the international price for high technology goods).


            	The purchasing power parity method accounts for the relative effective domestic purchasing power of the average producer or consumer within an economy. This can be a better indicator of the living standards of less-developed countries because it compensates for the weakness of local currencies in world markets. (For example, India ranks 13th by GDP but 4th by PPP). The PPP method of GDP conversion is most relevant to non-traded goods and services.

          


          There is a clear pattern of the purchasing power parity method decreasing the disparity in GDP between high and low income (GDP) countries, as compared to the current exchange rate method. This finding is called the Penn effect.


          For more information see Measures of national income and output.


          


          Standard of living and GDP
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          GDP per capita is often used as an indicator of standard of living in an economy, the rationale being that all citizens would benefit from their country's increased economic production.


          The major advantages to using GDP per capita as an indicator of standard of living are that it is measured frequently, widely and consistently; frequently in that most countries provide information on GDP on a quarterly basis (which allows a user to spot trends more quickly), widely in that some measure of GDP is available for practically every country in the world (allowing crude comparisons between the standard of living in different countries), and consistently in that the technical definitions used within GDP are relatively consistent between countries, and so there can be confidence that the same thing is being measured in each country.


          The major disadvantage of using GDP as an indicator of standard of living is that it is not, strictly speaking, a measure of standard of living. GDP is intended to be a measure of particular types of economic activity within a country. Nothing about the definition of GDP suggests that it is necessarily a measure of standard of living. For instance, in an extreme example, a country which exported 100 per cent of its production and imported nothing would still have a high GDP, but a very poor standard of living.


          The argument in favour of using GDP is not that it is a good indicator of standard of living, but rather that (all other things being equal) standard of living tends to increase when GDP per capita increases. This makes GDP a proxy for standard of living, rather than a direct measure of it. GDP per capita can also be seen as a proxy of labor productivity. As the productivity of the workers increases, employers must compete for them by paying higher wages. Conversely, if productivity is low, then wages must be low or the businesses will not be able to make a profit.


          There are a number of controversies about this use of GDP.


          


          Limitations of GDP to judge the health of an economy


          GDP is widely used by economists to gauge the health of an economy, as its variations are relatively quickly identified. However, its value as an indicator for the standard of living is considered to be limited. Criticisms of how the GDP is used include:


          
            	Wealth distribution - GDP does not take disparity in incomes between the rich and poor into account. See income inequality metrics for discussion of a variety of complementary economic measures.


            	Voluntary work - GNP ignores voluntary work, such as domestic work. Free and Open Source Software (such as Linux) contribute nothing to GDP, but it was estimated that it would have cost more than a billion US dollars for a commercial company to develop. Also, if Free and Open Source Software became identical to its proprietary software counterparts, and the nation producing the propriety software stops buying proprietary software and switches to Free and Open Source Software, then the GDP of this nation would reduce, however there would be no reduction in economic production or standard of living. The work of New Zealand economist Marilyn Waring has highlighted that if a concerted attempt to factor in unpaid work were made, then it would in part, undo the injustices of unpaid (and in some cases, slave) labour, and also provide the political transparency and accountability necessary for democracy.

          


          GDP also ignores subsistence production.


          
            	
              What is being produced - GDP counts work that produces no net change or that results from repairing harm. For example, rebuilding after a natural disaster or war may produce a considerable amount of economic activity and thus boost GDP, but it would have been far better if the disaster had never occurred in the first place. The economic value of health care is another classic example  it may raise GDP if many people are sick and they are receiving expensive treatment, but it is not a desirable situation. Alternative economic measures, such as the standard of living or discretionary income per capita better measure the human utility of economic activity. See uneconomic growth.

              
                	Quality of goods - People may buy cheap, low-durability goods over and over again, or they may buy high-durability goods less often. It is possible that the monetary value of the items sold in the first case is higher than that in the second case, in which case a higher GDP is simply the result of greater inefficiency and waste. (This is not always the case; durable goods are often more difficult to produce than flimsy goods, and consumers have a financial incentive to find the cheapest long-term option. With goods that are undergoing rapid change, such as in fashion or high technology, the short lifespan may increase customer satisfaction by allowing them to have newer products.)

              

            


            	Externalities - GDP ignores externalities such as damage to the environment. GDP even views externalities as positive if work/production is required in response to the externalities.


            	Sustainability of growth - GDP does not measure the sustainability of growth. A country may achieve a temporarily high GDP by over-exploiting natural resources or by misallocating investment. For example, the large deposits of phosphates gave the people of Nauru one of the highest per capita incomes on earth, but since 1989 their standard of living has declined sharply as the supply has run out. Oil-rich states can sustain high GDPs without industrializing, but this high level would no longer be sustainable if the oil runs out. Economies experiencing an economic bubble, such as a housing bubble or stock bubble, or a low private-saving rate tend to appear to grow faster owing to higher consumption, mortgaging their futures for present growth. Economic growth at the expense of environmental degradation can end up costing dearly to clean up; GDP does not account for this.


            	Black market - Official GDP estimates may not take into account the black market, where the money spent is not registered, and the non-monetary economy, where no money comes into play at all, resulting in inaccurate or abnormally low GDP figures. For example, in countries with major business transactions occurring informally, portions of local economy are not easily registered. Bartering may be more prominent than the use of money, even extending to services (I helped you build your house ten years ago, so now you help me).

          


          
            	One main problem in estimating GDP growth over time is that the purchasing power of money varies in different proportion for different goods, so when the GDP figure is deflated over time, GDP growth can vary greatly depending on the basket of goods used and the relative proportions used to deflate the GDP figure. For example, in the past 80 years the GDP per capita of the United States if measured by purchasing power of potatoes, did not grow significantly. But if it is measured by the purchasing power of eggs, it grew several times.


            	Very often different calculations of GDP are confused among each other. For cross-border comparisons one should especially regard whether it is calculated by purchasing power parity (PPP) method or current exchange rate method. Using the latter method to compare living standards is problematic, since it does not always reflect the real wealth of the citizens, ie. how much they are able purchase locally in relation to their income (see Penn effect).


            	Cross-border comparisons of GDP can be inaccurate as they do not take into account local differences in the quality of goods, even when adjusted for purchasing power parity. This type of adjustment to an exchange rate is controversial because of the difficulties of finding comparable baskets of goods to compare purchasing power across countries. For instance, people in country A may consume the same number of locally produced apples as in country B, but apples in country A are of a more tasty variety. This difference in material well being will not show up in GDP statistics. This is especially true for goods that are not traded globally, such as housing.


            	Cross border trade within companies distorts the GDP and is done frequently to escape high taxation. Examples include the German Ebay that evades German tax by doing business in Switzerland, and American companies that have founded holdings in the Republic of Ireland to "buy" their own products for cheap from their continental factories (without shipping) and selling them for profit via Ireland - thereby reducing their taxes and increasing the GDP of the Republic of Ireland.


            	As a measure of actual sale prices, GDP does not capture the economic surplus between the price paid and subjective value received, and can therefore underestimate aggregate utility.


            	The annual growth of real GDP is adjusted by using the " GDP deflator", which tends to underestimate the objective differences in the quality of manufactured output over time. (The deflator is explicitly based on subjective experience when measuring such things as the consumer benefit received from improvements in computing power since the early 1980s). Therefore the GDP figure may underestimate the degree to which improving technology and quality-level are increasing the real standard of living.

          


          
            	GDP is often incorrectly used in (often unscientific and unrealistic) comparisons where net national worth (or national wealth) would be a more correct point of reference. For example, "person X could buy country Y, because his/her wealth is more than the GDP of that country". Net national worth is often equal to several years cumulative GDP .

          


          The limits of GDP (or GNP, a slightly different notion) can be summed up in the words of two critics. Robert Kennedy said:


          
            The gross national product includes air pollution and advertising for cigarettes and ambulances to clear our highways of carnage. It counts special locks for our doors and jails for the people who break them. GNP includes the destruction of the redwoods and the death of Lake Superior. It grows with the production of napalm, and missiles and nuclear warheads... it does not allow for the health of our families, the quality of their education, or the joy of their play. It is indifferent to the decency of our factories and the safety of our streets alike. It does not include the beauty of our poetry or the strength of our marriages, or the intelligence of our public debate or the integrity of our public officials. It measures everything, in short, except that which makes life worthwhile.

          


          The second critic, Simon Kuznets the inventor of the GDP, in his very first report to the US Congress in 1934 said:


          
            ...the welfare of a nation [can] scarcely be inferred from a measure of national income...

          


          In 1962, Kuznets stated:


          
            Distinctions must be kept in mind between quantity and quality of growth, between costs and returns, and between the short and long run. Goals for more growth should specify more growth of what and for what.

          


          


          Alternatives to GDP


          
            	Human Development Index (HDI)

          


          HDI uses GDP as a part of its calculation and then factors in indicators of life expectancy and education levels.


          
            	Genuine Progress Indicator (GPI) or Index of Sustainable Economic Welfare (ISEW)

          


          The GPI and the similar ISEW attempt to address many of the above criticisms by taking the same raw information supplied for GDP and then adjust for income distribution, add for the value of household and volunteer work, and subtract for crime and pollution.


          
            	Wealth Estimates

          


          The World Bank has developed a system for combining monetary wealth with intangible wealth (institutions and human capital) and environmental capital.


          Some people have looked beyond standard of living at a broader sense of quality of life or well-being.


          
            	European Quality of Life Survey

          


          This survey, the first wave of which was published in 2005, assessed quality of life across European countries through a series of questions on overall subjective life satisfaction, satisfaction with different aspects of life, and sets of questions used to calculate deficits of time, loving, being and having.


          
            	Gross National Happiness

          


          The Centre for Bhutanese Studies in Bhutan is currently working on a complex set of subjective and objective indicators to measure 'national happiness' in various domains (living standards, health, education, eco-system diversity and resilience, cultural vitality and diversity, time use and balance, good governance, community vitality and psychological well-being). This set of indicators would be used to assess progress towards Gross National Happiness, which they have already identified as being the nation's priority, above GDP.


          
            	Human height

          


          Scientists have posted a theory that uses human height as a reflection of how well (or badly) a country is doing in terms of diet, wealth, quality of housing, pollution, disease, and stress. They believe that a higher average height indicates a higher standard of living. The evidence for this has been outlined in the Time Magazine article "A Tall Story for Our Time," October 14, 1996.


          
            	Happy Planet Index

          


          The Happy Planet Index (HPI) is an index of human well-being and environmental impact, introduced by the New Economics Foundation (NEF), in July 2006. It measures the environmental efficiency with which human well-being is achieved within a given country or group. Human well-being is defined in terms of subjective life satisfaction and life expectancy.


          


          Lists of countries by their GDP


          
            	List of countries by GDP (nominal), ( per capita)


            	List of countries by GDP (PPP), ( per capita), ( per hour)


            	List of countries by GDP (real) growth rate, ( per capita)


            	List of countries by GDP sector composition


            	List of countries by future GDP estimates (PPP), ( per capita), ( nominal)


            	List of countries by past GDP (PPP), ( nominal)

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gross_domestic_product"
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        Group (mathematics)


        
          

          
            [image: The hours on a clock form a group under modular addition.]

            
              The hours on a clock form a group under modular addition.
            

          


          A group is one of the fundamental objects of study in the field of mathematics known as abstract algebra. The branch of algebra that studies groups is called group theory. Group theory has extensive applications in mathematics, science, and engineering. Many algebraic structures such as fields and vector spaces may be defined concisely in terms of groups, and group theory provides an important tool for studying symmetry, since the symmetries of any object form a group. Groups are thus essential abstractions in branches of physics involving symmetry principles, such as relativity, quantum mechanics, and particle physics. Furthermore, their ability to represent geometric transformations finds applications in chemistry, computer graphics, and other fields.
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          Many investigated structures in mathematics turn out to be groups. These include familiar number systems, such as: the integers, the rational numbers, the real numbers, and the complex numbers under addition, as well as the non-zero rationals, reals, and complex numbers under multiplication. Other important examples are: the group of non-singular matrices under multiplication, and the group of invertible functions under composition. Group theory allows for the properties of such structures to be investigated in a general setting.


          


          Definition


          A group (G, *) is a set G with a binary operation * that satisfies the following four axioms:


          
            	Closure: For all a, b in G, the result of a * b is also in G.


            	Associativity: For all a, b and c in G, (a * b) * c = a * (b * c).


            	Identity element: There exists an element e in G such that for all a in G, e * a = a * e = a.


            	Inverse element: For each a in G, there exists an element b in G such that a * b = b * a = e, where e is an identity element.

          


          Some texts omit the explicit requirement of closure, since the closure of the group follows from the definition of a binary operation.


          Using the identity element property, it can be shown that a group has exactly one identity element. See the proof below.


          The inverse of an element a can also be shown to be unique, and it is usually written a-1 (but see the notation below for additively written groups).


          A group (G, *) is often denoted simply G where there is no ambiguity as to what the operation is.


          


          Illustration of definition


          
            [image: The square.]

            
              The square.
            

          


          An example will explain some properties of groups. Consider a square. We are interested in the symmetries of the square. There are the following types of symmetries:


          
            	rotation about 90, 180 and 270 (clockwise). We will write these symmetries as rot90, rot180, and rot270, respectively. Note that the counter-clockwise rotations are included here, for example rotating 270 clockwise is equal to rotating 90 counter-clockwise.


            	reflection along the vertical or horizontal middle line, or along the two diagonals. Let us write the reflections as refV, refH, refD1 and refD2, respectively.


            	Finally, the identical operation id leaving everything unchanged is also a symmetry.

          


          All of them keep the shape of the square unchanged. (In the images, the vertices are colored only for making clear the operations).


          
            
              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]
            


            
              	Clockwise rotation by 90 rot90

              	Clockwise rotation by 180 rot180

              	Clockwise rotation by 270 rot270

              	Reflection along the vertical refV

              	Reflection along the horizontal refH

              	Reflection along a diagonal refD1

              	Reflection along the other diagonal refD2
            

          


          This set G of symmetries is an example for a group, the so-called dihedral group of order 8. Being a group means the following:


          
            	Two symmetries can be composed, i.e. given two symmetries a and b, we can first perform a and then b and the result will still be a symmetry. We write the result b * a (meaning "b after a"). For example, rotating by 270 and then rotating by 180 equals a rotation by 90, i.e. using the above symbols, we have

          


          
            	
              
                	rot180 * rot270 = rot90.

              

            


            	In a more formal language, G is endowed with a binary operation *, i.e. any two elements can be composed to a third element.

          


          Applied to this example group, the definition reads:


          
            	Associativity: given three elements a, b and c of G, (a * b) * c = a * (b * c).


            	Identity element: There exists an element e in G such that for all a in G, e * a = a * e = a. In the example, e is just the symmetry which leaves everything unchanged.


            	Inverse element: For each a in G, there exists an element b in G such that a * b = b * a = e, where e is an identity element. In the example, rotating a given angle clockwise and then rotating by the same angle counter-clockwise will leave the square unchanged and the same is true if we reverse the order, i.e. first counter-clockwise and then clockwise. Also, reflecting along a diagonal, say, can be inverted by applying the same reflection again. In symbols:

          


          
            	
              
                	rot270 * rot90=rot90 * rot270 = id and refD1 *refD1 = id.

              

            

          


          


          History


          Groups of permutations were already being studied in the 18th century and were applied to solve problems in the theory of equations. However, the formal notion of a group was not published until the late 19th century, and by this time groups had found applications in number theory as well as in geometry.


          


          Basic concepts in group theory


          


          Subgroups


          A subset H  G is called subgroup if the restriction of * to H is a group operation on H. In other words, it is a group using the restriction of the operation defined on G. In the example above, the rotations constitute a subgroup, since a rotation composed with a rotation is still a rotation.


          The subgroup test is a necessary and sufficient condition for a subset H of a group G to be a subgroup: it is sufficient to check that g1h  H for all g, h  H. The closure, under the group operation and inversion, of any nonempty subset of a group is a subgroup.


          If G is a finite group, then so is H. Further, the order of H divides the order of G ( Lagrange's Theorem).


          The powers of any element a and their inverses (that is, a0 = e, a, a2, a3, a4, , a1, a2, a3, a4, ) always form a subgroup of the larger group. It is said that a generates that subgroup.


          A subgroup H always defines a set of left and right cosets. Given an arbitrary element g in G, the left coset of H containing g is


          
            	[image: gH=\{gh:h\in H\}]

          


          and the right coset of H containing g is


          
            	[image: Hg=\{hg:h\in H\}.]

          


          The set of left cosets of H forms a partition of the elements of G; that is, two left cosets are either equal or have an empty intersection. The same holds true of the right cosets of H. In general, the left cosets of H are not necessarily equal to the right cosets of H. If it is the case that for all g in G, gH=Hg, then H is said to be a normal subgroup.


          


          Quotient groups


          If N is a normal subgroup of G, its set of left cosets and right cosets are the same and one may speak simply of the set of cosets of N. In this case, the set of cosets of N may be equipped with an operation (sometimes called coset multiplication, or coset addition) to form a new group, called the quotient group G/N. The operation between the cosets behaves in the nicest way possible: (Ng)(Nh)=N(gh) for all g and h in G. Note that the coset N itself serves as the identity in this group, and the inverse of Ng in the quotient group is (Ng)  1=N(g  1).


          


          Simple groups


          If a group G is not the trivial group and its only normal subgroups are the trivial group and the group itself, it is called a simple group. With the notion of quotient groups, it can be phrased equivalently as: A group with only the trivial group and the group itself as quotient groups is simple.


          


          Group homomorphisms


          If G and H are two groups, a group homomorphism f is a mapping f: G  H that preserves the structure of the groups in question. The structure of groups being determined by the group operation, this means the following: if g and k are any two elements in G, then


          
            	f(gk)=f(g)f(k).

          


          This requirement ensures that f(1G)=1H, and also f(g)1=f(g1) for all g in G.


          Two groups G and H are called isomorphic if there exists a group homomorphism f between G and H which is both surjective (onto) and injective (one-to-one).


          The kernel of a homomorphism f is denoted ker f and is the set of elements in G which are mapped to the identity in H. That is, ker f={g in G: f(g)=1H}. The kernel of a homomorphism is always a normal subgroup. The First Isomorphism Theorem states that the image of a group homomorphism, f(G) is isomorphic to the quotient group G/ker f. A useful fact concerning homomorphisms is that they are injective if and only if their kernel is trivial (i.e. ker f={1G}).


          


          Abelian groups


          A group G is said to be abelian, or commutative, if the operation satisfies the commutative law. That is, for all a and b in G, a * b = b * a. If not, the group is called non-abelian or non-commutative. The name "abelian" comes from the Norwegian mathematician Niels Abel. The above example of symmetries of the square is non-abelian, because


          
            	rot90*refV=refD2refD1=refV*rot90

          


          The centre of a group is a subgroup consisting of the elements which commute with every other element in the group. In a commutative group the center is the whole group; at the other extreme there are groups whose centre is trivial, i.e. it consists only of the identity element.


          


          Cyclic groups


          A cyclic group is a group whose elements may be generated by successive composition of the group operation being applied to a single element of that group. An element with this property is called a generator or a primitive element of the group. Cyclic groups are abelian.


          A multiplicative cyclic group in which G is the group, and a is a generator:


          
            	[image: G = \{ a^n \mid n \in \Z \} ]

          


          An additive cyclic group, with generator a:


          
            	[image: G' = \{ n \cdot a \mid n \in \Z \}]

          


          If successive composition of the operation defining the group is applied to a non-primitive element of the group, a cyclic subgroup is generated. According to Lagrange's theorem, the order of the cyclic subgroup divides the order of the group. Thus, if the order of a finite group is prime, all of its elements, except the identity, are primitive elements of the group.


          


          Order of groups and elements


          The order of a group G, usually denoted by |G| or occasionally by o(G), is the number of elements in the set G. If the order is not finite, then the group is an infinite group, denoted |G|=.


          The order of an element a in a group G is the least positive integer n such that an=e, where an represents [image: \underbrace{a * \cdots * a}_n], i.e. application of the operation * to n copies of the value a. (If * represents multiplication, then an corresponds to the nth power of a.) If no such n exists, then the order of a is said to be infinity. The order of an element is the same as the order of the cyclic subgroup generated by this element.


          The order of the above sample group is eight, the order of rot90 is four, because rotating 4 times by 90 is not changing anything. The order of the reflection elements refV etc. is two.


          


          Notations and remarks


          


          Group operation


          Groups can use different notation depending on the context and the group operation.


          
            	Additive groups use + to denote addition, and the minus sign  to denote inverses. For example, a + (a) = 0 in Z.


            	Multiplicative groups use *, [image: \cdot], or the more general 'composition' symbol [image: \circ] to denote multiplication, and the superscript 1 to denote inverses. For example, a*a1 = 1. It is very common to drop the * and just write aa1 instead.


            	Function groups use  to denote function composition, and the superscript 1 to denote inverses. For example, g  g1 = e. It is very common to drop the  and just write gg1 instead.

          


          Omitting a symbol for an operation is generally acceptable, and leaves it to the reader to know the context and the group operation.


          When defining groups, it is standard notation to use parentheses in defining the group and its operation. For example, (H, +) denotes the group formed by the set H with addition as group operation. For groups like (Zn, +) and (Fq*, *), the multiplicative group of nonzero elements in the finite field Fq, it is common to drop the parentheses and the operation (since only one operation makes these set into a group), as Zn and Fq*. It is also correct to refer to a group by its set identifier, e.g. H or [image: \Z], or to define the group in set-builder notation, provided it is clear which group operation is intended.


          


          Identity element


          Using the identity element property, it can be shown that a group has exactly one identity element. Therefore one usually speaks of the identity: suppose both e and f are identity elements. Then, because f is a (right) identity element e*f = e, and because e is a (left) identity element e*f = f, whence e = f.


          The identity element e is sometimes known as the "neutral element," and is sometimes denoted by some other symbol, depending on the group:


          
            	In multiplicative groups, the identity element can be denoted by 1.


            	In invertible matrix groups, the identity element is usually denoted by I or Id.


            	In additive groups, the identity element may be denoted by 0.


            	In function groups, the identity element is usually denoted by f0.

          


          If S is a subset of G and x an element of G, then, in multiplicative notation, xS is the set of all products {xs: s in S}; similarly the notation Sx = {sx: s in S}; and for two subsets S and T of G, we write ST for {st: s in S, t in T}. In additive notation, we write x+S, S+x, and S+T for the respective sets (see cosets).


          


          Inverse


          The inverse of an element a can also be shown to be unique, and it is usually written a1 or a, depending on the context. Suppose given an inverse l and another inverse r. Then


          
            	l=l * e = l * (a * r) = (l * a) * r = e * r = r.

          


          Moreover, if in a group we know only that b*a=e, then this suffices to conclude that b is the inverse element of a (since a two-sided inverse of a is guaranteed to exist, and then b must be equal to it). Similarly a*b=e suffices for the same conclusion.


          (However, a set with a binary operation can have many left identity elements or many right identity elements, provided it has none of the opposite kind: take for instance on any set the operation defined by a*b=b, then any element is a left identity element, but none is a right identity element. Similarly in a monoid an element can have multiple left inverse elements, provided it has no right inverse elements (and vice versa): the set of all maps from an infinite set X to itself is a monoid under function composition, in which every injective map has a left inverse, and every surjective map has a right inverse, but neither of these inverses is unique in general. Yet if all elements in a monoid have a left inverse, the monoid can be shown to be a group.)


          


          Associativity


          For a sequence of multiple factors in a given order, one can form a product in many different ways by inserting parentheses; however, by several applications of the associativity property, any two of these can be shown to be equal. For this reason the expression


          
            	a1 * a2 *  * an

          


          is unambiguous and parentheses are usually omitted in such expressions. As a consequence it is hardly ever necessary to explicitly invoke the associativity property.


          


          Variants of the definition


          Some definitions of a group use seemingly weaker conditions for identity and inverse elements. Instead of requiring a two-sided identity element, one may separately require the existence of a left and right identity element, and similarly one may separately require the existence of a left and right inverse elements: in both cases the left and right elements can be shown to be the same (and each is unique).


          


          Examples of groups


          


          The integers under addition


          The probably most familiar group is the group of integers under addition. One can think of the axioms of a group being modelled on the properties of the integers Z = {..., 4, 3, 2, 1, 0, 1, 2, 3, 4, ...}, together with the group operation "+", which denotes, as usual, the addition. The axioms to be checked are:


          
            	Closure: If a and b are integers then a + b is an integer.


            	Associativity: If a, b, and c are integers, then (a + b) + c = a + (b + c).


            	Identity element: 0 is an integer and for any integer a, 0 + a = a + 0 = a.


            	Inverse elements: If a is an integer, then the integer a satisfies the inverse rules: a + (a) = (a) + a = 0.

          


          This group is also abelian because a + b = b + a.


          If we extend this example further by considering the integers with both addition and multiplication, it forms a more complicated algebraic structure called a ring. (But, note that the integers with multiplications are not a group.)


          


          Some multiplicative groups


          The term multiplicative group refers to groups whose operation stems from multiplication in a certain sense (depending on the context).


          


          The integers under multiplication


          To begin with, we give a counterexample: the integers with the operation of multiplication, denoted by "". According to general notation, this is denoted (Z,). It satisfies the closure, associativity and identity axioms, but fails to have inverses: it is not true that whenever a is an integer, there is an integer b such that ab = ba = 1. For example, a = 2 is an integer, but the only solution to the equation ab = 1 in this case is b = 1/2. We cannot choose b = 1/2 because 1/2 is not an integer. Since not every element of (Z,) has an (multiplicative) inverse, (Z,) is not a group. It is, however, a commutative monoid, which is a similar structure to a group but does not require inverse elements.


          


          The nonzero rational numbers


          The natural step to remedy this is considering the set of rational numbers Q, the set of all fractions of integers a/b, where a and b are integers and b is nonzero, and the multiplication operation, again denoted by "". Since the rational number 0 does not have a multiplicative inverse, (Q,), like (Z,), is not a group.


          However, if we instead use the set of all nonzero rational numbers Q \ {0}, then (Q \ {0},) does form an abelian group. Indeed, closure, associativity and identity element axioms are easy to check and follow from the properties of integers (we don't lose closure by removing zero, because the product of two nonzero rationals is never zero). Finally, the inverse of a/b is b/a, therefore the axiom of the inverse element is satisfied.


          Just as the integers form a ring, the rational numbers form the algebraic structure of a field, allowing the operations of addition, subtraction, multiplication and division.


          


          Cyclic multiplicative groups


          In (Q,), there are the cyclic subgroups


          
            	G = {an, n  Z}  Q

          


          where an is the n-th exponentiations of the primitive element a of that group. For example, if a is 2 then


          
            	[image: G = \{ .., 2^{-2}, 2^{-1}, 2^0, 2^1, 2^2, 2^3, .. \} = \{ .., 0.25, 0.5, 1, 2, 4, 8, .. \}.\,]

          


          This group is an example of a free abelian group of rank one: the rank is one, because G is generated by one element (a or equivalently a1) and the freeness refers to the fact that no relations between the powers of this generator occur. Therefore, G, is isomorphic to the group of integers (under addition) introduced above.


          Consindering the group


          
            	{an, n  Z/mZ},

          


          the modulus m binds the group into a finite set with a non-fractional set of elements, since the inverse (and x  2 , etc.) would be within the set.


          


          The nonzero integers modulo a prime


          The nonzero classes of integers modulo p, a prime number, form a group under multiplication. The product of two integers neither of which is divisible by p is not divisible by p either (because p is prime), which shows that the indicated set of classes is closed under multiplication. Associativity is clear, and the class of 1 is the identity for multiplication, so it remains to prove is that each element has an inverse: given an integer a not divisible by p, one has to find an integer b such that


          
            	[image: a \cdot b \equiv 1 \pmod p].

          


          This can be shown by using the Euclid algorithm, for example. Actually, this example is similar to (Q\{0}, ) above, because it turns out to be the group of nonzero elements in the finite field Fp. However, it is distinctly different from the second multiplicative cyclic group mentioned above.


          


          Finite groups


          If the number of elements of a group G is finite, then G itself is called a finite group. The above dihedral group of order 8 is an example. Two important classes are the following:


          
            	the cyclic (abelian) groups Z/nZ treated above. Any abelian finite group is a finite direct sum of groups of this kind, this is part of the fundamental theorem of finitely generated abelian groups.


            	the symmetric group SN: it is the group of permutations of N letters. For example, the symmetric group on 3 letters S3 is the group consisting of all possible swaps of the three letters ABC, i.e. contains the elements ABC, ACB, ..., up to CBA, in total 6 (or 3 factorial) elements. Parallel to the group of symmetries of the square above, S3 can also be interpreted as the group of symmetries of an equilateral triangle.

          


          Cayley's theorem states that any finite (not necessarily abelian) group can be expressed as a subgroup of a symmetric group SN.


          


          Elementary group theory


          Elementary group theory is concerned with basic facts that hold for all individual groups. For example:


          
            	You can perform division in groups; that is, given elements a and b of the group G, there is exactly one solution x in G to the equation x*a=b and exactly one solution y in G to the equation a*y=b. In fact, right respectively left multiplication of the equation by a-1 gives the solution x=b*a-1 respectively y=a-1*b.

          


          
            	(Socks and shoes) The inverse of a product is the product of the inverses in the opposite order: (a * b)1 = b1 * a1.

          


          
            	Proof: We will demonstrate that (a*b)*(b-1*a-1)=e, which as mentioned above suffices to prove that b-1*a-1 is the inverse of a*b.

          


          
            	
              
                	
                  
                    	
                      
                        
                          	(a * b) * (b  1 * a  1)

                          	=

                          	(a * (b * b  1)) * a  1
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          Constructing new groups from given ones


          Besides subgroups and quotient groups are two basic ways of constructing new groups from given ones. Other manipulation techniques include:


          
            	Direct product: If (G,*) and (H,) are groups, then the set GH together with the operation (g1,h1)(g2,h2) = (g1*g2,h1h2) is a group. The direct product can also be defined with any number of terms, finite or infinite, by using the Cartesian product and defining the operation coordinate-wise.


            	
              Semidirect product: If N and H are groups and : H  Aut(N) is a group homomorphism, then the semidirect product of N and H with respect to  is the group (N  H, *), with * defined as

              
                	(n1, h1) * (n2, h2) = (n1 (h1) (n2), h1 h2)

              

            


            	Direct external sum: The direct external sum of a family of groups is the subgroup of the product constituted by elements that have a finite number of non-identity coordinates. If the family is finite the direct sum and the product are equivalent.

          


          


          Generalizations


          
            
              	Group-like structures
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              	Magma
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              	Yes

              	Yes

              	Yes
            


            
              	Category

              	No

              	Yes

              	Yes

              	No
            

          


          In abstract algebra, more general structures arise by relaxing some of the axioms defining a group.


          
            	Eliminating the requirement that every element have an inverse, then the resulting algebraic structure is called a monoid.


            	A monoid without an identity is called a semigroup.


            	Alternatively, relaxing the requirement that the operation be associative while still requiring the possibility of division, the resulting algebraic structure is a loop.


            	A loop without an identity is called a quasigroup.


            	Finally, dropping all axioms for the binary relation, the resulting algebraic structure is called a magma.

          


          Groupoids, which are similar to groups except that the composition a * b need not be defined for all a and b, arise in the study of more involved kinds of symmetries, often in topological and analytical structures. Groupoids, in turn, are special sorts of categories.


          Supergroups and Hopf algebras are other generalizations, and so are heaps.


          Abelian groups form the prototype for the concept of an abelian category, which has applications to vector spaces and beyond.


          Formal group laws are certain formal power series which have properties much like a group operation.


          In differential geometry, algebraic geometry, and topology, the group concept specializes to include groups with additional structure. Lie groups, algebraic groups and topological groups are examples of group objects: group-like structures sitting in a category other than the ordinary category of sets.
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        Group theory


        
          

          In abstract algebra, group theory studies the algebraic structures known as groups. A group is a set G (the underlying set) closed under a binary operation satisfying three axioms:


          
            	The operation is associative.


            	The operation has an identity element.


            	Every element has an inverse element.

          


          (Read on for more precise definitions.)


          Groups are building blocks of more elaborate algebraic structures such as rings, fields, and vector spaces, and recur throughout mathematics. Group theory has many applications in physics and chemistry, and is potentially applicable in any situation characterized by symmetry.


          The order of a group is the cardinality of G; groups can be of finite or infinite order. The classification of finite simple groups is a major mathematical achievement of the 20th century.


          


          Group theory concepts


          


          For non-mathematicians


          A group consists of a collection of abstract objects or symbols, and a rule for combining them. The combination rule indicates how these objects are to be manipulated. Hence groups are a way of doing mathematics with symbols instead of concrete numbers.


          More precisely, one may speak of a group whenever a set, together with an operation that always combines two elements of this set, for example, a x b, always fulfills the following requirements:


          
            	The combination of two elements of the set yields an element of the same set ( closure);


            	The bracketing is unimportant (associativity): a  (b  c) = (a  b)  c;


            	There is an element that does not cause anything to happen ( identity element): a  1 = 1  a = a;


            	Each element a has a "mirror image" ( inverse element) 1/a that has the property to yield the identity element when combined with a: a  1/a = 1/a  a = 1

          


          Special case: If the order of the operands does not affect the result, that is if a  b = b  a holds (commutativity), then we speak of an abelian group.


          Some simple numeric examples of abelian groups are:


          
            	Integers [image: \Z] with the addition operation "+" as binary operation and zero as identity element


            	Rational numbers [image: \Bbb Q] without zero with multiplication "x" as binary operation and the number one as identity element. Zero has to be excluded because it does not have an inverse element. ("1/0" is undefined.)

          


          This definition of groups is deliberately very general. It allows one to treat as groups not only sets of numbers with corresponding operations, but also other abstract objects and symbols that fulfill the required properties, such as polygons with their rotations and reflections in dihedral groups.


          James Newman summarized group theory as follows:


          
            
              	

              	The theory of groups is a branch of mathematics in which one does something to something and then compares the results with the result of doing the same thing to something else, or something else to the same thing.

              	
            

          


          


          Definition of a group


          A group (G, *) is a set G closed under a binary operation * satisfying the following 3 axioms:


          
            	Associativity: For all a, b and c in G, (a * b) * c = a * (b * c).


            	Identity element: There exists an eG such that for all a in G, e * a = a * e = a.


            	Inverse element: For each a in G, there is an element b in G such that a * b = b * a = e, where e is the identity element.

          


          In the terminology of universal algebra, a group is a variety, and a [image: \langle G,*\rangle] algebra of type [image: \langle 2,0\rangle].


          


          Subgroups


          A set H is a subgroup of a group G if it is a subset of G and is a group using the operation defined on G. In other words, H is a subgroup of (G, *) if the restriction of * to H is a group operation on H.


          A subgroup H is a normal subgroup of G if for all h in H and g in G, ghg-1 is also in H. An alternative (but equivalent) definition is that a subgroup is normal if its left and right cosets coincide. Normal subgroups play a distinguished role by virtue of the fact that the collection of cosets of a normal subgroup N in a group G naturally inherits a group structure, enabling the formation of the quotient group, usually denoted G/N (also sometimes called a factor group).


          


          Operations involving groups


          A homomorphism is a map between two groups that preserves the structure imposed by the operator. If the map is bijective, then it is an isomorphism. An isomorphism from a group to itself is an automorphism. The set of all automorphisms of a group is a group called the automorphism group. The kernel of a homomorphism is a normal subgroup of the group.


          A group action is a map involving a group and a set, where each element in the group defines a bijective map on a set. Group actions are used to prove the Sylow theorems and to prove that the centre of a p-group is nontrivial.


          


          Special types of groups


          A group is:


          
            	Abelian (or commutative) if its product commutes (that is, for all a, b in G, a * b = b * a). A non-abelian group is a group that is not abelian. The term "abelian" honours the mathematician Niels Abel.

          


          
            	Cyclic if it is generated by a single element.

          


          
            	Simple if it has no nontrivial normal subgroups.

          


          
            	Solvable (or soluble) if it has a normal series whose quotient groups are all abelian. The fact that S5, the symmetric group in 5 elements, is not solvable is used to prove that some quintic polynomials cannot be solved by radicals.

          


          
            	Free if there exists a subset of G, H, such that all elements of G can be written uniquely as products (or strings) of elements of H. Every group is the homomorphic image of some free group.

          


          


          Some useful theorems


          Some basic results in elementary group theory:


          
            	Lagrange's theorem: if G is a finite group and H is a subgroup of G, then the order (that is, the number of elements) of H divides the order of G.


            	Cayley's Theorem: every group G is isomorphic to a subgroup of the symmetric group on G.


            	Sylow theorems: if pn (and p prime) is the greatest power of p dividing the order of a finite group G, then there exists a subgroup of order pn. This is perhaps the most useful basic result on finite groups.


            	The Butterfly lemma is a technical result on the lattice of subgroups of a group.


            	The Fundamental theorem on homomorphisms relates the structure of two objects between which a homomorphism is given, and of the kernel and image of the homomorphism.


            	Jordan-Hlder theorem: any two composition series of a given group are equivalent.


            	Krull-Schmidt theorem: a group G satisfying certain finiteness conditions for chains of its subgroups, can be uniquely written as a finite direct product of indecomposable subgroups.


            	Burnside's lemma: the number of orbits of a group action on a set equals the average number of points fixed by each element of the group.

          


          


          Connection of groups and symmetry


          Given a structured object of any sort, a symmetry is a mapping of the object onto itself which preserves the structure. For example rotations of a sphere are symmetries of the sphere. If the object is a set with no additional structure, a symmetry is a bijective map from the set to itself. If the object is a set of points in the plane with its metric structure, a symmetry is a bijection of the set to itself which preserves the distance between each pair of points (an isometry).


          The axioms of a group formalize the essential aspects of symmetry.


          
            	Closure of the group law - This says if you take a symmetry of an object, and then apply another symmetry, the result will still be a symmetry.


            	The existence of an identity - This says that keeping the object fixed is always a symmetry of an object.


            	The existence of inverses - This says every symmetry can be undone.


            	Associativity - Since symmetries are functions on a space, and composition of functions are associative, this axiom is needed to make a formal group behave like functions.

          


          Frucht's theorem says that every group is the symmetry group of some graph. So every abstract group is actually the symmetries of some explicit object.


          


          Applications of group theory


          Some important applications of group theory include:


          
            	Groups are often used to capture the internal symmetry of other structures. An internal symmetry of a structure is usually associated with an invariant property; the set of transformations that preserve this invariant property, together with the operation of composition of transformations, form a group called a symmetry group. Also see automorphism group.

          


          
            	Galois theory, which is the historical origin of the group concept, uses groups to describe the symmetries of the roots of a polynomial (or more precisely the automorphisms of the algebras generated by these roots). The solvable groups are so-named because of their prominent role in this theory. Galois theory was originally used to prove that polynomials of the fifth degree and higher cannot, in general, be solved in closed form by radicals, the way polynomials of lower degree can.

          


          
            	Abelian groups, which add the commutative property a * b = b * a, underlie several other structures in abstract algebra, such as rings, fields, and modules.

          


          
            	In algebraic topology, groups are used to describe invariants of topological spaces. They are called "invariants" because they are defined in such a way that they do not change if the space is subjected to some deformation. Examples include the fundamental group, homology groups and cohomology groups. The name of the torsion subgroup of an infinite group shows the legacy of topology in group theory.

          


          
            	The concept of the Lie group (named after mathematician Sophus Lie) is important in the study of differential equations and manifolds; they describe the symmetries of continuous geometric and analytical structures. Analysis on these and other groups is called harmonic analysis.

          


          
            	In combinatorics, the notion of permutation group and the concept of group action are often used to simplify the counting of a set of objects; see in particular Burnside's lemma.

          


          
            	An understanding of group theory is also important in physics and chemistry and material science. In physics, groups are important because they describe the symmetries which the laws of physics seem to obey. Physicists are very interested in group representations, especially of Lie groups, since these representations often point the way to the "possible" physical theories. Examples of the use of groups in physics include: Standard Model, Gauge theory, Lorentz group, Poincar group

          


          
            	In chemistry, groups are used to classify crystal structures, regular polyhedra, and the symmetries of molecules. The assigned point groups can then be used to determine physical properties (such as polarity and chirality), spectroscopic properties (particularly useful for Raman spectroscopy and Infrared spectroscopy), and to construct molecular orbitals.

          


          
            	Group theory is used extensively in public-key cryptography. In Elliptic-Curve Cryptography, very large groups of prime order are constructed by defining elliptic curves over finite fields.

          


          


          History


          There are three historical roots of group theory: the theory of algebraic equations, number theory and geometry. Euler, Gauss, Lagrange, Abel and French mathematician Galois were early researchers in the field of group theory. Galois is honored as the first mathematician linking group theory and field theory, with the theory that is now called Galois theory.


          An early source occurs in the problem of forming an mth-degree equation having as its roots m of the roots of a given nth-degree equation (m < n). For simple cases the problem goes back to Hudde (1659). Saunderson (1740) noted that the determination of the quadratic factors of a biquadratic expression necessarily leads to a sextic equation, and Le Sur (1748) and Waring (1762 to 1782) still further elaborated the idea.


          A common foundation for the theory of equations on the basis of the group of permutations was found by mathematician Lagrange (1770, 1771), and on this was built the theory of substitutions. He discovered that the roots of all resolvents (rsolvantes, rduites) which he examined are rational functions of the roots of the respective equations. To study the properties of these functions he invented a Calcul des Combinaisons. The contemporary work of Vandermonde (1770) also foreshadowed the coming theory.


          Ruffini (1799) attempted a proof of the impossibility of solving the quintic and higher equations. Ruffini distinguished what are now called intransitive and transitive, and imprimitive and primitive groups, and (1801) uses the group of an equation under the name l'assieme delle permutazioni. He also published a letter from Abbati to himself, in which the group idea is prominent.


          Galois found that if [image: r_1, r_2, \ldots, r_n] are the n roots of an equation, there is always a group of permutations of the r's such that (1) every function of the roots invariable by the substitutions of the group is rationally known, and (2), conversely, every rationally determinable function of the roots is invariant under the substitutions of the group. Galois also contributed to the theory of modular equations and to that of elliptic functions. His first publication on group theory was made at the age of eighteen (1829), but his contributions attracted little attention until the publication of his collected papers in 1846 (Liouville, Vol. XI).


          Arthur Cayley and Augustin Louis Cauchy were among the first to appreciate the importance of the theory, and to the latter especially are due a number of important theorems. The subject was popularised by Serret, who devoted section IV of his algebra to the theory; by Camille Jordan, whose Trait des Substitutions is a classic; and to Eugen Netto (1882), whose Theory of Substitutions and its Applications to Algebra was translated into English by Cole (1892). Other group theorists of the nineteenth century were Bertrand, Charles Hermite, Frobenius, Leopold Kronecker, and Emile Mathieu.


          Walther von Dyck was the first (in 1882) to define a group in the full abstract sense of this entry.


          The study of what are now called Lie groups, and their discrete subgroups, as transformation groups, started systematically in 1884 with Sophus Lie; followed by work of Killing, Study, Schur, Maurer, and Cartan. The discontinuous ( discrete group) theory was built up by Felix Klein, Lie, Poincar, and Charles mile Picard, in connection in particular with modular forms and monodromy.


          The classification of finite simple groups is a vast body of work from the mid 20th century, classifying all the finite simple groups.


          Other important contributors to group theory include Emil Artin, Emmy Noether, Sylow, and many others.


          Alfred Tarski proved elementary group theory undecidable.


          


          Miscellany


          An application of group theory is musical set theory.


          In philosophy, Ernst Cassirer related group theory to the theory of perception of Gestalt Psychology. He took the Perceptual Constancy of that psychology as analogous to the invariants of group theory.
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                  24thPresident of the United States
                

              
            


            
              	Inoffice

              March 4, 1893 March 4, 1897
            


            
              	VicePresident

              	Adlai E. Stevenson (18931897)
            


            
              	Precededby

              	Benjamin Harrison
            


            
              	Succeededby

              	William McKinley
            


            
              	
                


                
                  22ndPresident of the United States
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              March 4, 1885 March 4, 1889
            


            
              	VicePresident

              	Thomas A. Hendricks (1885, died in office),

              None (18851889)
            


            
              	Precededby

              	Chester A. Arthur
            


            
              	Succeededby

              	Benjamin Harrison
            


            
              	
                


                
                  28th Governor of New York
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              January 1, 1883 January 6, 1885
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              	David B. Hill
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              	Alonzo B. Cornell
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              	March 18, 1837(1837-03-18)

              Caldwell, New Jersey
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              	June 24, 1908 (aged71)

              Princeton, New Jersey
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              	Democratic
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              	Frances Folsom Cleveland
            


            
              	Occupation

              	Lawyer
            


            
              	Religion

              	Presbyterian
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          Stephen Grover Cleveland ( March 18, 1837  June 24, 1908) was both the twenty-second and twenty-fourth President of the United States. Cleveland is the only President to serve two non-consecutive terms (18851889 and 18931897). He was the winner of the popular vote for President three timesin 1884, 1888, and 1892and was the only Democrat elected to the Presidency in the era of Republican political domination that lasted from 1860 to 1912. Cleveland's admirers praise him for his honesty, independence, integrity, and commitment to the principles of classical liberalism. As a leader of the Bourbon Democrats, he opposed imperialism, taxes, subsidies and inflationary policies, but as a reformer he also worked against corruption, patronage, and bossism.


          Some of Cleveland's actions caused controversy even within his own party. His intervention in the Pullman Strike of 1894 in order to keep the railroads moving angered labor unions, and his support of the gold standard and opposition to free silver alienated the agrarian wing of the Democrats. Furthermore, critics complained that he had little imagination and seemed overwhelmed by the nation's economic disasters depressions and strikesin his second term. Even so, his reputation for honesty and good character survived the troubles of his second term. In the words of his biographer, Allan Nevins, "in Grover Cleveland the greatness lies in typical rather than unusual qualities. He had no endowments that thousands of men do not have. He possessed honesty, courage, firmness, independence, and common sense. But he possessed them to a degree other men do not."


          


          Family and early life


          


          Childhood and family history
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          Stephen Grover Cleveland was born on March 18, 1837 in Caldwell, New Jersey to Richard Falley Cleveland and his wife, Ann Neal. Cleveland's father was a Presbyterian minister, originally from Connecticut. His mother was from Baltimore, the daughter of a bookseller. On his father's side, Cleveland was descended from English ancestors, the first Cleveland having emigrated to Massachusetts from northeastern England in 1635. On his mother's side, Cleveland was descended from Anglo-Irish Protestants and German Quakers from Philadelphia. He was distantly related to the General Moses Cleaveland after whom the city of Cleveland, Ohio, was named.


          Cleveland was the fifth of nine children born to Richard and Ann Cleveland, five sons and four daughters. He was named Stephen Grover in honour of the first pastor of the First Presbyterian Church of Caldwell, where his father was pastor at the time, but never used the name Stephen in his adult life. In 1841, the Cleveland family moved to Fayetteville, New York, where Cleveland spent much of his childhood. Neighbors would later describe Cleveland as "full of fun and inclined to play pranks", and fond of outdoor sports. In 1850, Cleveland's father took a job in Clinton, New York, and the family relocated there. They moved again in 1853 to Holland Patent, New York, near Utica. Not long after the family arrived in Holland Patent, Cleveland's father died.


          


          Education and moving west


          Cleveland's education began in grammar school at the Fayetteville Academy. When the family moved to Clinton, Cleveland was enrolled at the Clinton Liberal Academy. After his father died in 1853, Cleveland left school and helped to support his family. Later that year, Cleveland's brother William was hired as a teacher at the New York Institute for the Blind in New York City, and William obtained a place for Cleveland as an assistant teacher. After teaching for a year, Cleveland returned home to Holland Patent at the end of 1854.


          Back in Holland Patent, the seventeen-year-old Cleveland looked for work unsuccessfully. An elder in his church offered to pay for his college education if he would promise to become a minister, but Cleveland declined. Instead, the following spring Cleveland decided to make his way west to the city of Cleveland, Ohio. He stopped first in Buffalo, where his uncle, Lewis W. Allen, lived. Allen dissuaded Cleveland from continuing west, and offered him a job arranging his herdbooks. Allen was an important man in Buffalo, and he introduced his nephew to influential men there, including the partners in the law firm of Rogers, Bowen, and Rogers. Cleveland later took a clerkship with the firm, and was admitted to the bar in 1859.


          


          Early career and the Civil War
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          After becoming a lawyer, Cleveland worked for the Rogers firm for three years, leaving in 1862 to start his own practice. In January 1863, he accepted an appointment as an assistant district attorney of Erie County. With the American Civil War raging, Congress passed the Conscription Act of 1863, requiring able-bodied men to serve in the army if called upon, or else to hire a substitute. Cleveland chose the latter course, paying George Benninsky, a thirty-two year-old Polish immigrant, $150 to serve in his place. As a lawyer, Cleveland became known for his single-minded concentration and dedication to hard work. In 1866, he defended some of the participants in the Fenian raid of that year, doing so successfully and free of charge. In 1868, Cleveland attracted some attention within his profession for his successful defense of a libel suit against the editor of the Commercial Advertiser, a Buffalo newspaper. During this time, Cleveland lived simply in a boarding house; although his income grew sufficient to support a more lavish lifestyle, Cleveland continued to support his mother and younger sisters. While his personal quarters were austere, Cleveland did enjoy an active social life and enjoyed "the easy-going sociability of hotel-lobbies and saloons." 


          Political career in New York


          


          Sheriff of Erie County


          From his earliest involvement in politics, Cleveland had aligned himself with the Democratic Party. In 1865, he ran for District Attorney, losing narrowly to his friend and roommate, Lyman K. Bass, the Republican nominee. Cleveland then stayed out of politics for a few years, but in 1870, with the help of his friend, Oscar Folsom, he secured the Democratic nomination for sheriff of Erie County. At the age of thirty-three, Cleveland found himself elected sheriff by a 303-vote margin, taking office on January 1, 1871. While this new career took him away from the practice of law, it was rewarding in other ways: the fees were said to yield up to $40,000 over the two-year term. The most well-known incident of his term involved the execution of a murderer, Patrick Morrisey, on September 6, 1872. Cleveland, as sheriff, was responsible for either personally carrying out the execution, or paying a deputy $10 to perform the task. Cleveland had qualms about the hanging, but opted to carry out the duty himself. He hanged another murderer, John Gaffney, on 14 February 1873.


          After his term as sheriff ended, Cleveland returned to private practice, opening a law firm with his friends Lyman K. Bass and Wilson S. Bissell. Bass did not spend much time at the firm, being elected to Congress in 1873, but Cleveland and Bissell soon found themselves at the top of Buffalo's legal community. Up to that point, Cleveland's political career had been honorable but unremarkable. As his biographer Allan Nevins wrote "probably no man in the country, on March 4, 1881, had less thought than this limited, simple, sturdy attorney of Buffalo that four years later he would be standing in Washington and taking the oath as President of the United States."


          


          Mayor of Buffalo


          In the 1870s, the government of Buffalo had grown increasingly corrupt, with Democratic and Republican political machines cooperating to share the spoils. When, in 1881, the Republicans nominated a slate of particularly disreputable machine politicians, the Democrats saw the opportunity to gain the votes of disaffected Republicans by nominating a more honest candidate. The party leaders approached Cleveland and he agreed to run for mayor, provided that the rest of the ticket was to his liking. When the more notorious politicians were left off the Democratic ticket, Cleveland accepted the nomination. Cleveland was elected mayor with 15,120 votes, as against 11,528 for Milton C. Beebe, his opponent. He took office January 2, 1882.


          Cleveland's term as mayor was spent fighting the entrenched interests of the party machines. Among the acts that established his reputation was a veto of the street-cleaning bill passed by the Common Council. The street-cleaning contract was open for bids, and the Council selected the highest bidder, rather than the lowest, because of the political connections of the bidder. While this sort of bi-partisan graft had previously been tolerated in Buffalo, Mayor Cleveland would have none of it, and replied with a stinging veto message: "I regard it as the culmination of a most bare-faced, impudent, and shameless scheme to betray the interests of the people, and to worse than squander the public money". The Council reversed themselves and awarded the contract to the lowest bidder. For this, and several other acts to safeguard the public funds, Cleveland's reputation as an honest politician began to spread beyond Erie County.


          


          Governor of New York
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          As his reputation grew, state Democratic party officials began to consider Cleveland a possible nominee for governor. Daniel Manning, a party insider who admired Cleveland's record, promoted his candidacy. With a split in the state Republican party, 1882 looked to be a Democratic year and there were several contenders for that party's nomination. The two leading Democratic candidates were Roswell P. Flower and Henry W. Slocum, but their factions deadlocked and the convention could not agree on a nominee. Cleveland, in third place on the first ballot, picked up support in subsequent votes and emerged as the compromise choice. The Republican party remained divided against itself, and in the general election Cleveland emerged the victor, with 535,318 votes to Republican nominee Charles J. Folger's 342,464. Cleveland's margin of victory was, at the time, the largest in a contested New York election, and the Democrats also picked up seats in both houses of the legislature.


          Continuing his opposition to unnecessary spending, Cleveland sent the legislature eight vetos in his first two months in office. The first to attract attention was his veto of a bill to reduce the fares on New York City elevated trains to five cents. The bill had broad support because the el trains' owner, Jay Gould, was unpopular and his fare increases were widely denounced. Cleveland saw the bill as unjustGould had taken over the railroads when they were failing and had made the system solvent again. Moreover, Cleveland believed that altering Gould's franchise would violate the Contract Clause of the federal Constitution. Despite the initial popularity of the measure, the newspapers praised Cleveland's veto. Theodore Roosevelt, then a member of the Assembly, said that he had initially voted for the bill believing it was wrong, but wishing to punish the unscrupulous railroad barons. After the veto, Roosevelt reversed himself, as did many legislators, and the veto was sustained.


          Cleveland's blunt, honest ways won him popular acclaim, but they also gained him the enmity of certain factions of his own party, especially the Tammany Hall organization in New York City. Tammany, under its boss, John Kelly, had not supported Cleveland's nomination as governor, and disliked him all the more when Cleveland openly opposed the re-election of one of their State Senators. Losing Tammany's support was balanced, however, by gaining the support of Theodore Roosevelt and other reform-minded Republicans who helped Cleveland to pass several laws reforming municipal governments.


          


          Election of 1884


          


          Nomination for President
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          The Republicans convened in Chicago and nominated former Speaker of the House James G. Blaine of Maine for President on the fourth ballot. Blaine's nomination alienated many Republicans who viewed Blaine as ambitious and immoral. Democratic party leaders saw the Republicans' choice as an opportunity to take back the White House for the first time since 1856 if the right candidate could be found.


          Among the Democrats, Samuel J. Tilden was the initial front-runner, having been the party's nominee in the contested election of 1876. Tilden, however, was in poor health, and after he declined to be nominated, his supporters shifted to several other contenders. Cleveland was among the leaders in early support, but Thomas F. Bayard of Delaware, Allen G. Thurman of Ohio, and Benjamin Butler of Massachusetts also had considerable followings, along with various favorite sons. Each of the other candidates had hindrances to his nomination: Bayard had spoken in favour of secession in 1861, making him unacceptable to Northerners; Butler, conversely, was reviled throughout the South for his actions during the Civil War; Thurman was generally well-liked, but was growing old and infirm and his views on the silver question were uncertain. Cleveland, too, had detractorsTammany remained opposed to himbut the nature of his enemies made him more friends still. Cleveland led on the first ballot, with 392 votes out of 820. On the second ballot, Tammany threw its support behind Butler, but the rest of the delegates shifted to Cleveland, and he was nominated. Thomas A. Hendricks of Indiana was selected as his running mate.


          


          Campaign against Blaine
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          After Cleveland's nomination, reform-minded Republicans called " Mugwumps" denounced Blaine as corrupt and flocked to Cleveland. The Mugwumps, including such men as Carl Schurz and Henry Ward Beecher, were more concerned with ideals than with party, and hoped that Cleveland would endorse their crusade for civil service reform and efficiency in government. At the same time that the Democrats gained support from the Mugwumps, they lost some to the Greenback-Labor party, led by ex-Democrat Benjamin Butler.


          Each candidate's supporters cast aspersions on their opponents. Cleveland's supporters rehashed the old allegations that Blaine had corruptly influenced legislation in favour of the Little Rock & Fort Smith Railroad and the Northern Pacific Railway, later profiting on the sale of bonds he owned in both companies. Although the stories of Blaine's favors to the railroads had made the rounds eight years earlier, this time Blaine's correspondence was discovered, making his earlier denials less plausible. On some of the most damaging correspondence, Blaine had written "Burn this letter," giving Democrats the last line to their rallying cry: "Blaine, Blaine, James G. Blaine, the continental liar from the state of Maine, 'Burn this letter!'"


          To counter Cleveland's image of purity, his opponents reported that Cleveland had fathered an illegitimate child while he was a lawyer in Buffalo. The derisive phrase "Ma, Ma, where's my Pa?" rose as an unofficial campaign slogan for those who opposed him. When confronted with the emerging scandal, Cleveland's instructions to his campaign staff were: "Tell the truth." Cleveland admitted to paying child support in 1874 to Maria Crofts Halpin, the woman who claimed he fathered her child named Oscar Folsom Cleveland. Halpin was involved with several men at the time, including Cleveland's friend and law partner, Oscar Folsom, for whom the child was named. Cleveland did not know which man was the father, and is believed to have assumed responsibility because he was the only bachelor among them.
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          Both candidates believed that the states of New York, New Jersey, Indiana, and Connecticut would determine the election. In New York, the Tammany machine, after vacillating, decided that they would gain more from supporting a Democrat they disliked than a Republican who would do nothing for them. Blaine hoped that he would have more support from Irish Americans than Republicans typically did; while the Irish were mainly a Democratic constituency in the nineteenth century, Blaine's mother was Irish Catholic, and he had been supportive of the Irish National Land League while he was Secretary of State. The Irish, a significant group in three of the swing states, did appear inclined to support Blaine until one of his supporters, Samuel D. Burchard, gave a speech denouncing the Democrats as the party of "Rum, Romanism, and Rebellion". The Democrats spread the word of this insult in the days before the election, and Cleveland narrowly won all four of the swings states, including New York by just over one thousand votes. While the popular vote total was close, with Cleveland winning by just one-quarter of a percent, the electoral votes gave Cleveland a majority of 219182. Following the electoral victory, the "Ma, Ma..." attack phrase gained a classic rejoinder: "Gone to the White House. Ha! Ha! Ha!"


          


          First term as President (18851889)


          


          Reform
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          Soon after taking office, Cleveland was faced with the task of filling all of the government jobs for which the President had the power of appointment. These jobs were typically filled under the spoils system, but Cleveland announced that he would not fire any Republican who was doing his job well, and would not appoint anyone based solely on party service. He also used his appointment powers to reduce the number of federal employees, as many departments had become bloated with political time-servers. Later in his term, as his fellow Democrats chafed at being excluded from the spoils, Cleveland began to replace more of the partisan Republican officeholders with Democrats. While some of his decisions were influenced by party concerns, more of Cleveland's appointments were decided by merit alone than was the case in his predecessors' administrations.


          Cleveland reformed other parts of the government, as well. In 1887, he signed the act creating the Interstate Commerce Commission. He and his Secretary of the Navy, William C. Whitney, undertook to modernize the navy and canceled construction contracts that had resulted in inferior ships. Cleveland angered railroad investors by ordering an investigation of western lands they held by government grant. Secretary of the Interior Lucius Q.C. Lamar charged that the rights of way for this land must be returned to the public because the railroads failed to extend their lines according to agreements. The lands were forfeited, resulting in the return of approximately 81,000,000acres (330,000km).


          


          Vetoes


          Cleveland faced a Republican Senate and often resorted to using his veto powers. He vetoed hundreds of private pension bills for American Civil War veterans, believing that if their pensions requests had already been rejected by the Pensions Bureau, Congress should not attempt to override that decision. When Congress, pressured by the Grand Army of the Republic, passed a bill granting pensions for disabilities not caused by military service, Cleveland vetoed that, too. Cleveland used the veto far more often than any President up to that time. In 1887, Cleveland issued his most well-known veto, that of the Texas Seed Bill. After a drought had ruined crops in several Texas counties, the Congress appropriated $10,000 to purchase seed grain for farmers there. Cleveland vetoed the expenditure. In his veto message, he espoused a theory of limited government: "I can find no warrant for such an appropriation in the Constitution; and I do not believe that the power and duty of the General Government ought to be extended to the relief of individual suffering which is in no manner properly related to the public service or benefit. A prevalent tendency to disregard the limited mission of this power and duty should, I think, be steadily resisted, to the end that the lesson should be constantly enforced that, though the people support the Government, the Government should not support the people."


          


          Silver
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          One of the most volatile issues of the 1880s was whether the currency should be backed by gold and silver, or by gold alone. The issue cut across party lines, with western Republicans and southern Democrats joining together in the call for the free coinage of silver, and both parties' representatives in the northeast holding firm for the gold standard. Because silver was worth less than its legal equivalent in gold, taxpayers paid their government bills in silver, while international creditors demanded payment in gold, resulting in a depletion of the nation's gold supply.


          Cleveland and his Treasury Secretary, Daniel Manning, stood firmly on the side of the gold standard, and tried to reduce the amount of silver that the government was required to coin under the Bland-Allison Act of 1878. This angered Westerners and Southerners, who advocated for cheap money to help their poorer constituents. In reply, one of the foremost silverites, Richard P. Bland, introduced a bill in 1886 that would require the government to coin unlimited amounts of silver, inflating the then-deflating currency. While Bland's bill was defeated, so was a bill the administration favored that would repeal any silver coinage requirement. The result was a retention of the status quo, and a postponement of the resolution of the free silver issue.


          


          Tariffs
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              	"When we consider that the theory of our institutions guarantees to every citizen the full enjoyment of all the fruits of his industry and enterprise, with only such deduction as may be his share toward the careful and economical maintenance of the Government which protects him, it is plain that the exaction of more than this is indefensible extortion and a culpable betrayal of American fairness and justice... The public Treasury, which should only exist as a conduit conveying the people's tribute to its legitimate objects of expenditure, becomes a hoarding place for money needlessly withdrawn from trade and the people's use, thus crippling our national energies, suspending our country's development, preventing investment in productive enterprise, threatening financial disturbance, and inviting schemes of public plunder."
            


            
              	Cleveland's third annual message to Congress, December 6, 1887.
            

          


          Another contentious financial issue at the time was the protective tariff. While it had not been a central point in his campaign, Cleveland's opinion on the tariff was that of most Democrats: that the tariff ought to be reduced. Republicans generally favored a high tariff to protect American industries. American tariffs had been high since the Civil War, and by the 1880s the tariff brought in so much revenue that the government was running a surplus.


          In 1886, a bill to reduce the tariff was narrowly defeated in the House. The tariff issue was emphasized in the Congressional elections that year, and the forces of protectionism increased their numbers in the Congress. Nevertheless, Cleveland continued to advocate tariff reform. As the surplus grew, Cleveland and the reformers called for a tariff for revenue only. His message to Congress in 1887 (quoted at left) pointed out the injustice of taking more money from the people than the government needed to pay for its operating expenses. Republicans, as well as protectionist northern Democrats like Samuel J. Randall, believed that without high tariffs American industries would fail, and continued to fight reformers' efforts. Roger Q. Mills, the chairman of the House Committee on Ways and Means, proposed a bill that would reduce the tariff burden from about 47% to about 40%. After significant exertions by Cleveland and his allies, the bill passed the House. The Republican Senate, however, failed to come to agreement with the Democratic House, and the bill died in the conference committee. Dispute over the tariff would carry over into the 1888 Presidential election.


          


          Foreign policy


          Cleveland was a committed non-interventionist who had campaigned in opposition to expansion and imperialism. He refused to promote the previous administration's Nicaragua canal treaty, and generally struck a less expansionist note in foreign relations. Cleveland's Secretary of State, Thomas F. Bayard, negotiated with Joseph Chamberlain of the United Kingdom over fishing rights in the waters off Canada, and struck a conciliatory note, despite the opposition of New England's Republican Senators. Cleveland also withdrew from Senate consideration the Berlin Conference treaty which guaranteed an open door for U.S. interests in the Congo.
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          Marriage


          Cleveland entered the White house as a bachelor, but did not long remain one. In 1885, the widow and daughter of Cleveland's friend, Oscar Folsom, visited him in Washington. Folsom's daughter, Frances, was a student at Wells College, and when she returned to school Cleveland received her mother's permission to correspond with her. They were soon engaged to be married. On June 2, 1886, Cleveland married Frances in the Blue Room in the White House. He was the second President to marry while in office, and the only President to have a wedding in the White House. This marriage was unusual because Cleveland was the executor of Oscar Folsom's estate and had supervised Frances' upbringing, but the public did not, in general, take exception to the match. At twenty-one years old, Frances was the youngest First Lady in American history, but the public soon warmed to her beauty and warm personality. The Clevelands had five children: Ruth (18911904); Esther (18931980); Marion (18951977); Richard Folsom (18971974); and Francis Grover (19031995).


          


          


          Administration and Cabinet
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          Supreme Court appointments
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          Cleveland successfully appointed two Justices to the Supreme Court of the United States. The first, Lucius Q.C. Lamar, was a former Mississippi Senator then serving in Cleveland's Cabinet as Interior Secretary. When William Burnham Woods died, Cleveland nominated Lamar to his seat in late 1887. While Lamar had been well-liked as a Senator, his service under the Confederacy two decades earlier caused many Republicans to vote against him. Lamar's nomination was confirmed by the narrow margin of 32 to 28.


          Chief Justice Morrison Waite died a few months later, and Cleveland nominated Melville Fuller to his seat on April 30, 1888. Cleveland had previously offered to nominate Fuller to the Civil Service Commission, but Fuller declined to leave his Chicago law practice. Fuller accepted the Supreme Court nomination, and the Senate Judiciary Committee spent several months examining the little-known nominee. Finding him acceptable, the Senate confirmed the nomination 41 to 20.


          


          


          Election of 1888 and return to private life


          


          Defeated by Harrison
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          The debate over tariff reduction continued into the 1888 presidential campaign. The Republicans nominated Benjamin Harrison of Indiana for President and Levi P. Morton of New York for Vice President. Cleveland was easily renominated at the Democratic convention in St. Louis. Vice President Hendricks having died in 1885, the Democrats chose Allen G. Thurman of Ohio to be Cleveland's running mate. The Republicans campaigned heavily on the tariff issue, turning out protectionist voters in the important industrial states of the North. Further, the Democrats in New York were divided over the gubernatorial candidacy of David B. Hill, weakening Cleveland's support in that swing state.


          As in 1884, the election focused on the swing states of New York, New Jersey, Connecticut, and Indiana. Unlike that year, when Cleveland triumphed in all four, in 1888 he won only two, losing his home state of New York by 14,373 votes. More notoriously, the Republicans were victorious in Indiana, largely as the result of fraud. Republican victory in that state, where Cleveland lost by just 2,348 votes, was sufficient to propel Harrison to victory, despite his loss of the nationwide popular vote. Cleveland continued his duties diligently until the end of the term and began to look forward to return to private life.


          


          Private citizen for four years


          As Frances Cleveland left the White House, she told a staff member, "Now, Jerry, I want you to take good care of all the furniture and ornaments in the house, for I want to find everything just as it is now, when we come back again." When asked when she would return, she responded, "We are coming back four years from today." In the meantime, the Clevelands moved to New York City where Cleveland took a position with the law firm of Bangs, Stetson, Tracy, and MacVeigh. Cleveland's income with the firm was not high, but neither were his duties especially onerous. While they lived in New York, the Clevelands' first child, Ruth, was born in 1891.


          The Harrison administration worked with Congress to pass the McKinley Tariff and the Sherman Silver Purchase Act, two policies Cleveland deplored as dangerous to the nation's financial health. At first he refrained from criticizing his successor, but by 1891 Cleveland felt compelled to speak out, addressing his concerns in an open letter to a meeting of reformers in New York. The "silver letter" thrust Cleveland's name back into the spotlight just as the 1892 election was approaching.


          


          Election of 1892


          


          Democratic nomination


          Cleveland's stature as an ex-President and recent pronouncements on the monetary issues made him a leading contender for the Democratic nomination. His leading opponent was David B. Hill, who was by that time a Senator for New York. Hill united the anti-Cleveland elements of the Democratic partysilverites, protectionists, and Tammany Hallbut was unable to create a coalition large enough to deny Cleveland the nomination. Despite some desperate maneuvering by Hill, Cleveland was nominated on the first ballot at the convention in Chicago. For Vice President, the Democrats chose to balance the ticket with Adlai E. Stevenson of Illinois, a silverite.


          


          Campaign against Harrison
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          The Republicans renominated President Harrison, making the 1892 election a rematch of the one four years earlier. Unlike the elections of 1884 and 1888, the 1892 election was "the cleanest, quietest, and most creditable in the memory of the post-war generation." The issue of the tariff had worked to the Republicans' advantage in 1888, but the revisions of the past four years had made imported goods so expensive that now many voters shifted to the reform position. Many westerners, traditionally Republican voters, defected to the new Populist Party candidate, James Weaver, who promised free silver, generous veterans' pensions, and an eight-hour work day. Finally, the Tammany Hall Democrats adhered to the national ticket, allowing a united Democratic party to carry New York. The result was a victory for Cleveland by wide margins in both the popular and electoral votes.


          


          


          Second term as President (18931897)


          


          Economic panic and the silver issue
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          Shortly after Cleveland's second term began, the Panic of 1893 struck the stock market, and he soon faced an acute economic depression. The panic was worsened by the acute shortage of gold that resulted from the free coinage of silver, and Cleveland called Congress into session early to deal with the problem. The debate over the coinage was as heated as ever, but the effects of the panic had driven more moderates to support repealing the free coinage provisions of the Sherman Silver Purchase Act. Even so, the silverites rallied their following at a convention in Chicago, and the House of Representatives took fifteen weeks of debate before passing the repeal by a considerable margin. In the Senate, the repeal of free coinage was equally contentious, but Cleveland convinced enough Democrats to stand by him that they, along with eastern Republicans, formed a 4837 majority. With the passage of the repeal, the Treasury's gold reserves were restored to safe levels. At the time the repeal seemed a minor setback to silverites, but it marked the beginning of the end of silver as a basis for American currency.


          


          Tariff reform


          Having succeeded in reversing the Harrison administration's silver policy, Cleveland sought next to reverse the effects of the McKinley tariff. What would become the Wilson-Gorman Tariff Act was introduced by West Virginian Representative William L. Wilson in December 1893. After lengthy debate, the bill passed the House by a considerable margin. The bill proposed moderate downward revisions in the tariff, especially on raw materials. The shortfall in revenue was to be made up by an income tax of two percent on incomes in excess of $4,000.


          The bill was next considered in the Senate, where opposition was stronger. Many Senators, led by Arthur Pue Gorman of Maryland, wanted more protection for their states' industries than the Wilson bill allowed. Others, such as Morgan and Hill, opposed partly out of a personal enmity to Cleveland. By the time the bill left the Senate, it had more than 600 amendments attached that nullified most of the reforms. The Sugar Trust in particular lobbied for changes that favored it at the expense of the consumer. Cleveland was unhappy with the result, and denounced the revised measure as a disgraceful product of the control of the Senate by trusts and business interests. Even so, he believed it was an improvement over the McKinley tariff and allowed it to become law without his signature.
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          Labor unrest


          The Panic of 1893 had damaged labor conditions across the United States, and the victory of anti-silver legislation worsened the mood of western laborers. A group of workingmen led by Jacob S. Coxey began to march east toward Washington, D.C. to protest Cleveland's policies. This group, known as Coxey's Army, agitated in favour of a national roads program to give jobs to workingmen, and a weakened currency to help farmers pay their debts. By the time they reached Washington, only a few hundred remained and when they were arrested the next day for walking on the grass of the United States Capitol, the group scattered. Coxey's Army was never a threat to the government, but it showed a growing dissatisfaction in the West with Eastern monetary policies.


          The Pullman Strike had a significantly greater impact than Coxey's Army. A strike began against the Pullman Company, and sympathy strikes, encouraged by American Railway Union leader Eugene V. Debs, soon followed. By June 1894, 125,000 railroad workers were on strike, paralyzing the nation's commerce. Because the railroads carried the mail, and because several of the affected lines were in federal receivership, Cleveland believed a federal solution was appropriate. Cleveland obtained an injunction in federal court and when the strikers refused to obey it, he sent in federal troops to Chicago, Illinois and other rail centers. Leading newspapers of both parties applauded Cleveland's actions, but the use of troops hardened the attitude of organized labor toward his administration.


          


          Foreign policy


          
            
              	"I suppose that right and justice should determine the path to be followed in treating this subject. If national honesty is to be disregarded and a desire for territorial expansion or dissatisfaction with a form of government not our own ought to regulate our conduct, I have entirely misapprehended the mission and character of our government and the behaviour which the conscience of the people demands of their public servants."
            


            
              	Cleveland's message to Congress on the Hawaiian question, December 18, 1893.
            

          


          In January 1893, a group of Americans living in Hawai'i overthrew Queen Liliuokalani and established a provisional government under Sanford Dole. By February, the Harrison administration had agreed with representatives of the new government on a treaty of annexation and submitted it to the Senate for approval. Five days after taking office, Cleveland withdrew the treaty from the Senate and sent former Congressman James Henderson Blount to Hawaii to investigate the conditions there.


          In his first term, Cleveland had supported free trade with Hawai'i and accepted an amendment that gave the United States a coaling and naval station in Pearl Harbour. Now, however, Cleveland agreed with Blount's report, which found the populace to be opposed to annexation. Liliuokalani refused to grant amnesty as a condition of her reinstatement and said she would execute the current government in Honolulu, and Dole's government refused to yield their position. By December 1893, the matter was still unresolved, and Cleveland referred the issue to Congress. In his message to Congress, Cleveland rejected the idea of annexation and encouraged the Congress to continue the American tradition of non-intervention (see excerpt at right). Many in Congress, led by Senator John Tyler Morgan favored annexation, and the report Congress eventually issued favored neither annexation of Hawaii nor the use of American force to restore the Hawaiian monarch.
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          Closer to home, Cleveland adopted a broad interpretation of the Monroe Doctrine that did not just simply forbid new European colonies but declared an American interest in any matter within the hemisphere. When Britain and Venezuela disagreed over the boundary between the latter nation and British Guiana, Cleveland and Secretary of State Richard Olney pressured Britain into agreeing to arbitration. A tribunal convened in Paris in 1898 to decide the matter, and issued its award in 1899. The tribunal awarded the bulk of the disputed territory to British Guiana. By standing with a Latin American nation against the encroachment of a colonial power, Cleveland improved relations with the United States' southern neighbors, but the cordial manner in which the negotiations were conducted also made for good relations with Britain.


          


          Cancer


          In the midst of the fight for repeal of free silver coinage in 1893, Cleveland's doctor found a small ulcerated sore on the left surface of Cleveland's hard palate. Initial biopsies were inconclusive; later the samples were proven to be a malignant cancer. Because of the financial depression of the country, Cleveland decided to have surgery performed in secrecy to avoid further market panic. The surgery occurred on July 1, to give Cleveland time to make a full recovery in time for the upcoming Congressional session.


          Under the guise of a vacation cruise, Cleveland and his surgeon, Dr. Joseph Bryant, left for New York. The surgeons operated aboard the yacht Oneida as it sailed off Long Island. The surgery was conducted through the President's mouth, to avoid any scars or other signs of surgery. The team, sedating Cleveland with nitrous oxide and ether, successfully removed parts of his upper left jaw and hard palate. The size of the tumor and the extent of the operation left Cleveland's mouth disfigured. During another surgery, an orthodontist fitted Cleveland with a hard rubber prosthesis that corrected his speech and restored his appearance.


          A cover story about the removal of two bad teeth kept the suspicious press placated. Even when a newspaper story appeared giving details of the actual operation, the participating surgeons discounted the severity of what transpired during Cleveland's vacation. In 1917, one of the surgeons present on the Oneida, Dr. William W. Keen, wrote an article detailing the operation.
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          Cleveland's trouble with the Senate hindered the success of his nominations to the Supreme Court in his second term. In 1893, after the death of Samuel Blatchford, Cleveland nominated William B. Hornblower to the Court. Hornblower, the head of a New York City law firm, was thought to be a qualified appointee, but his campaign against a New York machine politician had made Senator David B. Hill his enemy. Further, Cleveland had not consulted the Senators before naming his appointee, leaving many who were already opposed to Cleveland on other grounds even more aggrieved. The Senate rejected Hornblower's nomination on January 15, 1894, by a vote of 24 to 30.


          Cleveland continued to defy the Senate by next appointing Wheeler Hazard Peckham another New York attorney who had opposed Hill's machine in that state. Hill used all of his influence to block Peckham's confirmation, and on February 16, 1894, the Senate rejected the nomination by a vote of 32 to 41. Reformers urged Cleveland to continue the fight against Hill and to nominate Frederic R. Coudert, but Cleveland acquiesced in an inoffensive choice, that of Senator Edward Douglass White of Louisiana, whose nomination was accepted unanimously. Later, in 1896, another vacancy on the Court led Cleveland to consider Hornblower again, but he declined to be nominated. Instead, Cleveland nominated Rufus Wheeler Peckham, the brother of Wheeler Hazard Peckham, and the Senate confirmed the second Peckham easily.


          


          States admitted to the Union


          
            	Utah  January 4, 1896

          


          


          Later life and death
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          As the 1896 election approached, eastern pro-gold standard Democrats wished Cleveland to run for a third term, but he declined. Instead, the Democratic party turned to a silverite, William Jennings Bryan, for its nominee. Disappointed with the direction of their party, pro-gold Democrats even invited Cleveland to run as a third-party candidate, but he declined this offer, as well. William McKinley, the Republican nominee, triumphed easily over Bryan.


          After leaving the White House, Cleveland lived in retirement at his estate, Westland Mansion, in Princeton, New Jersey. For a time he was a trustee of Princeton University, and was one of the majority of trustees who preferred Andrew Fleming West's plans for the Graduate School and undergraduate living over those of Woodrow Wilson, then president of the University. Conservative Democrats hoped to nominate him for another presidential term in 1904, but his age and health forced them to turn to other candidates. Cleveland still made his views known in political matters. In a 1905 article in The Ladies Home Journal, Cleveland weighed in on the women's suffrage movement, writing that "sensible and responsible women do not want to vote. The relative positions to be assumed by men and women in the working out of our civilization were assigned long ago by a higher intelligence."


          Cleveland's health had been declining for several years, and in the autumn of 1907 he fell seriously ill. In 1908, he suffered a heart attack and died. His last words were "I have tried so hard to do right." He is buried in the Princeton Cemetery of the Nassau Presbyterian Church.


          


          Honours and memorials
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          Cleveland's portrait was on the U.S. $1000 bill from 1928 to 1946. He also appeared on a $1000 bill of 1907 and the first few issues of the $20 Federal Reserve Notes from 1914.


          Since he was both the 22nd and 24th President, he will be featured on two separate dollar coins to be released in 2012 as part of the Presidential $1 Coin Act of 2005.


          In 2006, Free New York, a nonprofit and nonpartisan research group, began raising funds to purchase the former Fairfield Library in Buffalo, New York and transform it into the Grover Cleveland Presidential Library & Museum.
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              	Capital

              	Basse-Terre
            


            
              	Regional President

              	Victorin Lurel

              ( PS) (since 2004)
            


            
              	Departments

              	Guadeloupe
            


            
              	Arrondissements

              	2
            


            
              	Cantons

              	40
            


            
              	Communes

              	32
            


            
              	Statistics
            


            
              	Land area1

              	1,628 km
            


            
              	Population

              	(Ranked 23rd)
            


            
              	- January 1, 2007 est.

              	ca. 408,000
            


            
              	- March 8, 1999 census

              	386,566
            


            
              	- Density (2007)

              	251/km
            


            
              	1 French Land Register data, which exclude lakes, ponds, and glaciers larger than 1 km (0.386 sq. mi. or 247 acres) as well as the estuaries of rivers
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          Guadeloupe is an island group or archipelago located in the eastern Caribbean Sea at , with a land area of 1,628 square kilometres (629 sq.mi). It is an overseas department of France. As with the other overseas departments, Guadeloupe is also one of the twenty-six regions of France (being an overseas region) and an integral part of the Republic. As part of France, Guadeloupe is part of the European Union; hence, as for most EU countries, its currency is the euro. Guadeloupe is however not party to the Schengen Agreement. The capital of Guadeloupe is Basse-Terre.


          


          History


          During his second trip to America, Christopher Columbus became the first European to land on Guadeloupe in November 1493, seeking fresh water. He called it Santa Mara de Guadalupe de Extremadura, after the image of the Virgin Mary venerated at the Spanish monastery of Villuercas, in Guadalupe, Extremadura. However, the expedition set ashore just south of Capesterre but did not leave any settlers ashore.


          After successful settlement on the island of St Christophe (St Kitts), the French American Islands Company delegated Charles Lienard and Jean Duplessis, Lord of Ossonville to colonize one or any of the regions islands, Guadeloupe, Martinique or Dominica. Due to Martiniques inhospitable nature, the duo resolved to settle in Guadeloupe. The French took possession of the island in 1635 and wiped out many of the Carib Amerindians. It was annexed to the kingdom of France in 1674. Over the next century, the island was seized several times by the British. One indication of Guadeloupe's prosperity at this time is that in the Treaty of Paris (1763), France, defeated in war, agreed to abandon its territorial claims in Canada in return for British recognition of French control of Guadeloupe.


          In 1790, the upper classes of Guadeloupe refused to obey the new laws of equal rights for the free colored and attempted to declare independence, resulting in great disturbances; a fire broke out in Pointe--Pitre and devastated a third of the town, and a struggle between the monarchists (who wanted independence) and the republicans (who were faithful to revolutionary France) ended in the victory of the monarchists, who declared independence in 1791, followed by the refusal to receive the new governor appointed by Paris in 1792. In 1793, a slave rebellion started, which made the upper classes turn to the British and ask them to occupy the island.
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          In an effort to take advantage of the chaos ensuing from the French Revolution, Britain attempted to seize Guadeloupe in 1794 and held it from April 21 to June 2. The French retook the island under the command of Victor Hugues, who succeeded in freeing the slaves. They revolted and turned on the slave-owners who controlled the sugar plantations, but when American interests were threatened, Napoleon sent a force to suppress the rebels and reinstitute slavery. Louis Delgrs and a group of revolutionary soldiers killed themselves on the slopes of the Matouba volcano when it became obvious that the invading troops would take control of the island. The occupation force killed approximately 10,000 Guadeloupeans in the process of restoring order to the island.


          On February 4, 1810 the British once again seized the island. By the Anglo-Swedish alliance of March 3, 1813, it was ceded to Sweden but the British administration continued in place while Swedish commissioners were sent to make arrangements for the transfer. Sweden already had a colony in the area, but then by the Treaty of Paris of May 30, 1814, ceded Guadeloupe once more to France . An ensuing settlement between Sweden and the British gave rise to the Guadeloupe Fund. French control of Guadeloupe was finally acknowledged in the Treaty of Vienna in 1815. Slavery was abolished on the island in 1848 at the initiative of Victor Schoelcher. Today the population of Guadeloupe is mostly of African origin with an important European and Indian active population. Lebanese, Chinese, and people of many other origins are also present.


          On February 22, 2007 the island communes of Saint-Martin and Saint-Barthlemy were officially detached from Guadeloupe and became two separate French overseas collectivities with their own local administration, henceforth separated from Guadeloupe. Their combined population was 35,930 and their combined land area was 74.2 km at the 1999 census. Guadeloupe thereby lost 8.5 percent of its population and 4.36 percent of its land area, based upon numbers from that census.


          


          Geography
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          Guadeloupe comprises five islands: Basse-Terre Island, Grande-Terre (separated from Basse-Terre by a narrow sea channel called Salt River) with the adjacent islands of La Dsirade, Les Saintes and Marie-Galante.


          Basse-Terre has a rough volcanic relief while Grande-Terre features rolling hills and flat plains.


          Further to the north, Saint-Barthlemy and the French part of Saint Martin once came under the jurisdiction of Guadeloupe but on December 7, 2003, both of these areas voted to become an overseas territorial collectivity, a decision which took effect on February 22, 2007.


          


          Demographics


          (July 2006 estimates from the CIA World Factbook; note that these estimates disagree with official INSEE estimates and that they also include Saint-Martin and Saint-Barthlemy)


          
            
              	Population

              	452,776
            


            
              	Age structure

              	0 to 14 years

              	23.6%

              	male 54,725

              female 52,348
            


            
              	15 to 64 years

              	67.1%

              	male 150,934

              female 153,094
            


            
              	65 years and older

              	9.2%

              	male 17,353

              female 24,322
            


            
              	Population growthrate

              	0.88%
            


            
              	Birth rate

              	15.05 births

              	per 1,000 people
            


            
              	Death rate

              	6.09 deaths
            


            
              	Net migration rate

              	-0.15 migrants
            


            
              	Sex ratio

              (male:female)

              	at birth

              	1.05
            


            
              	under 15 years
            


            
              	15 to 64 years

              	0.99
            


            
              	65 years and older

              	0.71
            


            
              	Overall

              	0.97
            


            
              	Infant mortality rate

              	8.41 deaths per 1,000 live births
            


            
              	Life expectancy

              at birth

              	males

              	74.91 years
            


            
              	females

              	81.37 years
            


            
              	Overall

              	78.06 years
            


            
              	Total fertility rate

              	1.9 children born per woman
            


            
              	Demonym

              	Guadeloupean(s) (not Guadeloupians)
            


            
              	Adjectival

              	Guadeloupe, Guadeloupean
            


            
              	Ethnic groups

              	Black / Mulatto

              	69%
            


            
              	White

              	10%
            


            
              	from Tamil Nadu and other parts of India / Indian

              	15%
            


            
              	Lebanese / Syrians

              	4%
            


            
              	Chinese / others

              	2%
            


            
              	Religion

              	Roman Catholic

              	91%
            


            
              	Protestant

              	5%
            


            
              	Hindu / African

              	4%
            


            
              	Jehovah's Witnesses

              	2%
            


            
              	Language

              	French (official) 99%, Most locals also speak Creole language
            


            
              	Literacy

              	males

              	90%
            


            
              	females
            


            
              	Overall
            

          


          
            
              	
                
                  
                    	
                      
Demographics of North America
                    
                  


                  
                    	
                  


                  
                    	Sovereign states

                    	
                      
                        Antigua and Barbuda Bahamas Barbados Belize Canada Costa Rica Cuba Dominica Dominican Republic El Salvador Grenada Guatemala Haiti Honduras Jamaica Mexico Nicaragua Panama1 Saint Kitts and Nevis Saint Lucia St. Vincent and the Grenadines Trinidad and Tobago1 United States
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                    	Dependencies and

                    other territories

                    	
                      
                        Anguilla Aruba1 Bermuda British Virgin Islands Cayman Islands Greenland Guadeloupe Martinique Montserrat Navassa Island Netherlands Antilles1 Puerto Rico St. Barthlemy St. Martin St. Pierre and Miquelon Turks and Caicos Islands United States Virgin Islands

                      

                    
                  


                  
                    	
                  


                  
                    	1 Territories also in or commonly reckoned elsewhere in the Americas (South America).
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          Arrondissements, cantons, and communes
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          Guadeloupe is divided into arrondissements, cantons and communes:


          
            	Arrondissements of the Guadeloupe department


            	Cantons of the Guadeloupe department


            	Communes of the Guadeloupe department

          


          



          


          Major communities


          
            	Baie-Mahault


            	Le Gosier


            	Le Moule


            	Les Abymes


            	Petit-Bourg


            	Pointe--Pitre


            	Sainte-Anne

          


          


          Politics


          


          Culture
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          Guadeloupe's culture is probably best known for the islanders' literary achievements, particularly the poetry of Saint-John Perse, the pseudonym used by Alexis Lger. Perse won the 1960 Nobel Prize in Literature "for the soaring flight and the evocative images of his poetry which in a visionary fashion reflects the conditions of our time."


          Guadeloupe has always had a rich literary production prolonged today by many living writers, poets, novelists, essayists and journalists, among them Mesdames Maryse Cond and Simone Schwartz-Bart, M. Ernest Ppin.


          Also culturally important are the arts, particularly painting and sculpture. Famous painters and/or sculptors include Michel Rovelas, Claudie Cancelier, Jean-Claude Echard, Christian Bracy, Roger Arekian, les Frres Baptiste, Michelle Chomereau-Lamothe, Logane, Pdurand, Nicole Rache, Victor Sainsily. Guadeloupean visual effects artist compositor Karim Sahai of Weta Digital, New Zealand, has worked on the visual effects of many movies such as The Lord of the Rings, King Kong, and The Waterhorse.


          Music and dance are also very popular, and the widely accepted interaction of African, French and Indian cultures has given birth to some original new forms specific to the archipelago. Islanders enjoy many local dance styles including the quadrille "au commandement", zouk, zouk-love, kompa toumbl, as well as all the modern international dances. Typical Guadeloupean music includes la biguine and gwo ka  la base. Kassav' and Admiral T embody the traditional and the new generation of music. Many international festivals take place in Guadeloupe, like the Creole Blues Festival, the Marie-Galante Festival, Festival Gwo-Ka Cotellon, etc. It goes without saying that all the Euro-French forms of art are also omnipresent in the melting pot.


          Another element of the Guadeloupean culture is its dress. Women in particular have a unique style of traditional dresses, with many layers of colourful fabrics, now only worn on special occasions. On festive occasions they also wore a madras (originally the 'kerchief' from South India) head scarf tied in many different symbolic forms. The headdress could be done in many styles with names like the "bat" style, or the "firefighter" style, as well as the "Guadeloupean woman." Jewelry, mainly of gold, is also important in the Guadeloupean lady's dress, a product of European, African and Indian inspiration. Many famous couturiers like Devaed and Mondelo are Guadeloupeans.


          Football (soccer) is popular in Guadeloupe. Thierry Henry, a star of the French National Team and Spanish League club FC Barcelona, often visits, as his father Antoine was originally from the island. William Gallas, whose parentage is Guadeloupean, visits the island when not playing for Arsenal or the French National team. Lilian Thuram, a star football defender for France and FC Barcelona, was born in Guadeloupe. The French national team and Manchester United striker, Louis Saha, is also of Guadeloupean descent, as is MK Dons goalkeeper Willy Gueret. The region's football team experienced recent success, advancing all the way to the 2007 CONCACAF Gold Cup semi-finals, where they were defeated just 1-0 by CONCACAF powerhouse Mexico. Many fine track and field athletes, such as Marie-Jos Perec, Patricia Girard-Lno, and Christine Arron are also Guadeloupe natives. The NBA player Mickal Pitrus was born in Les Abymes. Famed Bodybuilder Serge Nubret also hails from Guadeloupe.


          


          Economy
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          In 2006 the GDP per capita of Guadeloupe at market exchange rates, not at PPP, was 17,338 (US$21,780).


          The economy of Guadeloupe depends on tourism, agriculture, light industry and services. But it especially depends on France for large subsidies and imports.


          Tourism is a key industry, with 83.3% of tourists visiting from metropolitan France, 10.8% coming from the rest of Europe, 3.4% coming from the United States, 1.5% coming from Canada, 0.4% coming from South America and 0.6% coming from the rest of the world. An increasingly large number of cruise ships visit the islands.


          The traditional sugarcane crop is slowly being replaced by other crops, such as bananas (which now supply about 50% of export earnings), eggplant, guinnep, noni, sapotilla, paroka, pikinga, giraumon squash, yam, gourd, plantain, christophine, monbin, prunecaf, cocoa, jackfruit, pomegranate, and many varieties of flowers. Other vegetables and root crops are cultivated for local consumption, although Guadeloupe is still dependent on imported food, mainly from France.


          Light industry features sugar and rum, solar energy, and many industrial productions. Most manufactured goods and fuel are imported. Unemployment is especially high among the youth. Hurricanes periodically devastate the economy.


          The country code top-level domain (ccTLD) for Guadeloupe is " .gp".


          
            Retrieved from " http://en.wikipedia.org/wiki/Guadeloupe"
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              	Motto:"Where America's Day Begins"
            


            
              	Anthem: Fanohge Chamoru
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              	Capital

              	Hagta
            


            
              	Largest village

              	Dededo
            


            
              	Official languages

              	English and Chamorro
            


            
              	Demonym

              	Guamanian
            


            
              	Government
            


            
              	-

              	President

              	George W. Bush ( R)
            


            
              	-

              	Governor

              	Felix Perez Camacho (R)
            


            
              	Area
            


            
              	-

              	Total

              	541.3km( 192nd)

              209 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	July 2007estimate

              	173,456( 179th)
            


            
              	-

              	2000census

              	154,805
            


            
              	-

              	Density

              	320/km( 37th)

              830/sqmi
            


            
              	GDP( PPP)

              	2000estimate
            


            
              	-

              	Total

              	$3.2 billion( 167th)
            


            
              	-

              	Per capita

              	$21,0001( 35th)
            


            
              	Currency

              	United States dollar ( USD)
            


            
              	Time zone

              	Chamorro Standard Time ( UTC+10)
            


            
              	Internet TLD

              	.gu
            


            
              	Calling code

              	+1 671
            


            
              	1

              	2000 estimate.
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          Guam ( Chamorro: Guhn), officially the Territory of Guam, is an island in the Western Pacific Ocean and is an organized, unincorporated territory of the United States. It is one of five U.S. territories with an established civilian government. The island's capital is Hagta (formerly Agana). Guam is the largest and southernmost of the Mariana Islands.


          The Chamorros, Guam's indigenous inhabitants, first populated the island approximately 4,000 years ago. The island has a long history of European colonialism beginning in 1668 with the arrival of Spanish settlers including Padre San Vitores, a Catholic missionary. The island was taken over from Spain by the United States during the Spanish American War in 1898. As the largest island in Micronesia and the only American-held island in the region before World War II, Guam was occupied by the Japanese between December 1941 and July 1944. Today, Guam's economy is mainly supported by tourism (primarily from Japan) and U.S. military bases.


          


          History


          It is believed that Guam was first discovered by sea-faring people who migrated from southeastern Indonesia around 2000 B.C. Most of what is known about Pre-Contact ("Ancient") Chamorros comes from legends and myths, archaeological evidence, Jesuit missionary accounts, and observations from visiting scientists like Otto von Kotzebue and Louis de Freycinet.


          When Europeans first arrived on Guam, Chamorro society roughly fell into three classes: matua (upper class), achaot (middle class), and mana'chang (lower class). The matua were located in the coastal villages, which meant they had the best access to fishing grounds while the mana'chang were located in the interior of the island. Matua and mana'chang rarely communicated with each other, and matua often used achaot as a go-between. There were also "makana" (shamans), skilled in healing and medicine. Belief in spirits of ancient Chamorros called Taotao Mona still persists as a remnant of pre-European society. Early European explorers noted the Chamorros' fast sailing vessels used for trading with other islands of Micronesia.


          The Latte Stones familiar to Guam residents and visitors alike were in fact a recent development in Pre-Contact Chamorro society. The latte stone consists of a head and a base shaped out of limestone. Archaeologists using carbon-dating have broken Pre-Contact Guam (i.e. Chamorro) history into three periods: "Pre-Latte" (B.C. 2000? to A.D. 1) "Transitional Pre-Latte" (A.D. 1 to A.D. 1000), and "Latte" (A.D. 1000 to A.D. 1521). Archaeological evidence also suggests that Chamorro society was on the verge of another transition phase by 1521, as latte stones became bigger. Assuming the stones were used for chiefly houses, it can be argued that Chamorro society was becoming more stratified, either from population growth or the arrival of new people. The theory remains tenuous, however, due to lack of evidence, but if proven correct, will further support the idea that Pre-Contact Chamorros lived in a vibrant and dynamic environment.


          Portuguese navigator Ferdinand Magellan, sailing for the King of Spain, reached the island in 1521 during his circumnavigation of the globe. General Miguel Lpez de Legazpi claimed Guam for Spain in 1565. Spanish colonization commenced in 1668 with the arrival of Padre San Vitores, who established the first Catholic mission. The islands were then governed as part of the Spanish East Indies from the Philippines. Between 1668 and 1815, Guam was an important resting stop for the Spanish Manila galleons, a fleet that covered the trade route between Mexico and the Philippines. Guam, along with the rest of the Mariana and Caroline Islands, was treated by Spain as part of their colony in the Philippines. While Guam's Chamorro culture is unique, the cultures of both Guam and the Northern Marianas were heavily influenced by Spanish culture and traditions.


          The United States took control of the island in the 1898 Spanish-American War. Guam came to serve as a station for American ships traveling to and from the Philippines, while the northern Mariana islands passed to Germany then Japan. During World War II, Guam was attacked, and invaded, by the armed forces of Japan on December 8, 1941. Before the attack, most of the United States citizens were transported from the island and away from imminent danger. The Northern Mariana Islands had become a Japanese protectorate before the war. It was the Chamorros from the Northern Marianas who were brought to Guam to serve as interpreters and in other capacities for the occupying Japanese force. The Guamanian Chamorros were treated as an occupied enemy by the Japanese military. After the war, this would cause some resentment by the Guamanian Chamorros towards the Chamorros in the Northern Marianas. Guam's occupation lasted for approximately thirty-one months. During this period, the indigenous people of Guam were subjected to forced labor, family separation, incarceration, execution, concentration camps and prostitution. Approximately one thousand people died during the occupation according to Congressional Testimony in 2004. The United States returned and fought the Battle of Guam on July 21, 1944, to recapture the island from Japanese military occupation. To this day, Guam remains the only U.S. soil with a sizable population to have ever been occupied by a foreign military power, other than the limited British occupation of U.S. territory during the War of 1812. The United States also captured and occupied the Northern Marianas. After the war, the Guam Organic Act of 1950, which established Guam as an unincorporated organized territory of the United States, provided for the structure of the island's civilian government and granted the people U.S. citizenship.


          


          Geography
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          Guam lies between 13.2N and 13.7N and between 144.6E and 145.0E, and has an area of 209square miles (541km), making it the 32nd largest island of the United States. It is the southernmost island in the Mariana island chain and is the largest island in Micronesia. This island chain was created by the colliding Pacific and Philippine tectonic plates. The Marianas Trench, a deep subduction zone, lies beside the island chain to the east. Challenger Deep, the deepest surveyed point in the Oceans, is southwest of Guam at 35,797feet (10,911m) deep. The highest point in Guam is Mount Lamlam, which is 1,332 feet (406 m). The island of Guam is 30miles (48km) long and 4mi (6km) to 12mi (19km) wide. The island experiences occasional earthquakes due to it being on the western edge of the Pacific Plate and near the Philippine Plate. In recent years, earthquakes with epicenters near Guam have had magnitudes ranging from 5.0 to 8.7. Unlike the Anatahan volcano in the Northern Mariana Islands, Guam is not volcanically active. However, due to its proximity to Anatahan, vog does occasionally affect Guam.


          The northern part of the island is a forested coralline limestone plateau while the south contains volcanic peaks covered in forest and grassland. A coral reef surrounds most of the island, except in areas where bays exist that provide access to small rivers and streams that run down from the hills into the Pacific Ocean and Philippine Sea. The island's population is most dense in the northern and central regions.


          


          Climate


          The climate is characterized as tropical marine. The weather is generally hot and very humid with little seasonal temperature variation. The mean high temperature is 86  F (30 C) and mean low is 76  F (24C) with an average annual rainfall of 96 inches (2,180mm). The dry season runs from December through June. The remaining months constitute the rainy season. The months of January and February are considered the coolest months of the year with night time temperatures in the mid to low 70's and generally lower humidity levels. The highest risk of typhoons is during October and November. They can occur, however, year-around.


          An average of three tropical storms and one typhoon pass within 180nautical miles (330km) of Guam each year. The most intense typhoon to pass over Guam recently was Super Typhoon Pongsona, with sustained winds of 125 miles per hour, which slammed Guam on December 8, 2002, leaving massive destruction. Since Super Typhoon Pamela in 1976 wooden structures have been largely replaced by concrete structures. During the 1980s wooden utility poles began to be replaced by typhoon-resistant concrete and steel poles. After the local Government enforced stricter construction codes, many home and business owners built their structures out of reinforced concrete with installed typhoon shutters.


          


          Demographics


          According to the U.S. census conducted in 2000, the population of Guam was 154,805. The 2007 population estimate for Guam is 173,460. As of 2005, the annual population growth is 1.76%. The largest ethnic group are the native Chamorros, accounting for 57% of the total population. Other significant ethnic groups include those of Filipino (25.5%), White (10%), Chinese, Japanese and Korean ancestry. Roman Catholicism is the predominant religion, with 85% of the population claiming an affiliation with it. The official languages of the island are English and Chamorro.


          


          Culture
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          Traditional Chamorro culture is visually manifested in dance, sea navigation, unique cuisine, fishing, games (such as batu, chonka, estuleks, and bayogu), songs and fashion influenced by the immigration of peoples from other lands. Spanish policy during colonial rule (1668-1898) was one of conquest and conversion to Roman Catholicism. This led to the gradual elimination of Guam's male warriors and displacement of the Chamorro people from their lands. In spite of the social upheavals, Guam's matriarchs  known as "I Maga'hga"  continued the indigenous culture, language, and traditions.


          Historian Lawrence Cunningham in 1992 wrote, "In a Chamorro sense, the land and its produce belong to everyone. Inafa'maolek, or interdependence, is the key, or central value, in Chamorro culture  Inafa'maolek depends on a spirit of cooperation. This is the armature, or core, that everything in Chamorro culture revolves around. It is a powerful concern for mutuality rather than individualism and private property rights."


          The core culture or Pengngan Chamorro is comprised of complex social protocol centered upon respect: From the kissing of the hands of the elders (inspired by the kissing of a Roman Catholic bishop's ring by those whom he oversees), passing of legends, chants, and courtship rituals, to a person requesting forgiveness from spiritual ancestors when entering a jungle or ancient battle grounds. Other practices predating Spanish conquest include galaide' canoe-making, making of the belembaotuyan (a string musical instrument made from a gourd), fashioning of cho' atupat slings and slingstones, tool manufacture, Mtan Guma' burial rituals and preparation of herbal medicines by Suruhanu.


          Master craftsmen and women specialize in weavings, including plaited work (niyok- and kgak-leaf baskets, mats, bags, hats, and food containments), loom-woven material ( kalachucha-hibiscus and banana fibre skirts, belts and burial shrouds), and body ornamentation (bead and shell necklaces, bracelets, earrings, belts and combs made from tortoise shells).


          Today only few masters exist to continue traditional art forms. The cosmopolitan nature of Guam poses challenges for Chamorros struggling to preserve their culture and identity amidst forces of acculturation. The increasing numbers of Chamorros, especially Chamorro youth, relocating to the U.S. Mainland has further complicated both definition and preservation of Chamorro identity.


          


          Government and politics
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          Guam is governed by a popularly elected governor and a unicameral 15-member legislature, whose members are known as senators. Guam elects one non-voting delegate, currently Madeleine Z. Bordallo, to the United States House of Representatives. Citizens in Guam vote in a straw poll for their choice in the U.S. Presidential general election, but since Guam has no votes in the Electoral College, the poll has no real effect. However, in sending delegates to the Republican and Democratic national conventions, Guam does have influence in the national presidential race, though these convention delegates are elected by local party conventions rather than voters in primaries.


          In the 1980s and early 1990s, there was a significant movement in favour of the territory becoming a commonwealth, which would give it a level of self-government similar to Puerto Rico and the Northern Mariana Islands. However, the federal government rejected the version of a commonwealth that the government of Guam proposed, due to it having clauses incompatible with the Territorial Clause (Art. IV, Sec. 3, cl. 2) of the U.S. Constitution. Competing movements with less significant influence exist which advocate political independence from the United States, statehood, union with the Northern Mariana Islands as a single territory, or union with the current U.S. state of Hawaii.


          


          Villages and military bases
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          Guam is divided into municipalities commonly called villages: Agana Heights, Agat, Asan‑Maina, Barrigada, Chalan‑Pago‑Ordot, Dededo, Hagta, Inarajan, Mangilao, Merizo, Mongmong‑Toto‑Maite, Piti, Santa Rita, Sinajana, Talofofo, Tamuning, Umatac, Yigo, Yona.


          The U.S. military maintains jurisdiction over its bases, which cover approximately 39,000acres (160km), or 29% of the island's total land area:


          
            	Commander, Naval Forces Marianas, U.S. Navy  Sumay


            	U.S. Coast Guard District 14 Sector Guam,  Sumay


            	Andersen Air Force Base, U.S. Air Force  Yigo


            	Apra Harbour, U.S. Navy  Orote peninsula


            	Ordnance Annex, U.S. Navy  South Central Highlands (formerly known as Naval Magazine)


            	Naval Computer and Telecommunications Station, U.S. Navy  Barrigada and Finegayan


            	Joint Force Headquarters-Guam, Guam National Guard  Radio Barrigada and Fort Juan Muna

          


          


          Economy
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          Guam's economy depends primarily on tourism, Department of Defense installations, and locally owned businesses. Although Guam receives no foreign aid, it does receive large transfer payments from the general revenues of the U.S. federal treasury into which Guam pays no income or excise taxes; under the provisions of a special law of Congress, the Guam treasury, rather than the U.S. treasury, receives federal income taxes paid by local taxpayers to include military and civilian federal employees assigned to Guam.


          Commonly referred to as "America in Asia," Guam is a popular destination for Japanese tourists, and with over 20 large hotels, a Duty Free Shoppers Galleria, Pleasure Island district, indoor aquarium, Sandcastle Las Vegas-styled shows and other shopping and entertainment features in its chief tourism city of Tumon. It is a relatively short flight from Asia or Australia compared to Hawaii, with hotels and ten golf courses catering to over a million tourists per year. Although 90 percent of tourists are Japanese, Guam receives a respectable number of tourists from South Korea, Philippines, and Taiwan. Significant sources of revenue include duty-free designer shopping outlets, and the American-style malls: Micronesia Mall, Guam Premier Outlets, and the Agana Shopping Centre.


          The economy had been stable since 2000 due to increased tourism, mainly from Japan, but took a recent downturn along with most of Asia. It is expected to stabilize well ahead of the U.S. Marine Corps' Third Marine Expeditionary Force, currently in Okinawa (appr. 8000 Marines, along with their 10,000 dependents), transfer to Guam between 2010-2014 but will cause an unprecedented 25% increase in the island's overall population. The programmed buildup by the Department of Defense on Guam is being categorized as the largest military buildup in the history of the United States military. Guam has a 14% unemployment rate, and the government suffered a $314 million shortfall in 2003.


          The Compacts of Free Association between the United States, the Federated States of Micronesia, the Republic of the Marshall Islands and the Republic of Palau accorded the former entities of the Trust Territory of the Pacific Islands a political status of "free association" with the United States. The Compacts give citizens of these island nations generally no restrictions to reside in the United States (also its territories), and many were attracted to Guam due to its proximity, environmental, and cultural familiarity. Over the years, it was claimed by some in Guam that the territory has had to bear the brunt of this agreement in the form of public assistance programs and public education for those from the regions involved, and the federal government should compensate the states and territories affected by this type of migration. Over the years, Congress had appropriated "Compact Impact" aids to Guam, the Northern Mariana Islands and Hawaii, and eventually this appropriation was written into each renewed Compact. Some, however, continue to claim the compensation is not enough or that the distribution of actual compensation received is significantly disproportionate.


          


          Transportation and communications


          Most of the island has state of the art mobile phone services while digital cable and high speed internet are now widely available through either cable or DSL. Guam was added to the North American Numbering Plan (NANP) in 1997 (country code 671 became NANP area code 671), removing the barrier of high cost international long-distance calls to the U.S. Mainland.


          As Guam is also part of the U.S. Postal System ("state" code: GU, ZIP code range: 96910-96932), mail to Guam from the U.S. mainland is considered domestic and no additional charges are required. Private shipping companies, such as UPS, DHL or FedEx, however, have no obligation to and do not regard Guam as domestic. The speed of mail traveling between Guam and the states varies depending on size. Light, first-class items generally take less than a week to or from the mainland, but larger first-class or Priority items can take a week or two. Fourth-class mail, such as magazines, are transported by surface after reaching Hawaii. Most residents use post office boxes or private mail boxes, although residential delivery is becoming increasingly available. Incoming mail not from the Americas should be addressed to "Guam" instead of "USA" to avoid being routed the long way through the U.S. mainland and possibly charged a higher rate (especially from Asia).


          The Commercial Port of Guam is the island's lifeline since just about every product must be shipped into Guam for its consumers. The Port is also the regional transhipment hub for over 500,000 customers throughout the Micronesian region. The Port also is the shipping and receiving point for containers designated for the island's DoD installations, Andersen Air Force Base and Commander, Naval Forces Marianas and eventually the Third Marine Expeditionary Force.


          Guam is served by the Antonio B. Won Pat International Airport, which is a regional hub for Continental Micronesia. The island is outside the United States customs zone and maintains its own customs agency and jurisdiction. Therefore, the U.S. Customs and Border Protection only carries immigration (but not customs) functions for incoming flights. Since Guam is under federal immigration jurisdiction, passengers arriving directly from the States skip immigration and directly proceed to customs. However, due to the Guam-only visa waiver program for certain Asian tourists, an eligibility pre-clearance check is carried on Guam for flights to the States. For travel to and from the Northern Mariana Islands (which are outside of U.S. immigration jurisdiction), a full inspection is performed though American citizens do not need a passport. Traveling between Guam and the States through a foreign point (for example, a Japanese airport), however, requires a passport.


          Most residents travel within Guam using personally owned vehicles. The local government currently outsources the only public bus system (Guam Mass Transit Authority), and some commercial companies operated buses between tourist-frequented locations.


          


          Ecological issues


          Guam exemplifies the effects of bioinvasion.


          


          The brown tree snake
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              Brown Tree Snake.
            

          


          Thought to be a stowaway on a U.S. military transport near the end of World War II, the slightly venomousbut rather harmless brown tree snake (Boiga irregularis) came to Guam and killed virtually all of the native bird population on an island that has no native species of snake; this snake has no natural predators on the island. Although some studies have suggested a high density of the brown tree snake, residents rarely see these nocturnal snakes. Prodigious climbers, the snakes cause frequent blackouts by shorting across lines and transformers.


          


          Other invasive animal species
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              A Cane toad.
            

          


          From the seventeenth through nineteenth centuries, the Spanish introduced pigs, dogs, chickens, the Philippine deer (Cervus mariannus), black francolins, and water buffalo. Water buffalo, known as carabao locally, have cultural significance. Herds of these animals obstruct military base operations and harm native ecosystems. After birth control and adoption efforts were ineffective, the U.S. military began euthanizing the herds leading to organized protests from island residents.


          Other introduced species include cane toads imported in 1937, the giant African Snail (an agricultural pest introduced during WWII by Japanese occupation troops) and more recently frog species which could threaten crops in addition to providing additional food for the brown tree snake population. Reports of loud chirping frogs, known as coqu, that may have arrived from Hawaii have led to fears that the noise could even threaten Guam's tourism.


          Introduced feral pigs and deer, over-hunting, and habitat loss from human development are also major factors in the decline and loss of Guam's native plants and animals.


          


          Threats to indigenous plants


          Invading animal species are not the only threat to Guam's native flora. Tinangaja, a virus affecting coconut palms, was first observed on the island in 1917 when copra production was still a major part of Guam's economy. Though coconut plantations no longer exist on the island, the dead and infected trees that have resulted from the epidemic are seen throughout the forests of Guam. Also during the past century, the dense forests of northern Guam have been largely replaced by thick tangan tangan brush ( Leucaena-native to the Americas). Much of Guam's foliage was lost during World War II. In 1947, the U.S. military introduced tangan tangan by seeding the island from the air to prevent erosion. In southern Guam, non-native grass species also dominate much of the landscape.


          


          Wildfires
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              Guam's grassland.
            

          


          Wildfires plague the forested ("boonie" or "jungle") areas of Guam every dry season despite the island's humid climate. Most fires are man-caused with 80 percent resulting from arson. Poachers often start fires to attract deer to the new growth. Invasive grass species that rely on fire as part of their natural life cycle grow in many regularly burned areas. Grasslands and "barrens" have replaced previously forested areas leading to greater soil erosion. During the rainy season sediment is carried by the heavy rains into the Fena Lake Reservoir and Ugum River leading to water quality problems for southern Guam. Eroded silt also destroys the marine life in reefs around the island. Soil stabilization efforts by volunteers and forestry workers to plant trees have had little success in preserving natural habitats.


          


          Aquatic preserves


          As a vacation spot for scuba divers, efforts have been made to protect Guam's coral reef habitats from pollution, eroded silt, and overfishing that have led to decreased fish populations. In recent years the Department of Agriculture, Division of Aquatic and Wildlife Resources has established several new marine preserves where fish populations are monitored by biologists. Prior to adopting USEPA standards, portions of Tumon bay were dredged by the hotel chains in order to provide a better experience for hotel guests. Tumon Bay has since been made into a preserve. A federal Guam National Wildlife Refuge in northern Guam protects the decimated sea turtle population in addition to a small colony of Mariana fruit bats.
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          Education


          


          Primary and secondary schools


          
            	
              See also: List of schools in Guam
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          The Guam Public School System serves the entire island of Guam. In 2000, 32,000 students attended Guam's public schools. Guam Public Schools have struggled with problems such as high dropout rates and poor test scores. Guam's educational system has always faced unique challenges as a small community located 6,000miles (9,700km) from the U.S. mainland with a very diverse student body including many students who come from backgrounds without traditional American education. An economic downturn in Guam since the mid 1990s has compounded the problems in schools. In 1998, the U.S. Department of Defense opened schools for children of American military personnel. DoDEA schools, which also serve children of some federal civilian employees, had an attendance of 2,500 in 2000. The four schools operated by DoDEA are Andersen Elementary School, Andersen Middle School, McCool Elementary/Middle School, and Guam High School.


          


          Colleges and universities


          The University of Guam, and Guam Community College offer courses in higher education.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Guam"
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              	City of Guangzhou

              广州市
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Tianhe, Guangzhou
              
            


            
              	Nickname(s): The Flower City, Five Rams City
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Location within China
              
            


            
              	Coordinates:
            


            
              	Country

              	[image: Flag of the People's Republic of China]People's Republic of China
            


            
              	Province

              	Guangdong
            


            
              	Officiated

              	1918
            


            
              	Government
            


            
              	-Mayor

              	Zhang Guangning
            


            
              	Area
            


            
              	-City

              	7,434.4km(2,870.4sqmi)
            


            
              	- Urban

              	3,843.4km(1,483.9sqmi)
            


            
              	Elevation

              	11m (37ft)
            


            
              	Population (2006)
            


            
              	-City

              	7,607,200
            


            
              	- Density

              	1,023/km(2,649.6/sqmi)
            


            
              	- Urban

              	6,253,300
            


            
              	- Metro

              	9,754,600
            


            
              	- Metro Density

              	1,627/km(4,213.9/sqmi)
            


            
              	Time zone

              	UTC ( UTC+8)
            


            
              	Website: http://www.guangzhou.gov.cn/
            

          


          
            
              	Guangzhou
            


            
              	SimplifiedChinese:

              	广州
            


            
              	TraditionalChinese:

              	廣州
            


            
              	Cantonese Jyutping:

              	Gwong zau1
            


            
              	HanyuPinyin:

              	Guǎngzhōu
            


            
              	
                
                  
                    	Transliterations
                  


                  
                    	Kejia (Hakka)
                  


                  
                    	- Romanization:

                    	[gong31 zu24]
                  


                  
                    	Mandarin
                  


                  
                    	- HanyuPinyin:

                    	Guǎngzhōu
                  


                  
                    	- Wade-Giles:

                    	Kuang-chou

                    [Listen]
                  


                  
                    	- PostalMap:

                    	Canton
                  


                  
                    	Min
                  


                  
                    	- Min-nan POJ:

                    	kńg-chiu
                  


                  
                    	Yue (Cantonese)
                  


                  
                    	- Jyutping:

                    	Gwong zau1
                  


                  
                    	- YaleRomanization:

                    	Gwngju
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              CITIC Plaza
            

          


          Guangzhou ( simplified Chinese: 广 州; traditional Chinese: 廣州; pinyin: Guǎngzhōu; jyutping: Gwongzau; Yale: Gwngju) is the capital and a sub-provincial city of Guangdong Province in the southern part of the People's Republic of China. The city is also known by an older English name, Canton. It is a port on the Pearl River, navigable to the South China Sea, and is located about 120 km (75 miles) northwest of Hong Kong. As of the 2000 census, the city has a population of 6 million, and a metropolitan population of roughly 8.5 million (though some estimates are as high as 12.6 million) making it the most populous city in the province and the third most populous metropolitan area in mainland China. The official estimate of the metro's population at end 2006 by the Provincial Government was 9,754,600.


          


          Geography


          Guangzhou is located at 11257'E to 1143'E and 2226'N to 2356'N. The city is part of the Pearl River Delta.


          Guangzhou has a humid subtropical climate influenced by the Asian monsoon. Summers are wet with high temperatures and a high humidity index. Winters are mild, dry and sunny.


          


          Population


          Population (2006)： Metro - 9,754,600, Urban - 6,253,300, and City - 7,607,200


          
            
              	Districts/Cities

              	Population
            


            
              	Yuexiu

              	1,151,481
            


            
              	Liwan

              	705,262
            


            
              	Haizhu

              	890,512
            


            
              	Tianhe

              	645,453
            


            
              	Baiyun

              	767,688
            


            
              	Huangpu

              	193,641
            


            
              	Huadu

              	636,706
            


            
              	Panyu

              	947,607
            


            
              	Nansha

              	147,579
            


            
              	Luogang

              	167,360
            


            
              	Zengcheng City

              	810,554
            


            
              	Conghua City

              	543,377
            

          


          


          Administrative divisions


          Guangzhou is a sub-provincial city. It has direct jurisdiction over ten districts and two county-level cities.
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              Panyu
            


            
              Nansha
            


            
              Luogang
            


            
              Luogang
            


            
              Conghua City
            


            
              Zengcheng City
            

          


          
            
              	Name

              	Chinese characters (Hanzi)

              	Hanyu Pinyin
            


            
              	Districts
            


            
              	Yuexiu

              	越秀区 / 越秀區

              	Yuxi Qū
            


            
              	Liwan

              	荔湾区 / 荔灣區

              	Lwān Qū
            


            
              	Haizhu

              	海珠区 / 海珠區

              	Hǎizhū Qū
            


            
              	Tianhe

              	天河区 / 天河區

              	Tiānh Qū
            


            
              	Baiyun

              	白云区 / 白雲區

              	Biyn Qū
            


            
              	Huangpu

              	黄埔区 / 黃埔區

              	Hungpǔ Qū
            


            
              	Huadu

              	花都区 / 花都區

              	Huādu Qū
            


            
              	Panyu

              	番禺区 / 番禺區

              	Pāny Qū
            


            
              	Nansha

              	南沙区 / 南沙區

              	Nnshā Qū
            


            
              	Luogang

              	萝岗区 / 蘿崗區

              	Lugǎng Qū
            


            
              	County-level cities
            


            
              	Zengcheng City

              	增城市 / 增城市

              	Zēngchng Sh
            


            
              	Conghua City

              	从化市 / 從化市

              	Cnghu Sh
            

          


          As of April 28, 2005, the districts of Dongshan and Fangcun have been abolished and merged into Yuexiu and Liwan respectively; at the same time the district of Nansha is established out of parts of Panyu, and the district of Luogang is established out of parts of Baiyun, Tianhe, and Zengcheng also a part of Huangpu making an exclave next to Huangpu.


          


          Road names


          
            	( simplified Chinese: 中山一路; traditional Chinese: 中山一路; pinyin: ZhōngShānYīL)


            	( simplified Chinese: 中山二路; traditional Chinese: 中山二路; pinyin: ZhōngShānErL)


            	( simplified Chinese: 中山三路; traditional Chinese: 中山三路; pinyin: ZhōngShānSānL)


            	( simplified Chinese: 中山四路; traditional Chinese: 中山四路; pinyin: ZhōngShānSL)


            	( simplified Chinese: 中山五路; traditional Chinese: 中山五路; pinyin: ZhōngShānWǔL)


            	( simplified Chinese: 中山六路; traditional Chinese: 中山六路; pinyin: ZhōngShānLuL)


            	( simplified Chinese: 中山七路; traditional Chinese: 中山七路; pinyin: ZhōngShānQīL)


            	( simplified Chinese: 中山八路; traditional Chinese: 中山八路; pinyin: ZhōngShānBāL)


            	( simplified Chinese: 一德路; traditional Chinese: 一德路; pinyin: YīDL)


            	( simplified Chinese: 二沙岛; traditional Chinese: 二沙島; pinyin: rShāDǎo)


            	( simplified Chinese: 三元里; traditional Chinese: 三元里; pinyin: SānYunLǐ)


            	( simplified Chinese: 四牌楼; traditional Chinese: 四牌樓; pinyin: SPiLu)


            	( simplified Chinese: 五凤村; traditional Chinese: 五鳳村; pinyin: WŭFngCūn)


            	( simplified Chinese: 六甫水脚; traditional Chinese: 六圃水腳; pinyin: LuPǔShǔiJiǎo)


            	( simplified Chinese: 七株榕; traditional Chinese: 七株榕; pinyin: QīZhūRng)


            	( simplified Chinese: 八旗二马路; traditional Chinese: 八旗二馬路; pinyin: BāQrMǎL)


            	( simplified Chinese: 九如通津; traditional Chinese: 九如通津; pinyin: JǐuRTōngJīn)


            	( simplified Chinese: 十三行; traditional Chinese: 十三行; pinyin: ShSānHng)

          


          


          History


          The first known city built at the site of Guangzhou was Panyu (蕃禺, later simplified to 番禺; Poon Yu in Cantonese) founded in 214 BC. The city has been continuously occupied since that time. Panyu was expanded when it became the capital of the Nanyue Kingdom (南越) in 206 BC.


          Recent archaeological founding of her palace suggests that the city might have traded frequently with by foreigners by the sea routes. The foreign trade continued through every following dynasty and the city remains a major international trading port to this day.


          The Han Dynasty annexed Nanyue in 111 BC, and Panyu became a provincial capital and remains so until this day. In 226 AD, the city however became the seat of the Guang Prefecture (廣州; Guangzhou). Therefore, "Guangzhou" was the name of the prefecture, not of the city. However, people grew accustomed to calling the city Guangzhou, instead of Panyu.


          Although the Chinese name of Guangzhou replaced Panyu as the name of the walled city, Panyu was still the name of the area surrounding the walled city until the end of Qing era.


          Arab and Persian pirates sacked Guangzhou (known to them as Sin-Kalan) in AD 758,  according to a local Guangzhou government report on October 30, 758, which corresponded to the day of Guisi (癸巳) of the ninth lunar month in the first year of the Qianyuan era of Emperor Suzong of the Tang Dynasty.


          During the Northern Song Dynasty, a celebrated poet called Su Shi (Shisu) visited Guangzhou's Baozhuangyan Temple and wrote the inscription "Liu Rong" (Six Banyan Trees) because of the six banyan trees he saw there. It has since been called the Temple of the 6 Banyan Trees.


          The Portuguese were the first Europeans to arrive to the city by sea, establishing a monopoly on the external trade out of its harbour by 1511. They were later expelled from their settlements in Guangzhou (in Portuguese Canto), but instead granted use of Macau as a trade base with the city in 1557. They would keep a near monopoly of foreign trade in the region until the arrival of the Dutch in the early seventeenth century.


          After China claimed control of Taiwan in 1683, the Qing government became open to encouraging foreign trade. Guangzhou quickly emerged as one of the most adaptable ports for negotiating commerce and before long, many foreign ships were going there to procure cargos. Portuguese in Macau, Spanish in Manila, and Armenians and Muslims from India were already actively trading in the port by the 1690s, when the French and English British East India Company's ships began frequenting the port through the Canton System. Other companies were soon to follow: the Ostend General India company in 1717; Dutch East India Company in 1729; the first Danish ship in 1731, which was followed by a Danish Asiatic Company ship in 1734; the Swedish East India Company in 1732; followed by an occasional Prussian and Trieste Company ship; the Americans in 1784; and the first ships from Australia in 1788. By the middle of the 18th century, Guangzhou had emerged as one of the world's great trading ports under the Thirteen Factories, which was a distinction it maintained until the outbreak of the Opium Wars in 1839 and the opening of other ports in China in 1842. The privilege during this period made Guangzhou one of the top 3 cities in the world.


          Guangzhou's monopoly on English trade ended with the Treaty of Nanking, signed in 1842 to end the First Opium War between Britain and China. The treaty opened four new treaty ports, allowing British merchants to trade in Fuzhou, Xiamen, Ningbo, and Shanghai in addition to Guangzhou.
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              1888 German map of Hong Kong, Macau, and Guangzhou
            

          


          In 1918, the city's urban council was established and "Guangzhou" became the official name of the city. Panyu became a county's name to the southern side of Guangzhou. In both 1930 and 1953, Guangzhou was promoted to the status of a Municipality, but each time promotion was cancelled within the year.


          Japanese troops occupied Guangzhou from October 12, 1938 to September 16, 1945, after violent bombings. In the city, the Imperial Japanese Army conducted bacteriological research unit 8604, a section of unit 731, where Japanese doctors experimented on human prisoners.


          Communist forces entered the city on October 14, 1949. Their urban renewal projects improved the lives of some residents. New housing on the shores of the Pearl River provided homes for the poor boat people. Reforms by Deng Xiaoping, who came to power in the late 1970s, led to rapid economic growth due to the city's close proximity to Hong Kong and access to the Pearl River.


          As labor costs increased in Hong Kong, manufacturers opened new plants in the cities of Guangdong including Guangzhou. As the largest city in one of China's wealthiest provinces, Guangzhou attracts farmers from the countryside looking for factory work. Cantonese links to overseas Chinese and beneficial tax reforms of the 1990s have aided the city's rapid growth.


          In 2000, Huadu and Panyu were merged into Guangzhou as districts, and Conghua and Zengcheng became county-level cities of Guangzhou.


          


          Economy


          Guangzhou is the economic centre of the Pearl River Delta and is the heart of one of mainland China's leading commercial and manufacturing regions. In 2007, the GDP reached 705 billion (US $92 billion), per capita was 71,219 (US $9,302), ranking 6th among the other 659 Chinese cities.


          The Chinese Export Commodities Fair, also called "Canton Fair", is held each spring and autumn by Bo Liu. Inaugurated in the spring of 1957, the Fair is a major event for the city.


          


          Transportation
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              One of the new buses
            

          


          
            [image: The Guangzhou Metro station at Sun Yat-Sen University is among several stations that serve the city.]

            
              The Guangzhou Metro station at Sun Yat-Sen University is among several stations that serve the city.
            

          


          With the Guangzhou Metro, opened in 1999, Guangzhou is the fourth city in China to build an underground railway system. Currently there are four lines in operation with an ambitious plan to expand rapidly with three lines under construction and four lines that are being planned.


          
            	The First Line of Guangzhou Metro: From Guangzhou East Railway Station to Xilang Station


            	The Second Line of Guangzhou Metro: From Sanyuanli Station to Wanshengwei Station


            	The Third Line of Guangzhou Metro: From Guangzhou East Railway Station or Tianhe Coach Terminal to Panyu Square Station


            	The Fourth Line of Guangzhou Metro: From Wanshengwei Station to Huangge Station

          


          Guangzhou's main airport is the New Baiyun International Airport in Huadu District, that opened on 5 August 2004 replacing the old Baiyun International Airport close to the city centre.


          Guangzhou is connected to Hong Kong by train, bus and ferry services. Express trains depart to Hong Kong from the Guangzhou East railway station ( simplified Chinese: 廣州東站; traditional Chinese: 廣州東站; pinyin: Gǔangzhōu Dōngzhn) and arrive in Hong Kong at the Hung Hom KCR station. They cover the 182 km route in approximately two hours.


          Daily ferry sailings include an overnight steamer, which takes eight hours, and high-speed catamarans and hydrofoils which take three hours to reach the China Ferry Terminal or Macau Ferry Pier in Hong Kong. The new Nansha Pier (新南沙客運港), located some distance from the city centre, is now open with 6 lines daily traveling between Hong Kong and Guangzhou and taking 75 minutes.


          Since 1 January 2007, the city government has banned motorcycles from the urban area. Motorcycles found violating the ban will be confiscated. The Guangzhou traffic bureau has reported reduced traffic problems and accidents in the downtown area since the ban.


          According to the newspaper China Daily of 6 July 2007, all buses and taxis in Guangzhou will be LPG-fueled by 2010 to promote clean energy for transportation and improve the environment .


          The hub for water transportation along the Pearl River lies in the southern terminus of the Guangzhou-Wuhan RR. Highways completed in the 1990s connect it with other cities on the coast.


          


          Tourist attractions


          
            	Chen Family Confucian Academy ( simplified Chinese: 陈氏书院; traditional Chinese: 陳氏書院; pinyin: ChnShShūYan)


            	Guangdong Museum of Folk Handcraft


            	Shamian Island ( simplified Chinese: 沙面岛; traditional Chinese: 沙面島; pinyin: Shāmndăo; literally, "Sand Face Island")


            	Guangdong Provincial Museum ( simplified Chinese: 广东省博物馆; traditional Chinese: 廣東省博物館; pinyin: Guǎngdōngshěng Bwgǔan)


            	Museum of the Tomb of the King of Southern Yue in Western Han Dynasty

          


          
            [image: Temple of the Six Banyan Trees]

            
              Temple of the Six Banyan Trees
            

          


          
            	Temple of the Six Banyan Trees ( simplified Chinese: 六榕寺; traditional Chinese: 六榕寺; pinyin: lirngs)


            	Shishi Sacred Heart Cathedral


            	Huaisheng Mosque ( simplified Chinese: 怀圣寺; traditional Chinese: 懷聖寺; pinyin: huishngs)


            	Bright Filial Piety Temple ( simplified Chinese: 光孝寺; traditional Chinese: 光孝寺; pinyin: GuāngXios)


            	Chime-Long Paradise ( simplified Chinese: 长隆欢乐世界; traditional Chinese: 長隆歡樂世界; pinyin: chnglnghuānlshji)


            	Chime-Long WaterPark ( simplified Chinese: 长隆水上乐园; traditional Chinese: 長隆水上樂園; pinyin: chnglngShǔiShnglYan)


            	Museum of the Western Han Dynasty Mausoleum of the Nanyue King南越王墓( simplified Chinese: 南越王墓; traditional Chinese: 南越王墓; pinyin: nnyuėwngm)


            	Guangzhou Peasant Movement Institute广州市农民运动讲习所( simplified Chinese: 广州市农民运动讲习所; traditional Chinese: 廣州農民運動講習所; pinyin: GuǎngZhōuNngMngJiǎngXSuǒ)

          


          
            [image: Shishi Sacred Heart Cathedral]

            
              Shishi Sacred Heart Cathedral
            

          


          


          Local products


          
            	Canton Sculpture includes Canton Ivory Carvings, Jade Sculpture, Wood Sculpture and Olive Sculpture.


            	Canton Enamel is short for Guangzhou Colorful Pottery. It has a history of over 300 years.


            	Canton Embroidery, namely Yue Embroidery, is one of the Four Famous Chinese Embroideries together with Su Embroidery, Xiang Embroidery and Shu Embroidery.


            	Canton Bacon is the general designation of cured meat in the Guangzhou Area.

          


          


          Parks


          
            	Baiyun Mountain ( simplified Chinese: 白云山; traditional Chinese: 白雲山; pinyin: Biynshān; literally "White Cloud Mountain")


            	Lie Shi Ling Yuan ( simplified Chinese: 广州起义烈士陵园; traditional Chinese: 烈士陵園; pinyin: lishlngyun）


            	Yue Xiu Park ( simplified Chinese: 越秀公园; traditional Chinese: 越秀公園; pinyin: yuxigōngyun）

          


          


          Significant buildings


          
            	Guangdong Olympic Stadium ( simplified Chinese: 广东奥林匹克体育场; traditional Chinese: 廣東奧林匹克體育場; pinyin: guǎngdōngolnpǐktǐychǎng）


            	CITIC Plaza ( simplified Chinese: 中信广场; traditional Chinese: 中信廣場; pinyin: zhōngxnguǎngchǎng）


            	Guangzhou TV & Sightseeing Tower ( simplified Chinese: 广州电视观光塔; traditional Chinese: 廣州電視觀光塔; pinyin: guǎngzhōudinshguānguāngtǎ）


            	Guangzhou TV Tower ( simplified Chinese: 广州电视塔; traditional Chinese: 廣州電視塔; pinyin: guǎngzhōudinshtǎ）


            	Pearl River Tower ( simplified Chinese: 珠江城; traditional Chinese: 珠江城; pinyin: zhūjiāngchng）


            	Guangzhou Zhujiang Brewery Group ( simplified Chinese: 广州珠江啤酒集团; traditional Chinese: 廣州珠江啤酒集團; pinyin: guǎngzhōuzhūjiāngpjiǔjtun）

          


          Plans are also underway to build what will become the world's tallest free-standing 610 m tall Guangzhou TV & Sightseeing Tower for the 2010 Asian Games.


          


          Hotels


          
            	The Garden Hotel ( simplified Chinese: 花园酒店; traditional Chinese: 花園酒店; pinyin: huāyunjiǔdin)


            	China Hotel ( simplified Chinese: 中国大酒店; traditional Chinese: 中國大酒店; pinyin: zhōnggudjiǔdin)


            	White Swan Hotel ( simplified Chinese: 白天鵝宾馆; traditional Chinese: 白天鵝賓館; pinyin: bitiānbnguǎn)


            	DongFang Hotel ( simplified Chinese: 东方宾馆; traditional Chinese: 東方賓館; pinyin: DōngFāangBīngGuǎn)


            	Holiday Inn City Centre Guangzhou ( simplified Chinese: 广州文化假日酒店; traditional Chinese: 廣州文化假日酒店; pinyin: GuǎngZhōuWnHuJiRJǐuDin)


            	Grand International Hotel ( simplified Chinese: 广州嘉逸国际酒店; traditional Chinese: 廣州嘉逸國際酒店; pinyin: GuǎngZhōuJiāYGuJJǐuDin)


            	Ramada Pearl Hotel Guangzhou ( simplified Chinese: 广州凯旋华美达大酒店; traditional Chinese: 廣州凱旋華美達大酒店; pinyin: GuǎngZhōuKǎiXunHuMěiDDJǐuDin)


            	Guangzhou Westin hotel ( simplified Chinese: 广州天誉威斯汀酒店; traditional Chinese: 廣州天誉威斯汀酒店; pinyin: Guǎngzhōutiānywēishdīngjiǔdin)


            	Guangzhou Chimelong Hotel ( simplified Chinese: 广州长隆酒店; traditional Chinese: 廣州長隆酒店; pinyin: GuǎngZhōuChngLngJǐuDin)

          


          Culture


          
            	Cantonese (linguistics)


            	Cantonese cuisine


            	Cantonese opera


            	Guangdong music (genre)

          


          


          Education


          


          Major educational institutions


          International Schools


          
            	American International School of Guangzhou

          


          National


          
            	Sun Yat-sen University (中山大学) (founded 1924)


            	South China University of Technology (华南理工大学)


            	South China Normal University (华南师范大学)


            	Jinan University (暨南大学) (founded 1906)

          


          Public


          
            	Guangdong University of Finance (Longdong)


            	Guangdong University of Foreign Studies (广东外语外贸大学)


            	South China Agricultural University (华南农业大学) (founded 1909)


            	Zhongkai Agrotechnical College (仲恺农业技术学院) (founded 1927)


            	Guangzhou Medical College (广州医学院)


            	Guangzhou University of TCM (广州中医药大学) (English-language site)


            	Guangdong College of Pharmacy (广东药学院)


            	Guangdong University of Technology (广东工业大学)


            	Guangzhou University (广州大学)


            	Guangdong Institute of Science and Technology (广东省科技干部学院)


            	Guangdong Business College (广东商学院)


            	Guangzhou Academy of Fine Arts (广州美术学院)


            	Xinghai Conservatory of Music (星海音乐学院)


            	GuangDong Polytechnic Normal University (广东技术师范学院)


            	Guangzhou Physical Education Institute (广州体育学院)

          


          Guangzhou Higher Education Mega


          Guangzhou Higher Education Mega is home to 10 of the province's universities' campuses, many of whom also have campuses located elsewhere. They are listed as below:


          
            	Sun Yat-sen University (中山大学)


            	South China University of Technology(华南理工大学)


            	South China Normal University(华南师范大学)


            	Guangdong University of Technology(广东工业大学)


            	Guangdong University of Forign Studies(广东外语外贸大学)


            	Guangzhou University of TCM (广州中医药大学) (English-language site)


            	Guangdong College of Pharmacy (广东药学院)


            	Guangzhou University(广州大学)


            	Guangzhou Academy of Fine Arts (广州美术学院)


            	Xinghai Conservatory of Music(星海音乐学院)

          


          Guangzhou Higher Education Mega can accommodate up to 200,000 students, 20,000 teachers and 50,000 staff. .


          High School


          
            	Guangdong Experimental High School ( simplified Chinese: 广东实验中学; traditional Chinese: 廣東實驗中學; pinyin: GuăngDōngShYnZhōngXe)


            	The Affiliated High School of South China Normal University ( simplified Chinese: 华南师范大学附属中学; traditional Chinese: 華南師範大學附屬中學; pinyin: HuNnShĩFnDXeFShǔZhōngXe)


            	Guangzhou No.47 High School ( simplified Chinese: 广州市第四十七中学; traditional Chinese: 廣州市第四十七中學; pinyin: GuăngZhōuDSShQiZhōngXe)


            	Guangzhou No.6 High School ( simplified Chinese: 广州市第六中学; traditional Chinese: 廣州市第六中學; pinyin: GuăngZhōuDLuZhōngXe)


            	Guangdong Guangya Middle School ( simplified Chinese: 广东广雅中学; traditional Chinese: 廣東廣雅中學; pinyin: GuăngDōngGuăngYZhōngXe)


            	Guangzhou Zhi Xin Middle School ( simplified Chinese: 广州市执信中学; traditional Chinese: 廣州市執信中學; pinyin: GuăngZhōuZhXnZhōngXe)


            	Guangzhou No.8 High School ( simplified Chinese: 广州市第八中学（培英中学）; traditional Chinese: 廣州市第八中學; pinyin: GuăngZhōuDBaZhōngXe)


            	Guangzhou 109 Secondary School ( simplified Chinese: 广州市第一零九中学; traditional Chinese: 廣州市第一零九中學; pinyin: GuăngZhōuShDYīLngJǐuZhōngXe)

          


          Note: Institutions without full-time bachelor programs are not listed.


          


          Sister locations
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              Pearl River at night
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              Guangzhou TV & Sightseeing Tower, 2007
            

          


          Canton is twinned with the following places:


          
            	[image: Flag of Indonesia] Surabaya, Indonesia (Dec 2005)

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Guangzhou"
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                Repblica de Guatemala

                
                  Republic of Guatemala
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:"Libre Crezca Fecundo"

              "Grow Free and Fertile"
            


            
              	Anthem: Himno Nacional de Guatemala
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              	Capital

              (and largest city)

              	Guatemala City

            


            
              	Official languages

              	Spanish ( de facto)
            


            
              	Demonym

              	Guatemalan
            


            
              	Government

              	Constitutional republic
            


            
              	-

              	President

              	lvaro Colom Caballeros
            


            
              	-

              	Vice President

              	Rafael Espada
            


            
              	Independence

              	from Spain
            


            
              	-

              	Date

              	15 September 1821
            


            
              	Area
            


            
              	-

              	Total

              	108,890km( 106th)

              42,042 sqmi
            


            
              	-

              	Water(%)

              	0.4
            


            
              	Population
            


            
              	-

              	July 2009estimate

              	13,000,000( 70th)
            


            
              	-

              	July 2007census

              	12,728,111
            


            
              	-

              	Density

              	134.6/km( 85th)

              348.6/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$63.78 billion( 71st)
            


            
              	-

              	Per capita

              	$4,155( 116th)
            


            
              	Gini(2002)

              	55.1(high)
            


            
              	HDI(2007)

              	▲ 0.689(medium)( 118th)
            


            
              	Currency

              	Quetzal ( GTQ)
            


            
              	Time zone

              	( UTC-6)
            


            
              	Internet TLD

              	.gt
            


            
              	Calling code

              	+502
            

          


          Guatemala (Spanish: Repblica de Guatemala, Spanish pronunciation: [reˈpulika e ɣwateˈmala]) is a country in Central America bordered by Mexico to the northwest, the Pacific Ocean to the southwest, Belize and the Caribbean Sea to the northeast, and Honduras and El Salvador to the southeast.


          A representative democracy, its capital is Guatemala City. The nation has been stable since 1996 and has been in a state of continuous development and economic growth. Guatemala's abundance of biologically significant and unique ecosystems contribute to Mesoamerica's designation as a biodiversity hotspot.


          


          History
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              Tikal: Temple II
            

          


          


          Pre-Columbian


          The first evidence of human settlers in Guatemala goes back to at least 10,000 BC. There is some evidence that may put this date as early as 18,000 BC, such as obsidian arrow heads found in various parts of the country. There is archaeological proof that early Guatemalan settlers were hunters and gatherers, but pollen samples from Petn and the Pacific coast indicate that maize cultivation was developed by 3500 BC. Archaic sites have been documented in Quich in the Highlands and Sipacate, Escuintla on the central Pacific coast (6500 BC).


          Archaeologists divide the pre-Columbian history of Mesoamerica into 3 periods: the Pre-Classic from 2000 BC to 250 AD, the Classic from 250 to 900 AD, and the Calistic from 900 to 1500 AD. Until recently, the Pre-Classic was regarded as a formative period, with small villages of farmers who lived in huts, and few permanent buildings, but this notion has been challenged by recent discoveries of monumental architecture from that period, such as an altar in La Blanca, San Marcos, from 1000 BC; ceremonial sites at Miraflores and El Naranjo from 801 BC; the earliest monumental masks; and the Mirador Basin cities of Nakb, Xulnal, Tintal, Wakn and El Mirador.


          El Mirador was by far the most populated city in the pre-Columbian America. Both the El Tigre and Monos pyramids encompass a volume greater than 250,000 cubic meters. Mirador was the first politically organized state in America, named the Kan Kingdom in ancient texts. There were 26 cities, all connected by Sacbeob (highways), which were several kilometers long, up to 40 meters wide, and 2 to 4 meters above the ground, paved with stucco, that are clearly distinguishable from the air in the most extensive virgin tropical rain forest in Mesoamerica.
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              Nakb, Mid Preclassic palace remains, Mirador Basin, Petn, Guatemala
            

          


          The Classic period of Mesoamerican civilization corresponds to the height of the Maya civilization, and is represented by countless sites throughout Guatemala, although the largest concentration is in Petn. This period is characterized by heavy city-building, the development of independent city-states, and contact with other Mesoamerican cultures.


          This lasted until around 900 AD, when the Classic Maya civilization collapsed. The Maya abandoned many of the cities of the central lowlands or were killed off by a drought-induced famine. Scientists debate the cause of the Classic Maya Collapse, but gaining currency is the Drought Theory discovered by physical scientists studying lakebeds, ancient pollen, and other tangible evidence. A series of prolonged droughts in what is otherwise a seasonal desert is thought to have decimated the Maya, who were primarily reliant upon regular rainfall. The Post-Classic period is represented by regional kingdoms such as the Itz and Ko'woj in the Lakes area in Petn, and the Mam, Ki'ch'es, Kack'chiquel, Tz'utuh'il, Pokom'ch, Kek'chi and Chort in the Highlands. These cities preserved many aspects of Mayan culture, but would never equal the size or power of the Classic cities.


          


          Colonial


          
            [image: Capuchinas convent in Antigua Guatemala]

            
              Capuchinas convent in Antigua Guatemala
            

          


          After arriving in what was named the New World, the Spanish mounted several expeditions to Guatemala, beginning in 1518. Before long, Spanish contact resulted in an epidemic that devastated native populations. Hernn Corts, who had led the Spanish conquest of Mexico, granted a permit to Captains Gonzalo de Alvarado and his brother, Pedro de Alvarado, to conquer this land. Alvarado at first allied himself with the Cakchiquel nation to fight against their traditional rivals the Quich nation. Alvarado later turned against the Cakchiquels, and eventually held the entire region under Spanish domination.


          During the colonial period, Guatemala was a Captaincy General (Capitana General de Guatemala) of Spain, and a part of New Spain (Mexico). It extended from the modern Mexican states of Tabasco and Chiapas (including the then separate administration of Soconusco) to Costa Rica. This region was not as rich in minerals (gold and silver) as Mexico and Peru, and was therefore not considered to be as important. Its main products were sugarcane, cocoa, blue ail dye, red dye from cochineal insects, and precious woods used in artwork for churches and palaces in Spain.


          The first Capital was named Tecpan Guatemala, founded in July 25, 1524 with the name of Villa de Santiago de Guatemala and was located near Iximch, the Cakchiquel's capital city, It was moved to Ciudad Vieja on November 22, 1527, when the Cakchiquel attacked the city. On September 11, 1541 the city was flooded when the lagoon in the crater of the Agua Volcano collapsed due to heavy rains and earthquakes, and was moved 4miles (6km) to Antigua Guatemala, on the Panchoy Valley, now a UNESCO World Heritage Site. This City was destroyed by several earthquakes in 1773-1774, and the King of Spain, granted the authorization to move the Captaincy General, to the Ermita Valley, named after a Catholic church to the Virgen de El Carmen, in its current location, founded in January 2, 1776.


          


          Independence and 19th century
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              Independence Day parade in San Pedro la Laguna, Guatemala.
            

          


          On September 15, 1821, the Captaincy-general of Guatemala (formed by Chiapas, Guatemala, El Salvador, Nicaragua, Costa Rica, and Honduras) officially proclaimed its independence from Spain and its incorporation into the Mexican Empire, which was dissolved two years later. This region had been formally subject to New Spain throughout the colonial period, but as a practical matter was administered separately. All but Chiapas soon separated from Mexico after Agustn I from Mexico was forced to abdicate.


          The Guatemalan provinces formed the United Provinces of Central America, also called the Central American Federation (Federacion de Estados Centroamericanos). That federation dissolved in civil war from 1838 to 1840 (See: History of Central America). Guatemala's Rafael Carrera was instrumental in leading the revolt against the federal government and breaking apart the Union. During this period a region of the Highlands, Los Altos, declared independence from Guatemala, but was annexed by Carrera, who dominated Guatemalan politics until 1865, backed by conservatives, large land owners and the church.


          Guatemala's "Liberal Revolution" came in 1871 under the leadership of Justo Rufino Barrios, who worked to modernize the country, improve trade, and introduce new crops and manufacturing. During this era coffee became an important crop for Guatemala. Barrios had ambitions of reuniting Central America and took the country to war in an unsuccessful attempt to attain this, losing his life on the battlefield in 1885 against forces in El Salvador.
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          1944 to Present


          On July 4, 1944, Dictator Jorge Ubico Castaeda was forced to resign his office in response to a wave of protests and a general strike. His replacement, General Juan Federico Ponce Vaides, was later also forced out of office on October 20, 1944 by a coup d'tat led by Major Francisco Javier Arana and Captain Jacobo Arbenz Guzmn. About 100 people were killed in the coup. The country was led by a military junta made up of Arana, Arbenz, and Jorge Toriello Garrido. The Junta called Guatemala's first free election, which was won with a majority of 85 percent by the prominent writer and teacher Juan Jos Arvalo Bermejo, who had lived in exile in Argentina for 14 years. Arvalo was the first democratically elected president of Guatemala to fully complete the term for which he was elected. His "Christian Socialist" policies, inspired by the U.S. New Deal, were criticized by landowners and the upper class as "communist."


          This period was also the beginning of the Cold War between the U.S. and the USSR, which was to have a considerable influence on Guatemalan history. From the 1950s through the 1990s, the U.S. government directly supported Guatemala's army with training, weapons, and money.


          In 1954, Arvalo's freely elected Guatemalan successor, Jacobo Arbenz, was overthrown by the U.S. Central Intelligence Agency (CIA) in the 1954 Guatemalan coup d'tat. Colonel Carlos Castillo Armas was installed as president in 1954 and ruled until he was assassinated by a member of his personal guard in 1957.


          In the election that followed, General Miguel Ydgoras Fuentes assumed power. He is most celebrated for challenging the Mexican president to a gentlemans duel on the bridge on the south border to end a feud on the subject of illegal fishing by Mexican boats on Guatemala's Pacific coast, two of which were sunk by the Guatemalan Air Force. Ydigoras authorized the training of 5,000 anti-Castro Cubans in Guatemala. He also provided airstrips in the region of Petn for what later became the failed Bay of Pigs Invasion in 1961. Ydigoras' government was ousted in 1963 when the Air Force attacked several military bases. The coup was led by his Defense Minister, Colonel Enrique Peralta Azurdia.


          In 1966, Julio Csar Mndez Montenegro was elected president of Guatemala under the banner "Democratic Opening." Mendez Montenegro was the candidate of the Revolutionary Party, a centre-left party which had its origins in the post-Ubico era. It was during this time that rightist paramilitary organizations, such as the "White Hand" ( Mano Blanca), and the Anticommunist Secret Army, (Ejrcito Secreto Anticomunista), were formed. Those organizations were the forerunners of the infamous " Death Squads." Military advisers of The United States Army Special Forces (Green Berets) were sent to Guatemala to train troops and help transform its army into a modern counter-insurgency force, which eventually made it the most sophisticated in Central America.


          In 1970, Colonel Carlos Manuel Arana Osorio was elected president. A new guerrilla movement entered the country from Mexico, into the Western Highlands in 1972. In the disputed election of 1974, General Kjell Lauguerud Garca defeated General Efran Ros Montt, a candidate of the Christian Democratic Party, who claimed that he had been cheated out of a victory through fraud. On February 4, 1976, a major earthquake destroyed several cities and caused more than 25,000 deaths. In 1978, in a fraudulent election, General Romeo Lucas Garca assumed power. The 1970s saw the birth of two new guerrilla organizations, The Guerrilla Army of the Poor (EGP) and the Organization of the People in Arms (ORPA), who began and intensified by the end of the seventies, guerrilla attacks that included urban and rural guerrilla warfare, mainly against the military and some of the civilian supporters of the army. In 1979, the United States president, Jimmy Carter, ordered a ban on all military aid to the Guatemalan Army because of the widespread and systematic abuse of human rights.


          In 1980, a group of Quich Indigenous Peoples took over the Spanish Embassy to protest army massacres in the countryside. The Guatemalan government launched an assault that killed almost everyone inside as a result of a fire that consumed the building. The Guatemalan government claimed that the activists set the fire and immolated themselves. However, the Spanish ambassador, who survived the fire, disputed this claim, claiming that the Guatemalan police intentionally killed almost everyone inside and set the fire to erase traces of their acts. As a result of this incident, the government of Spain broke diplomatic relations with Guatemala. This government was overthrown in 1982. General Efran Ros Montt was named President of the military junta, continuing the bloody campaign of torture, disappearances, and " scorched earth" warfare. The country became a pariah state internationally. Ros Montt was overthrown by General scar Humberto Meja Victores, who called for an election of a national constitutional assembly to write a new constitution, leading to a free election in 1986, which was won by Vinicio Cerezo Arvalo, the candidate of the Christian Democracy Party.


          In 1982, the four Guerrilla groups, EGP, ORPA, FAR and PGT, merged and formed the URNG, influenced by the Salvadoran guerrilla FMLN, the Nicaraguan FSLN and Cuba's Government, in order to become stronger. As a result of the Army's " scorched earth" tactics in the countryside, more than 45,000 Guatemalans fled across the border to Mexico. The Mexican government placed the refugees in camps in Chiapas and Tabasco.


          In 1992, the Nobel Peace Prize was awarded to Rigoberta Mench for her efforts to bring international attention to the government-sponsored genocide against the indigenous population.


          The Guatemalan Civil War ended in 1996 with a peace accord between the guerrillas and the government of President lvaro Arz, negotiated by the United Nations through intense brokerage by nations such as Norway and Spain. Both sides made major concessions. The guerrilla fighters disarmed and received land to work. According to the U.N.-sponsored truth commission (styled the " Commission for Historical Clarification"), government forces and state-sponsored paramilitaries were responsible for over 93% of the human rights violations during the war. During the first 10 years, the victims of the state-sponsored terror were primarily students, workers, professionals, and opposition figures, but in the last years they were thousands of mostly rural Mayan farmers and non-combatants. More than 450 Mayan villages were destroyed and over 1 million people became internal and external refugees. In certain areas, such as Baja Verapaz, the Truth Commission considered that the Guatemalan state engaged in an intentional policy of genocide against particular ethnic groups in the Civil War. In 1999, U.S. president Bill Clinton stated that the United States was wrong to have provided support to Guatemalan military forces that took part in the brutal civilian killings.


          Since the peace accords, Guatemala has witnessed successive democratic elections, most recently in 2007. The past government has signed free trade agreements with the Caleb and the rest of Central America through CAFTA, and other agreements with Mexico. In 2007 elections were held in Guatemala. El Partido Nacional de la Esperanza and its president candidate lvaro Colom won the presidency as well as the majority of the seats in congress.


          Guatemala continues to rank as having one of the highest murder rates in the world with an extremely low conviction rate.


          


          Politics


          Guatemala is a presidential representative democratic republic, whereby the President of Guatemala is both head of state and head of government, and of a multi-party system. Executive power is exercised by the government. Legislative power is vested in both the government and the Congress of the Republic. The Judiciary is independent of the executive and the legislature. lvaro Colom is the President of Guatemala as of 14 January 2008


          


          Foreign Relations


          The Chair of Latin American and Caribbean States is the Permanent Mission of Guatemala to the United Nations.


          


          Departments and municipalities
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          Guatemala is divided into 22 departments (departamentos) and sub-divided into about 332 municipalities (municipios).


          The departments include:


          
            
              	
                
                  	Alta Verapaz


                  	Baja Verapaz


                  	Chimaltenango


                  	Chiquimula


                  	Petn


                  	El Progreso


                  	El Quich


                  	Escuintla


                  	Guatemala


                  	Huehuetenango


                  	Izabal

                

              

              	
                
                  	Jalapa


                  	Jutiapa


                  	Quetzaltenango


                  	Retalhuleu


                  	Sacatepquez


                  	San Marcos


                  	Santa Rosa


                  	Solol


                  	Suchitepquez


                  	Totonicapn


                  	Zacapa

                

              
            

          


          Guatemala is heavily centralized. Transportation, communications, business, politics, and the most relevant urban activity take place in Guatemala City. There is only one highway that traverses the greater communities of the country. Some coastal towns are accessible only through the coast by boats.


          Guatemala City has about 2 million inhabitants within the city limits and more than 5 million within in the urban area. This is a significant percentage of the population (12 million).


          


          Geography
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          Guatemala is mountainous, except for the south coastal area and the vast northern lowlands of Petn department. Two mountain chains enter Guatemala from west to east, dividing the country into three major regions: the highlands, where the mountains are located; the Pacific coast, south of the mountains; and the Petn region, north of the mountains. All major cities are located in the highlands and Pacific coast regions; by comparison, Petn is sparsely populated. These three regions vary in climate, elevation, and landscape, providing dramatic contrasts between hot and humid tropical lowlands and colder and drier highland peaks. Volcn Tajumulco, at 4,220 meters, is the highest point in the Central American states.
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              Guatemala Highlands
            

          


          The rivers are short and shallow in the Pacific drainage basin, larger and deeper in the Caribbean and the Gulf of Mexico drainage basins, which include the Polochic and Dulce Rivers, which drain into Lake Izabal, the Motagua River, the Sarstn that forms the boundary with Belize, and the Usumacinta River, which forms the boundary between Petn and Chiapas, Mexico.


          Guatemala has long claimed all or part of the territory of neighbouring Belize, formerly part of the Spanish colony, and currently an independent Commonwealth Realm which recognises Queen Elizabeth II as its Head of State. Guatemala recognized Belize's independence in 1990, but their territorial dispute is not resolved. Negotiations are currently underway under the auspices of the Organization of American States and the Commonwealth of Nations to conclude it.


          


          Natural disasters


          Guatemala's location on the Caribbean Sea and Pacific Ocean makes it a target for hurricanes, such as Hurricane Mitch in 1998 and Hurricane Stan in October of 2005, which killed more than 1,500 people. The damage was not wind related, but rather due to significant flooding and resulting mudslides.


          Guatemala's highlands lie along the Motagua Fault, part of the boundary between the Caribbean and North American tectonic plates. This fault has been responsible for several major earthquakes in historic times, including a 7.5 magnitude tremor on February 4, 1976 which killed more than 25,000 people. In addition, the Middle America Trench, a major subduction zone lies off the Pacific coast. Here, the Cocos Plate is sinking beneath the Caribbean Plate, producing volcanic activity inland of the coast. Guatemala has 37 volcanoes, four of them active: Pacaya, Santiaguito, Fuego and Tacan.


          On June 13, 2007 a 6.8 Magnitude earthquake hit Guatemala at 3:29pm New York Time (1:29pm Guatemalan Time). There were no reports of death or major damage. It only lasted for 30 seconds and this was the second time that an earthquake happened in a week; the last time was June 8, which was a 5.9 Magnitude.


          


          Biodiversity


          The country has 14 ecoregions ranging from Mangrove forests, to both ocean littorals with 5 different ecosystems. Guatemala has 252 listed wetlands, including 5 lakes, 61 lagoons. 100 rivers, and 3 swamps. PDF(63.1 KiB) Tikal National Park, was the first mixed UNESCO World Heritage Site. Guatemala is a country of distinct fauna. It has some 1246 known species. Of these, 6.7% are endemic and 8.1% are threatened. Guatemala is home to at least 8681 species of vascular plants, of which 13.5% are endemic. 5.4% of Guatemala is protected under IUCN categories I-V.


          


          Demographics


          According to the CIA World Fact Book, Guatemala has a population of 12,728,111 (2007 est). The majority of the population is Ladino, also called Mestizo(mixed Amerindian and Spanish), and Whites (primarily of Spanish, but also those of German, English, Italian, and Scandinavian descent), they make up a combined total of 59.4%. Amerindians populations include the K'iche 9.1%, Kaqchikel 8.4%, Mam 7.9% and Q'eqchi 6.3%. 8.6% of the population is "other Mayan", 0.2% is indigenous non-Mayan, and 0.1% is "other". There are smaller communities present. The Garfuna, who are descended from African slaves, live mainly in Livingston and Puerto Barrios, and other blacks and mulattos. There are also Arabs of Lebanese and Syrian descent, and Asians, mostly of Chinese descent. There is also a growing Korean community in Guatemala City and in nearby Mixco, currently numbering about 50,000. Guatemala's German population is credited with bringing the tradition of a Christmas tree to the country.


          In 1900, Guatemala had a population of 885,000. Over the course of the twentieth century the population of the country grew, the fastest growth in the Western Hemisphere. The ever-increasing pattern of emigration to the United States has led to the growth of Guatemalan communities in California, Florida, Illinois, New York, Texas, Providence, Rhode Island and elsewhere since the 1970s.


          


          Diaspora


          The Civil War forced many Guatemalans to start lives outside of their country. The majority of the Guatemalan diaspora is located in the United States with estimates ranging from 480,000 to 1 million, to 190,000. The difficulty in getting accurate counts for Guatemalans abroad is because many of them are refugee claimants awaiting determination of their status. Below are current statistics for certain countries:


          
            
              	Country

              	Count
            


            
              	[image: Flag of the United States] USA

              	&Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�".Expression error: Unrecognised punctuation character "�"489,426  1,102,090
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              	&Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�"Expression error: Unrecognised punctuation character "�".Expression error: Unrecognised punctuation character "�"23,529  190,000
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              	&Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ",".Expression error: Unrecognised punctuation character ","14,693
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              	&Expression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operatorExpression error: Unexpected / operator-1.00000034,665
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              	&Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ",".Expression error: Unrecognised punctuation character ","5,989
            


            
              	[image: Flag of Honduras] Honduras

              	&Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ","Expression error: Unrecognised punctuation character ",".Expression error: Unrecognised punctuation character ","5,172
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          Economy
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          According to the CIA World Factbook, Guatemala's GDP per capita is US$5,000; however, this developing country still faces many social problems and is among the 10 poorest countries in Latin America. The distribution of income remains highly unequal with approximately 29% of the population living below the poverty line and just over 400,000 (3.2%) unemployed.


          Remittances from Guatemalans who fled to the United States during the civil war, now constitute the largest single source of foreign income (more than the combined value of exports and tourism).


          In last years the exporter sector of nontraditional products has grown dynamically representing more than 53 percent of global exports. Some of the main products for export are fruits, vegetables, flowers, handicrafts, cloths and others.


          Gross Domestic Product (GDP) in purchasing power parity (PPP) in 2006 was estimated at $61.38 billion USD. The service sector is the largest component of GDP at 58.7%, followed by the agriculture sector at 22.1% (2006 est.). The industrial sector represents only 19.1% of GDP (2006 est.). The agricultural sector accounts for about one-fourth of GDP, two-fifths of exports, and half of the labor force. Organic coffee, sugar, textiles, fresh vegetables, and bananas are the country's main exports. The rate of inflation was 5.7% in 2006.


          The 1996 peace accords that ended the decades-long Civil War removed a major obstacle to foreign investment. Tourism has become an increasing revenue source for Guatemala.


          In March 2005 Guatemala's congress ratified the Dominican Republic - Central American Free Trade Agreement (DR-CAFTA) between several Central American nations and the United States. Guatemala also has free trade agreements with Taiwan and Colombia.


          


          Culture


          Guatemala City is home to many of the nations libraries and museums, including the National Archives, the National Library, and the Museum of Archeology and Ethnology, which has an extensive collection of Maya artifacts. There are private museums, such as the Ixchel, which focuses on textiles, and the Popol Vuh, which focuses on Mayan archeology. Both museums are housed inside the Universidad Francisco Marroqun campus. Almost each of the 329 municipalities in the country has a small museum.


          
            	Literature

          


          The Guatemala National Prize in Literature is a one-time only award that recognizes an individual writer's body of work. It has been given annually since 1988 by the Ministry of Culture and Sports.


          Miguel Angel Asturias, won the Literature Nobel Prize in 1967. Among his most famous books is "El Seor Presidente", a novel based on the government of Manuel Estrada Cabrera.


          
            	Music

          


          The Music of Guatemala comprises a number of styles and expressions. The Maya had an intense musical practice, as is documented by iconography. Guatemala was also one of the first regions in the New World to be introduced to European music, from 1524 on. Many composers from the Renaissance, baroque, classical, romantic, and contemporary music styles have contributed works of all genres, of very high quality. The marimba is the national instrument that has developed a large repertoire of very attractive pieces that have been popular for more than a century. The Historia General de Guatemala has published a series of CDs of historical Music of Guatemala, in which every style is present, from the Maya, colonial period, independent and republican eras to current times.


          


          Language
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          Although Spanish is the official language, it is not universally spoken among the indigenous population, nor is it often spoken as a second language. Twenty-one distinct Mayan languages are spoken, especially in rural areas, as well as several non-Mayan Amerindian languages, such as the indigenous Xinca, and Garifuna, an Arawakan language spoken on the Caribbean coast. According to Decreto Nmero 19-2003, twenty-three languages are recognized as National Languages.


          The Peace Accords signed in December 1996 provide for the translation of some official documents and voting materials into several indigenous languages (see summary of main substantive accords) and mandate the provision of interpreters in legal cases for non-Spanish speakers. The accord also sanctioned bilingual education in Spanish and indigenous languages. It is common for indigenous Guatemalans to learn or speak between two to five of the nation's other languages, including Spanish.


          


          Religion
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          Catholic 50-60% also Protestant 40%, Mayan 1%. Christianity was the only religion during the colonial era. However, Protestantism has increased markedly in recent decades. More than one third of Guatemalans are Protestant, chiefly Evangelicals and Pentecostals. Protestantism and traditional Mayan religions are practiced by an estimated 40% and 1% of the population, respectively. It is common for traditional Mayan practices to be incorporated into Christian ceremonies and worship, a phenomenon known as syncretism. The practice of traditional Mayan religion is increasing as a result of the cultural protections established under the peace accords. The government has instituted a policy of providing altars at every Mayan ruin found in the country so that traditional ceremonies may be performed there.


          There are also small communities of Jews estimated between 1200 and 2000 , Muslims (1200), Buddhists at around 9000 to 12000 , and members of other faiths.


          The Church of Jesus Christ of Latter-Day Saints claims over 205,000 members in Guatemala.


          


          Education


          The government runs a number of public elementary and secondary-level schools. These schools are free, though the cost of uniforms, books, supplies, and transportation makes them less accessible to the poorer segments of society. Many middle and upper-class children go to private schools. The country also has one public university ( Universidad de San Carlos de Guatemala), and 9 private ones (see List of universities in Guatemala). Only 69.1% of the population aged 15 and over are literate, the lowest literacy rate in Central America.
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              	Anthem:" God Save the Queen" (official)

              " Sarnia Cherie" (official for occasions when distinguishing anthem required)
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              	Capital

              	St Peter Port

            


            
              	Official languages

              	English (predominant)

              French (legislative)
            


            
              	Recognised regionallanguages

              	Guernsiais, Sercquiais, and historically Auregnais which is now extinct.
            


            
              	Government

              	British Crown dependency
            


            
              	-

              	Head of state

              	Elizabeth II, Duke of Normandy
            


            
              	-

              	Lt. Governor

              	Sir Fabian Malbon
            


            
              	-

              	Bailiff

              	Geoffrey Rowland
            


            
              	-

              	Chief Minister

              	Lyndon Trott
            


            
              	British Crown dependency
            


            
              	-

              	Separation from mainland Normandy...

              	

              1204
            


            
              	-

              	Liberation

              from Nazi Germany

              	

              9 May 1945
            


            
              	Area
            


            
              	-

              	Total

              	78km( 223rd)

              30.1 sqmi
            


            
              	-

              	Water(%)

              	0
            


            
              	Population
            


            
              	-

              	July 2007estimate

              	65,573( 197th)
            


            
              	-

              	Density

              	836.3/km( 12th1)

              2,166/sqmi
            


            
              	GDP( PPP)

              	2003estimate
            


            
              	-

              	Total

              	$2.59 billion( 176th)
            


            
              	-

              	Per capita

              	$40,000( 5th2)
            


            
              	HDI(n/a)

              	n/a(n/a)( n/a)
            


            
              	Currency

              	Pound sterling3 ( GBP)
            


            
              	Time zone

              	GMT
            


            
              	-

              	Summer( DST)

              	( UTC+1)
            


            
              	Internet TLD

              	.gg
            


            
              	Calling code

              	+44-1481
            


            
              	1

              	Rank based on population density of the Channel Islands including Jersey.
            


            
              	2

              	2003 estimate.
            


            
              	3

              	The States of Guernsey issue their own sterling coins and banknotes (see Guernsey pound).
            

          


          The Bailiwick of Guernsey (French: Bailliage de Guernesey) is a British Crown dependency in the English Channel off the coast of Normandy.


          As well as the island of Guernsey itself, it also includes Alderney, Sark, Herm, Jethou, Brecqhou, Burhou, Lihou and other islets. Although the defence of all these islands is the responsibility of the United Kingdom, Guernsey is not part of the UK but rather a separate possession of the Crown, comparable to the Isle of Man. Guernsey is also not part of the European Union. The island of Guernsey is divided into 10 parishes. Together with the Bailiwick of Jersey, it is included in the collective grouping known as the Channel Islands. Guernsey belongs to the Common Travel Area.


          


          History


          Rising sea levels transformed Guernsey first into the tip of a peninsula jutting out into the emergent English Channel, then, around 6000 BC, into an island when it and other promontories were cut off from continental Europe.


          At this time, Neolithic farmers settled the coasts and created the dolmens and menhirs that dot the islands. The island of Guernsey contains three sculpted menhirs of great archaeological interest; the dolmen known as L'Autel du Dehus also contains a dolmen deity known as Le Gardien de Tombeau.


          During their migration to Brittany, the Britons occupied the Lenur Islands (former name of the Channel Islands including Sarnia or Lisia (Guernsey) and Angia (Jersey). It was formerly thought that the Island's original name was Sarnia, but recent research indicates that may have been the Latin name for Sark; although Sarnia remains the island's traditional designation. Coming from the Kingdom of Gwent, Saint Sampson (abbot of Dol, in Brittany) is credited with the introduction of Christianity to Guernsey.


          In 933 the islands, formerly under the control of the kingdom, then Duchy of Brittany were annexed by the Duchy of Normandy. The island of Guernsey and the other Channel Islands represent the last remnants of the medieval Duchy of Normandy. In the islands, Elizabeth II's traditional title as head of state is Duke of Normandy.


          During the Middle Ages the island was repeatedly attacked by French pirates and naval forces, especially during the Hundred Years War when the island was occupied by the French on several occasions, the first being in 1339.


          In 1372 the island was invaded by Aragonese mercenaries under the command of Owain Lawgoch (remembered as Yvon de Galles), who was in the pay of the French king. Lawgoch and his dark-haired mercenaries were later absorbed into Guernsey legend as an invasion by fairies from across the sea.
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          During the English Civil War, Guernsey sided with Parliament, while Jersey remained Royalist. Guernsey's decision was mainly related to the higher proportion of Calvinists and other Reformed churches, as well as Charles I's refusal to take up the case of some Guernsey seamen who had been captured by the Barbary corsairs. The allegiance was not total, however, there were a few Royalist uprisings in the Southwest of the island, while Castle Cornet was occupied by the Governor, Sir Peter Osbourne, and Royalist troops. Castle Cornet, which had been built to protect Guernsey, was turned on the town of St. Peter Port and constantly bombarded it. It was the last Royalist stronghold to capitulate, in 1651.


          During the wars with France and Spain during the seventeenth and eighteenth centuries, Guernsey shipowners and sea captains exploited their proximity to mainland Europe, applying for Letters of Marque and turning their merchantmen into privateers.


          The nineteenth century saw a dramatic increase in prosperity of the island, due to its success in the global maritime trade, and the rise of the stone industry. One notable Guernseyman, William Le Lacheur, established the Costa Rican coffee trade with Europe.


          During World War I approximately 3,000 island men served in the British Expeditionary Force. Of these, about 1,000 served in the Royal Guernsey Light Infantry regiment which was formed from the Royal Guernsey Militia in 1916.


          The Bailiwick of Guernsey was occupied by German troops in World War II. Before the occupation, many Guernsey children were evacuated to England to live with relatives or strangers during the war. Some children were never re-united with their families. During the occupation, some people from Guernsey were deported by the Germans to camps in the southwest of Germany, notably to Biberach an der Ri and interned in the Lindele Camp ("Lager Lindele"). There was also a concentration camp built in Alderney where forced labourers, predominantly from Eastern Europe, were kept. It was the only concentration camp built on British soil and is commemorated on memorials under the Alderney's name in French: 'Aurigny'.


          Guernsey was very heavily fortified during World War II out of all proportion to its strategic value. There are German defences visible all round the coast and additions were made to Castle Cornet and a windmill. Hitler became obsessed with the idea that the Allies would try to regain the islands at any price, and over 20% of the material that went into the Atlantic Wall was committed to the Channel Islands. Most of the German fortifications still remain intact and although the majority of them are on private property several are open for the public to explore.


          


          Politics


          The States of Guernsey, officially called the States of Deliberation, consists of 45 People's Deputies, elected from multi- or single-member districts every four years. There are also two representatives from Alderney, a self-governing dependency of the Bailiwick, but Sark sends no representative. There are also two non-voting members: HM Procureur (Attorney General) and HM Comptroller (Solicitor General), both appointed by the monarch and collectively known as the Law Officers of the Crown.


          Laws made by the States are known as Projet(s) de Loi before they are passed and Loi or Law(s) afterwards (e.g. The Human Rights (Bailiwick of Guernsey) Law 2000.


          A Projet de Loi is the equivalent of a UK Bill or a French projet de loi, and a Law is the equivalent of a UK Act of Parliament or a French loi. Laws have no effect until promulgated by Orders-in-Council of the Crown. They are given the Royal Sanction at regular meetings of the Privy Council in London, after which they are returned to the Islands for formal registration at the Royal Court.


          The States also make delegated legislation known as 'Ordinances (Ordonnances)' and 'Orders (Ordres)' which do not require Royal Assent. Commencement orders are usually in the form of Ordinances.


          The Lieutenant Governor is the representative of the Crown. The official residence of the Lieutenant Governor is Government House. Since 18 October 2005 the incumbent is Vice-Admiral Sir Fabian Malbon, born in Southsea, Portsmouth, in 1946 and a serving naval officer 1965-2002. His last naval posting before retirement from the Royal Navy was deputy commander-in-chief of fleet.


          Each parish is administered by a Douzaine. Douzeniers are elected for a six year mandate, two Douzeniers being elected by parishioners at a Parish Meeting in November each year. The senior Douzenier is known as the Doyen (Dean). Two elected Constables carry out the decisions of the Douzaine, serving for between one and three years. The longest serving Constable is known as the Senior Constable and his or her colleague as the Junior Constable.


          The legal system is Guernsey customary derived from Norman French customary law, heavily influenced and overlaid by English common law, justice being administered through a combination of Magistrates Court and the Royal Court. The legal profession is fused - there is no difference between solicitors and barristers as in England and Wales: Guernsey Advocates fulfill both roles. The Royal Court is presided over by the Bailiff and twelve Jurats (a permanent elected jury), the ultimate court of appeal being the Judicial Committee of the Privy Council.


          Several European countries have consulate presence in the island. The French Consulate is based at Victor Hugo's former residence at Hauteville House. The German Honorary Consulate is based at local design and advertising agency Betley Whitehorne.


          While Guernsey has complete autonomy over internal affairs and certain external matters, the topic of complete independence from the British Crown has been discussed widly and frequently, with ideas ranging from Guernsey obtaining independence as a Dominion to the Bailiwicks of Guernsey and Jersey uniting and forming an independent Federal State within the Commonwealth, whereby both Islands retain their independence with regards to domestic affairs but internationally, the islands would be regarded as one state.


          


          Geography


          


          At , Alderney, Guernsey, Herm, Sark, and some other smaller islands have a total area of 30 square miles (78km) and a coastline of about 30 miles (50 km). By itself, the island of Guernsey has a total area of 25 square miles (63km). Guernsey is situated 30 Statute miles (48km) west of France's Normandy coast and 75 statute miles (121km) south of Weymouth in England and lies in the Gulf of St Malo. Lihou, a tidal island, is attached to Guernsey by a causeway at low tide. The terrain is mostly level with low hills in southwest.


          Elevation varies across the bailiwick from sea level to 375 feet (114 m) at Le Moulin on Sark. The highest point in mainland Guernsey is Hautnez (363ft; 110m), in Alderney at Le Rond But (306ft; 93m), in Jethou (248ft; 75.6m) and Herm (322ft; 98m). Natural resources include cropland.


          Guernsey itself contains two main geographical regions, the Haut Pas, a high southern plateau, and the Bas Pas, a low-lying and sandy northern region. In general terms, the Haut Pas is the more rural of the two, and the Bas Pas is more residential and industrialised.


          There is a large, deepwater harbour at St Peter Port. The Casquets, a group of islets, are notable for the lighthouse facility constructed there.


          


          Climate


          The climate is temperate with mild winters and cool sunnier summers. The hottest months are August and September where temperatures are generally around 20C (68F). On average, the coldest month is February with an average weekly mean air temperature of 6C. Average weekly mean air temperature reaches 16C in August. Snow rarely falls and is unlikely to settle, but is most likely to fall in February. The temperature rarely drops below freezing, although strong wind-chill from Arctic winds can sometimes make it feel like it. The wettest months in terms of rainfall are on average December (average 108mm), November (average 98mm) and January (average 89mm). July is on average the sunniest month with 250 hours recorded sunshine; December the least with 50 hours recorded sunshine. 50% of the days are overcast.


          


          Parishes


          The island of Guernsey is divided into ten parishes (the parish of St Anne, Alderney is not generally included in the enumeration of parishes in the Bailiwick):


          
            
              	
                
                  
                    	

                    	Parish

                    	Population (2001)

                    	Area ( vergees)

                    	Area (km)

                    	Area (sqmi)
                  


                  
                    	1.

                    	Castel

                    	&0000000000008975.0000008,975

                    	&0000000000006224.0000006,224

                    	10.200

                    	3.938
                  


                  
                    	2.

                    	Forest

                    	&0000000000001549.0000001,549

                    	&0000000000002508.0000002,508

                    	4.110

                    	1.587
                  


                  
                    	3.

                    	St Andrew

                    	&0000000000002409.0000002,409

                    	&0000000000002752.0000002,752

                    	4.510

                    	1.741
                  


                  
                    	4.

                    	St Martin

                    	&0000000000006267.0000006,267

                    	&0000000000004479.0000004,479

                    	7.340

                    	2.834
                  


                  
                    	5.

                    	St Peter Port

                    	&0000000000016488.00000016,488

                    	&0000000000004074.0000004,074

                    	6.677

                    	2.578
                  


                  
                    	6.

                    	St Pierre du Bois

                    	&0000000000002188.0000002,188

                    	&0000000000003818.0000003,818

                    	6.257

                    	2.416
                  


                  
                    	7.

                    	St Sampson

                    	&0000000000008592.0000008,592

                    	&0000000000003687.0000003,687

                    	6.042

                    	2.333
                  


                  
                    	8.

                    	St Saviour

                    	&0000000000002696.0000002,696

                    	&0000000000003892.0000003,892

                    	6.378

                    	2.463
                  


                  
                    	9.

                    	Torteval

                    	&0000000000000973.000000973

                    	&0000000000001901.0000001,901

                    	3.115

                    	1.203
                  


                  
                    	10.

                    	Vale

                    	&0000000000009573.0000009,573

                    	&0000000000005462.0000005,462

                    	8.951

                    	3.456
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          Unlike many countries, Guernsey has not delegated money-creation to the central bank and has instead issued interest-free money from 1822 to 1836, stimulating the growth of economy after Napoleon's wars without creating public debt and without increasing taxes.


          Financial services, such as banking, fund management, and insurance, account for about 32% of total income. Tourism, manufacturing, and horticulture, mainly tomatoes and cut flowers, especially freesias, have been declining. Light tax and death duties make Guernsey a popular offshore finance centre for Private equity funds. However, while Guernsey is not a member of the European Union, the EU is forcing Guernsey to comply more and more with its own rules. As with other offshore centres, Guernsey is also coming under increasing pressure from bigger nations to change its way of doing business in many ways. Guernsey is currently changing the way its tax system works in order to remain OECD and EU compliant. From 1 January 2008, it will operate a Zero-Ten corporate tax system where most companies will pay 0% corporate tax and a limited number of specific banking activities will be taxed at 10%. As a result it is confronting what it terms a financial "black hole" of forty-five million pounds or more according to some estimates which it aims to fill through economic growth and indirect taxation. Guernsey now has the official ISO 3166-1 alpha-2 code GG and the official ISO 3166-1 alpha-3 code GGY; market data vendors, such as Reuters, will report products related to Guernsey using the alpha-3 code.


          Guernsey also has a thriving non-finance industry. It is home to Specsavers Optical Group, which manages the largest optical chain in the UK and Ireland and also operates in Scandinavia, the Netherlands, Australia and Spain. Healthspan also has its headquarters in Guernsey.


          Guernsey issues its own sterling coinage and banknotes. UK coinage and English and Scottish banknotes also circulate freely and interchangeably.


          Public services, such as electricity, water, and postal services have been commercialised by the States and are now operated by companies wholly owned by the States of Guernsey. Guernsey Telecoms which provided telecommunications was sold by the States in a 'fire sale' to Cable & Wireless. Wave Telecom, (owned by Jersey Telecom) also provides some telecommunications excluding local loop services. Gas is supplied by an independent private company. Both the Guernsey Post postal boxes and the telephone boxes are painted blue, but otherwise are identical to their British counterparts, the red pillar box and red telephone box.


          


          Transport


          Ports and harbours exist at St Peter Port and St Sampson's. There are two paved airports in the bailiwick ( Guernsey Airport and Alderney Airport), and 3 miles (5km) of railways in Alderney.


          The Guernsey Railway, which was virtually an electric tramway, and which began working on 20 February 1892, was abandoned on 9 June 1934. It replaced an earlier transport system which was worked by steam, and was named the Guernsey Steam Tramway. The latter began service on 6 June 1879 with six locomotives. This leaves Alderney as the only Channel Island with a working railway.


          


          Demographics


          The population is 65,573, as of 2007. The median age for males is 40.7 years and for females is 42.6 years. The population growth rate is 0.239% with 8.65 births/1,000 population, 10.07 deaths/1,000 population, and 3.81 migrant(s)/1,000 population. The life expectancy is 77.53 years for males and 83.64 years for females. 1.4 children are born per woman. Ethnic groups consist of British and Norman-French descent, Portuguese and increasingly, Latvian.


          For immigration and nationality purposes the United Kingdom generally treats Guernsey as though it were part of the UK; however, Guernsey is constitutionally entitled to restrict immigration by non-Guernsey residents and maintains its own immigration and border controls.


          The housing market is split between local market properties and a small number of open market properties. Anyone may live in an open market property, but local market properties can only be lived in by those who qualify - either through being born in Guernsey (to local parents), by obtaining a housing licence, or by virtue of sharing a property with someone who does qualify.


          Housing licences are for fixed periods, and are usually only valid for as long as the individual remains employed by a specified Guernsey employer.


          These restrictions apply equally regardless of whether the property is owned or rented, and only applies to occupation of the property. Thus a person whose housing licence expires may continue to own a Guernsey property, but will no longer be able to live in it.


          There are a number of routes to qualifying as a "local" for housing purposes. Generally it is sufficient to be born to at least one Guernsey parent, and to live in the island for ten years in a twenty year period. Once "local" status has been achieved it remains in place for life. Even a lengthy period of residence outside Guernsey does not invalidate "local" housing status. More details may be obtained from the States Housing Control Department.


          Although Guernsey's inhabitants are full British citizens, an endorsement restricting the right of establishment in other European Union states is placed in the passport of British citizens connected solely with the Channel Islands and Isle of Man. Those who have a parent or grandparent born in the United Kingdom itself (England, Scotland, Wales and Northern Ireland), or who have lived in the United Kingdom for 5 years, are not subject to this restriction.


          
            
              	
                
                  
                    	
                      
Demographics of Europe
                    
                  


                  
                    	
                  


                  
                    	Sovereign

                    states

                    	
                      
                        Albania Andorra Armenia1 Austria Azerbaijan2 Belarus Belgium Bosnia and Herzegovina Bulgaria Croatia Cyprus1 Czech Republic Denmark4 Estonia Finland France4, 5, 6 Georgia2 Germany Greece Hungary Iceland Republic of Ireland Israel1 Italy Kazakhstan3 Latvia Liechtenstein Lithuania Luxembourg Republic of Macedonia Malta Moldova Monaco Montenegro Netherlands4 Norway Poland Portugal6 Romania Russia3 San Marino Serbia Slovakia Slovenia Spain6 Sweden Switzerland Turkey3 Ukraine United Kingdom( England Northern Ireland Scotland Wales) Vatican City

                      

                    
                  


                  
                    	
                  


                  
                    	Dependencies,

                    autonomies,

                    other territories

                    	
                      
                        Abkhazia2 Adjara1 Adygea Akrotiri and Dhekelia land Azores Bashkortostan Chechnya Chuvashia Crimea Dagestan Faroe Islands Gagauzia Gibraltar Greenland7 Guernsey Ingushetia Jan Mayen Jersey Kabardino-Balkaria Kalmykia Karachay-Cherkessia Republic of Karelia Komi Republic Kosovo Madeira8 Isle of Man Mari El Mordovia Nagorno-Karabakh1 Nakhchivan1 North Ossetia-Alania Northern Cyprus1 South Ossetia2 Svalbard Tatarstan Transnistria Udmurtia

                      

                    
                  


                  
                    	
                  


                  
                    	Italics indicates an unrecognised or partially recognised country. 1 Entirely in Asia, but considered European for historical reasons  2 Partially or entirely in Asia, depending on the border definitions. 3 / 4 / 5 / 6 Has part of its territory in Asia / North America / South America / Africa. 7 / 8 Entirely on the North American Plate / African Plate.
                  

                

              
            

          


          


          Education
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          Guernsey adopts mainly England's National Curriculum, including the use of the GCSE and A Level system, in terms of content and structure of teaching. Children are allocated a primary school on a basis of catchment area, or are allowed to attend either two Catholic primary schools. In terms of admissions however the island continues to use the 11 plus exam to decide on whether a child should receive education at the Grammar School, or receive state funded places at the independent schools Elizabeth College for boys, and The Ladies College for girls or Blanchelande Girls College for Roman Catholics. Parents have the choice to send children to independent schools as fee payers. For children who are not selected for the Grammar School or colleges, they attend the secondary schools of La Mare de Carteret School, Les Beaucamps School, St. Peter Port School and St. Sampson's School.


          The Education Department is currently part way through an ambitious programme of re-building its secondary schools. So far the Department has completed the building of La Rondin special needs school, the Sixth Form Centre at the Grammar School and the first phase of the new College of FE - a purpose-built performing arts centre. The building of a new secondary school and a second special needs school at Les Nicolles is well under way.


          Students currently may leave school at the end of the term in which they turn 15, if they so wish: a letter must be sent to the Education department to confirm this. However, this option is undertaken by relatively few students, the majority choosing to complete their GCSEs and then either begin employment or continue their education. As from 2008, the school leaving age will be raised to 16, in line with the UK.


          In 2001 along with planned redevelopment of secondary schools the then Education Council tried unsuccessfully to abolish this system. Nevertheless there is now a planned redevelopment of state schools across the island, however most of the plan is subjected to securing state funding.


          Post GCSE students have a choice of transferring to the state run The Grammar School and Sixth Form Centre, or to the independent colleges for academic AS/A Levels. They also have the option to study vocational subjects at the island's Guernsey College of Further Education.


          There are no established universities on the island. Students who attend university in the United Kingdom receive state support towards both maintenance and tuition fees. Recently however, the States of Guernsey Education Department has proposed the introduction of student loans for middle and upper income earners due to the black hole deficit in state spending in 2008. This has been met with much opposition by local politicians, families and students who argue that it will deter future students from going and returning from university, due to very high housing and living costs in Guernsey. The department argues that it had no choice but to introduce them. The decision has been deferred until 2009, with postgraduate funding being restored.


          


          Culture
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          English is the only language spoken by a majority of the population, while Guernsiais, the Norman language of the island, is currently spoken fluently by 2% of the population (according to 2001 census). However, 14% of the population claim some understanding of the language, Sercquiais is spoken by a few people on the island of Sark and Auregnais was spoken on the island of Alderney until it became extinct. Until the early twentieth century French was the only official language. Family and place names reflect this linguistic heritage. Portuguese is also spoken by around 2% of the population. George Mtivier, considered by some to be the island's national poet, wrote in Guernsiais. The island's loss of the language and subsequent anglicisation of its culture was due to the majority of the island's children having been evacuated, prior to German invasion of World War II, returning home, having received an education in the UK during the war and afterwards, speaking English and familiar with English customs.
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          Victor Hugo wrote some of his best-known works while in exile in Guernsey, including Les Misrables. His home in St. Peter Port, Hauteville House, is now a museum administered by the city of Paris. In 1866, he published a novel set in the island, Travailleurs de la Mer ( Toilers of the Sea), which he dedicated to the island of Guernsey.


          The best-known novel by a Guernseyman is The Book of Ebenezer Le Page, by GB Edwards which, in addition to being a critically-acclaimed work of literature, also contains a wealth of insights into life in Guernsey during the twentieth century.
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          The national animals of the island of Guernsey are the donkey and the Guernsey cow. The traditional explanation for the donkey (ne in French and Guernsiais) is the steepness of St Peter Port streets that necessitated beasts of burden for transport (in contrast to the flat terrain of the rival capital of St. Helier in Jersey), although it is also used in reference to Guernsey inhabitants' stubbornness.


          The Guernsey cow is a more internationally famous icon of the island. As well as being prized for its rich creamy milk, which is claimed by some to hold health benefits over milk from other breeds , Guernsey cattle are increasingly being raised for their beef, which has a distinctive flavour and rich yellow fat. Although the number of individual islanders raising these cattle for private supply has diminished significantly since the 1960s, Guernsey steers can still be occasionally seen grazing on L'Ancresse common.


          There is also a breed of goat known as the Golden Guernsey, which is distinguished by its golden-coloured coat. At the end of World War II, the Golden Guernsey was almost extinct, due to interbreeding with other varieties on the island. The resurrection of this breed is largely credited to the work of a single woman, Miss Miriam Milbourne. Although no longer considered in a 'critical' status, the breed remains on the "Watch List" of the Rare Breeds Survival Trust.


          Guernsey people are traditionally nicknamed donkeys or nes, especially by Jersey people (who in turn are nicknamed crapauds  toads). Inhabitants of each of the parishes of Guernsey also have traditional nicknames, although these have generally dropped out of use among the English-speaking population. The traditional nicknames are:


          
            
              	St Peter Port

              	Cllichards

              	(spitters)
            


            
              	St Sampson's

              	Rines

              	(frogs)
            


            
              	Vale

              	Hann'taons

              	(cockchafers)
            


            
              	Castel

              	nes-pur-sng

              	(pure-blooded-donkeys)
            


            
              	St Saviour's

              	Fouormillaons

              	(ants)
            


            
              	St Pierre du Bois

              	Etcherbaots

              	(beetles)
            


            
              	Forest

              	Bourdons

              	(bumblebees)
            


            
              	St Martin's

              	Cravants

              	(ray fish)
            


            
              	St Andrew's

              	Les croinchaons

              	(the siftings)
            


            
              	Torteval

              	nes  pids d'ch'fa

              	(donkeys with horses' hooves)
            

          


          The Guernsey Lily Nerine sarniensis (Sarnia is the traditional name of the island of Guernsey in Latin) is also used as a symbol of the island.


          A local delicacy is the ormer (Haliotis tuberculata), a variety of abalone harvested from the beach at low spring tides, although strict laws control their harvesting.


          Of the many traditional Guernsey recipes, the most renowned is a stew called Guernsey Bean Jar. It is a centuries-old stew that is still popular with Islanders, particularly at the annual ' Viaer Marchi' festival, where it served as one of the main events.


          Guernsey Gche is a special bread made with raisins, sultanas and mixed peel.


          In July 2006 smoking in enclosed public places was banned, a law put in place to protect workers' right to a healthy working environment.


          


          Sport


          Guernsey participates in its own right in the Commonwealth Games.


          Guernsey participates in the bi-annual Island Games, which it hosted in 1987 and 2003. In sporting events in which Guernsey does not have international representation, when the British Home Nations are competing separately, islanders that do have high athletic skill may choose to compete for any of the Home Nations  there are, however, restrictions on subsequent transfers to represent another Home Nation. The football player Matt Le Tissier for example, could have played for the Scotland national football team but ended up playing for England.


          The island's traditional colour (e.g. for sporting events) is green. The Corbet Football Field donated by Jurat Wilfred Corbet OBE in 1932 has fostered the sport greatly over the years. Although more recently the island has upgraded to a larger, better quality stadium, called Footes Lane.


          BBC photo of Guernsey Stadium


          The Guernsey Football Association runs Guernsey football. The top tier of Guernsey football is the Sure Mobile Priaulx league where there are 7 teams (Belgrave Wanderers, Northerners, Sylvans, St Martin's, Rovers, Rangers and Vale Recreation). The champions in 2006-07 were Northerners. The second tier is the Jackson league which is a mixture of top league players, lower players and youth players. The third tier is the Railway League, featuring three extra teams, Alderney, Guernsey Police and Port City.


          Guernsey also has one of the oldest softball associations in the world. The Guernsey Softball Association was formally established in 1936, it is now one of the oldest and longest running softball associations to be found. Affiliated to the International Softball Federation (ISF) the GSA has both fast & slow pitch leagues with over 300 members is a very popular island sport.


          Guernsey was declared an affiliate member by the International Cricket Council (ICC) in 2005.


          Guernsey also enjoys various motor sports. In season, regular races take place on the sands on Vazon beach on the west coast. Le Val des Terres, a steeply winding road rising south from St Peter Port to Fort George, is often the focus of both local and international hill-climb races. In addition, the 2005, 2006, and 2007 World Touring Car Champion Andy Priaulx is a Guernseyman.


          The racecourse on L'Ancresse Common was re-established in 2004, and races are held on most May day Bank Holidays, with competitors from Guernsey as well as Jersey, France and the UK participating.


          


          Notable Guernsey people
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              	Born

              	April 25, 1874(1874-04-25)

              Palazzo Marescalchi, Bologna, Italy
            


            
              	Died

              	July 20, 1937 (aged63)

              Rome, Italy

            


            
              	Knownfor

              	Radio
            


            
              	Notable awards

              	[image: ] Nobel Prize for Physics (1909)
            


            
              	Religious stance

              	Roman Catholic
            

          


          Marchese Guglielmo Marconi [guʎe:lmo mar'ko:ni] ( 25 April 1874 - 20 July 1937) was an Italian inventor, best known for his development of a radiotelegraph system, which served as the foundation for the establishment of numerous affiliated companies worldwide. He shared the 1909 Nobel Prize in Physics with Karl Ferdinand Braun, "in recognition of their contributions to the development of wireless telegraphy". Later in life, Marconi was an active Italian Fascist and an apologist for their ideology (such as the attack by Italian forces in Ethiopia).


          


          Biography


          


          Early years


          Marconi was born near Bologna, Italy, the second son of Giuseppe Marconi, an Italian landowner, and his Irish wife, Annie Jameson, granddaughter of the founder of the Jameson Whiskey distillery. Marconi was educated in Bologna in the lab of Augusto Righi, in Florence at the Istituto Cavallero, and, later, in Livorno. As a child Marconi did not do well in school. Baptized as a Catholic, he was a member of the Anglican Church.


          


          Radio work


          During his early years, Marconi had an interest in science and electricity. One of the scientific developments during this era came from Heinrich Hertz, who, beginning in 1888, demonstrated that one could produce and detect electromagnetic radiationnow generally known as "radio waves", at the time more commonly called "Hertzian waves" or "aetheric waves". Hertz's death in 1894 brought published reviews of his earlier discoveries, and a renewed interest on the part of Marconi. He was permitted to briefly study the subject under Augusto Righi, a University of Bologna physicist who had done research on Hertz's work.


          


          Early experimental devices


          Marconi began to conduct experiments, building much of his own equipment in the attic of his home at the Villa Griffone in Pontecchio, Italy. His goal was to use radio waves to create a practical system of " wireless telegraphy"i.e. the transmission of telegraph messages without connecting wires as used by the electric telegraph. This was not a new ideanumerous investigators had been exploring wireless telegraph technologies for over 50 years, but none had proven commercially successful. Marconi did not discover any new and revolutionary principle in his wireless-telegraph system, but rather he assembled and improved an array of facts, unified and adapted them to his system. Marconi's system had the following components:


          
            	A relatively simple oscillator, or spark producing radio transmitter, which was closely modeled after one designed by Righi, in turn similar to what Hertz had used;


            	A wire or capacity area placed at a height above the ground;


            	A coherer receiver, which was a modification of Edouard Branly's original device, with refinements to increase sensitivity and reliability;


            	A telegraph key to operate the transmitter to send short and long pulses, corresponding to the dots-and-dashes of Morse code; and


            	A telegraph register, activated by the coherer, which recorded the received Morse code dots and dashes onto a roll of paper tape.

          


          Similar configurations using spark-gap transmitters plus coherer-receivers had been tried by others, but many were unable to achieve transmission ranges of more than a few hundred metres. This was not the case for all researchers in the field of the wireless arts, though.


          At first, Marconi could only signal over limited distances. In the summer of 1895 he moved his experimentation outdoors. After increasing the length of the transmitter and receiver antennas, and arranging them vertically, and positioning the antenna so that it touched the ground, the range increased significantly. (Although Marconi may not have understood until later the reason, the "ground connections" allowed the earth to act as a waveguide resonator for the surface wave signal.) Soon he was able to transmit signals over a hill, a distance of approximately 1.5 km (0.9 mi). By this point he concluded that with additional funding and research, a device could become capable of spanning greater distances and would prove valuable both commercially and militarily.


          Finding limited interest in his work in Italy, in early 1896 at the age of 21, Marconi traveled to London, England, accompanied by his mother to seek support for his work. (Marconi spoke fluent English in addition to Italian.) While there, he gained the interest and support of William Preece, the Chief Electrical Engineer of the British Post Office. The apparatus that Marconi possessed at that time was strikingly similar to that of one in 1882 by A. E. Dolbear, of Tufts College, which used a spark coil generator and a carbon granular rectifier for reception. A series of demonstrations for the British government followedby March, 1897, Marconi had transmitted Morse code signals over a distance of about 6km (3.7mi) across the Salisbury Plain. On 13 May 1897, Marconi sent the first ever wireless communication over open sea. It transversed the Bristol Channel from Lavernock Point ( South Wales) to Flat Holm Island, a distance of 6km (3.7mi). The message read "Are you ready". . The receiving equipment was almost immediately relocated to Brean Down Fort on the Somerset coast, stretching the range to 16km (10mi).


          Impressed by these and other demonstrations, Preece introduced Marconi's ongoing work to the general public at two important London lectures: "Telegraphy without Wires", at the Toynbee Hall on 11 December 1896; and "Signalling through Space without Wires", given to the Royal Institute on 4 June 1897.


          Numerous additional demonstrations followed, and Marconi began to receive international attention. In July, 1897 he carried out a series of tests at La Spezia in his home country, for the Italian government. A test for Lloyds between Ballycastle and Rathlin Island, Ireland, was conducted on 6 July 1898. The English channel was crossed on 27 March 1899, from Wimereux, France to South Foreland Lighthouse, England, and in the fall of 1899, the first demonstrations in the United States took place, with the reporting of the America's Cup international yacht races at New York.


          Marconi sailed to the United States at the invitation of the New York Herald newspaper to cover the America's Cup races off Sandy Hook, NJ. The transmission was done aboard the SS Ponce a passenger ship of the Porto Rico Line. . According to the Proceedings of the United States Naval Institute by the United States Naval Institute, the Marconi instruments were tested around 1899 and the tests concerning his wireless system found that the "[...] coherer, principle of which was discovered some twenty years ago, [was] the only electrical instrument or device contained in the apparatus that is at all new".


          


          Transatlantic transmissions


          
            [image: Marconi watching associates raise kite antenna at St. John's, December, 1901]

            
              Marconi watching associates raise kite antenna at St. John's, December, 1901
            

          


          
            
              
                	

                	See if you can hear anything, Mr. Kemp!

                	
              


              
                	
              

            

          


          Around the turn of the century, Marconi began investigating the means to signal completely across the Atlantic, in order to compete with the transatlantic telegraph cables. Marconi established a wireless transmitting station at marconi house, rosslare Strand, co. wexford in 1901 to act as a link between Poldhu in cornwall and clifden in Co. Galway He soon made the announcement that on 12 December 1901, using a 152.4 m (500 foot) kite-supported antenna for reception, the message was received at Signal Hill in St John's, Newfoundland (now part of Canada) signals transmitted by the company's new high-power station at Poldhu, Cornwall. The distance between the two points was about 3,500km (2,175mi). Heralded as a great scientific advance, there was -- and continues to be -- some skepticism about this claim, partly because the signals had been heard faintly and sporadically. There was no independent confirmation of the reported reception, and the transmission, consisting of the Morse code letter S sent repeatedly were difficult to discern from atmospheric noise. (A detailed technical review of Marconi's early transatlantic work appears in John S. Belrose's work of 1995.) The Poldhu transmitter was a two-stage circuit. The first stage operated at lower voltage and provided the energy for the second stage to spark at a higher voltage. Nikola Tesla, a rival in transatlantic transmission, stated after being told of Marconi's reported transmission that "Marconi [... was] using seventeen of my patents."


          Feeling challenged by skeptics, Marconi prepared a better organized and documented test. In February, 1902, the SS Philadelphia sailed west from Great Britain with Marconi aboard, carefully recording signals sent daily from the Poldhu station. The test results produced coherer-tape reception up to 2,496km (1,551mi), and audio reception up to 3,378km (2,099mi). Interestingly, the maximum distances were achieved at night, and these tests were the first to show that for mediumwave and longwave transmissions, radio signals travel much farther at night than in the day. During the daytime, signals had only been received up to about 1,125km (699mi), less than half of the distance claimed earlier at Newfoundland, where the transmissions had also taken place during the day. Because of this, Marconi had not fully confirmed the Newfoundland claims, although he did prove that radio signals could be sent for hundreds of kilometres, despite some scientists' belief they were essentially limited to line-of-sight distances.


          On 17 December 1902, a transmission from the Marconi station in Glace Bay, Nova Scotia, Canada, became the first radio message to cross the Atlantic from North America. On 18 January 1903, a Marconi station built near Wellfleet, Massachusetts in 1901 sent a message of greetings from Theodore Roosevelt, the President of the United States, to King Edward VII of the United Kingdom, marking the first transatlantic radio transmission originating in the United States. However, consistent transatlantic signalling was difficult to establish.


          Marconi began to build high-powered stations on both sides of the Atlantic to communicate with ships at sea, in competition with other inventors. In 1904 a commercial service was established to transmit nightly news summaries to subscribing ships, which could incorporate them into their on-board newspapers. A regular transatlantic radio-telegraph service was finally begun on 17 October 1907 between Clifden Ireland and Glace Bay, but even after this the company struggled for many years to provide reliable communication.


          


          Titanic


          The two radio operators aboard the Titanic were not employed by the White Star Line but by the Marconi International Marine Communication Company. Following the sinking of the ocean liner, survivors were rescued by the Carpathia. When it docked in New York, Marconi went aboard with a reporter from the New York Times. On 18 June 1912, Marconi gave evidence to the Court of Inquiry into the loss of the Titanic regarding the marine telegraphy's functions and the procedures for emergencies at sea.


          


          Patent disputes


          Marconi's work built upon the discoveries of numerous other scientists and experimenters. His original "two-circuit" equipment, consisting of a spark-gap transmitter plus a coherer-receiver, was similar to those used by other experimenters, and in particular to that employed by Oliver Lodge in a series of widely reported demonstrations in 1894. There were claims that Marconi was able to signal for greater distances than anyone else when using the spark-gap and coherer combination, but these have been disputed (notably by Tesla).


          In 1900 Alexander Stepanovich Popov stated to the Congress of Russian Electrical Engineers that: "[...] the emission and reception of signals by Marconi by means of electric oscillations [was] nothing new. In America, the famous engineer Nikola Tesla carried the same experiments in 1893."


          The Fascist regime in Italy credited Marconi with the first improvised arrangement in the development of radio. There was controversy whether his contribution was sufficient to deserve patent protection, or if his devices were too close to the original ones developed by Hertz, Popov, Branley, Tesla, and Lodge to be patentable.


          While Marconi did pioneering demonstrations for the time, his equipment was limited by being essentially untuned, which greatly restricted the number of spark-gap radio transmitters which could operate simultaneously in a geographical area without causing mutually disruptive interference. (Continuous-wave transmitters were naturally more selective and less prone to this deficiency). Marconi addressed this defect with a patent application for a much more sophisticated "four-circuit" design, which featured two tuned-circuits at both the transmitting and receiving antennas. This was issued as British patent number 7,777 on 26 April 1900. However, this patent came after significant earlier work had been done on electrical tuning by Nikola Tesla. (As a defensive move, in 1911 the Marconi Company purchased the Lodge-Muirhead Syndicate, whose primary asset was Oliver Lodge's 1897 tuning patent.) Thus, the "four-sevens" patent and its equivalents in other countries was the subject of numerous legal challenges, with rulings which varied by jurisdiction, from full validation of Marconi's tuning patent to complete nullification.


          In 1943, a lawsuit regarding Marconi's numerous other radio patents was resolved in the United States. The court decision was based on the prior work conducted by others, including Nikola Tesla, Oliver Lodge, and John Stone Stone, from which some of Marconi patents (such as ) stemmed. The U. S. Supreme Court stated that,


          
            The Tesla patent No. 645,576, applied for September 2, 1897 and allowed March 20, 1900, disclosed a four-circuit system, having two circuits each at transmitter and receiver, and recommended that all four circuits be tuned to the same frequency. [... He] recognized that his apparatus could, without change, be used for wireless communication, which is dependent upon the transmission of electrical energy.

          


          In making their decision, the court noted,


          
            Marconi's reputation as the man who first achieved successful radio transmission rests on his original patent, which became reissue No. 11,913, and which is not here [320 U.S. 1, 38] in question. That reputation, however well-deserved, does not entitle him to a patent for every later improvement which he claims in the radio field. Patent cases, like others, must be decided not by weighing the reputations of the litigants, but by careful study of the merits of their respective contentions and proofs."

          


          The court also stated that,


          
            It is well established that as between two inventors priority of invention will be awarded to the one who by satisfying proof can show that he first conceived of the invention."

          


          The case was resolved in the U.S. Supreme Court by overturning most of Marconi's patents. At the time, the United States Army was involved in a patent infringement lawsuit with Marconi's company regarding radio, leading observers to posit that the government nullified Marconi's other patents to render moot claims for compensation (as, it is speculated, the government's initial reversal to grant Marconi the patent right in order to nullify any claims Tesla had for compensation). In contrast to the United States system, Mr. Justice Parker of the British High Court of Justice upheld Marconi's "four-sevens" tuning patent. These proceedings made up only a part of a long series of legal struggles, as major corporations jostled for advantage in a new and important industry.


          


          Continuing work


          
            
              
                	

                	Have I done the world good, or have I added a menace?

                	
              


              
                	
              

            

          


          Over the years, the Marconi companies gained a reputation for being technically conservative, in particular by continuing to use inefficient spark-transmitter technology, which could only be used for radiotelegraph operations, long after it was apparent that the future of radio communication lay with continuous-wave transmissions, which were more efficient and could be used for audio transmissions. Somewhat belatedly, the company did begin significant work with continuous-wave equipment beginning in 1915, after the introduction of the oscillating vacuum tube (valve). In 1920, employing a vacuum tube transmitter, the Chelmsford Marconi factory was the location for the first entertainment radio broadcasts in the United Kingdomone of these featured Dame Nellie Melba. In 1922 regular entertainment broadcasts commenced from the Marconi Research Centre at Writtle.


          


          Later years


          
            
              
                	

                	His Excellency the Senator Marchese Guglielmo Marconi, president of the Royal Academy of Italy, Member of the Fascist Grand Council

                	
              


              
                	
              

            

          


          In 1914 Marconi was made a Senator in the Italian Senate and appointed Honorary Knight Grand Cross of the Royal Victorian Order in the UK. During World War I, Italy joined the Allied side of the conflict, and Marconi was placed in charge of the Italian military's radio service. In 1924, he was made a marchese by King Victor Emmanuel III.


          Marconi joined the Italian Fascist party in 1923. In 1930, Italian dictator Benito Mussolini appointed him President of the Accademia d'Italia, which made Marconi a member of the Fascist Grand Council.


          Marconi died in Rome in 1937 at age 63 following a series of heart attacks, and Italy held a state funeral for him. As a tribute, all radio stations throughout the world observed two minutes of silence. His remains are housed in the Villa Griffone at Sasso Marconi, Emilia-Romagna, which assumed that name in his honour in 1938.


          


          Personal life and other facts


          
            [image: 100th anniversary of Marconi's transatlantic wireless transmission, commemorated on a 2001 British two pound coin.]

            
              100th anniversary of Marconi's transatlantic wireless transmission, commemorated on a 2001 British two pound coin.
            

          


          
            	Family

          


          
            	On 16 March 1905, Marconi married Beatrice O'Brien (1882-1976), daughter of Edward Donough O'Brien, 14th Baron Inchiquin, Ireland. They had three daughters (one of whom lived only a few weeks), and a son. They divorced in 1924 and the marriage was annulled in 1927.


            	On 15 June 1927, Marconi married Maria Cristina Bezzi-Scali (1900-1994)  they would have a single daughter.


            	Marconi's children were Degna (1908-1998), Gioia (1916-1996), Giulio (1910-1971), and Elettra (born 1930).


            	Marconi had a brother, Alfonso, and a stepbrother, Luigi.

          


          
            	Miscellaneous

          


          
            	When Marconi announced that he had discovered a principle through which he could send messages through air, his friends had him taken into custody and examined in a psychopathic hospital.


            	Premier Benito Mussolini was Marconi's best man when he married his second wife in 1927.


            	Marconi's Italian military service consisted of serving in the Italian Army (commissioned 1914 as Lieutenant) and the Italian Navy (Commander).


            	The Bologna Airport (BLQ) is named after Guglielmo Marconi.


            	A Marconi memorial statue stands on Telegraph Hill in San Francisco.


            	A section of the town of Copiague, USA, was once named Marconiville after Guglielmo Marconi. On Great Neck Road there is an old gate which still reads "Marconiville".


            	Marconi Stallions, a football club in Australia is named after Guglielmo Marconi.


            	Villa Marconi, a retirement home located in Nepean, Ontario is named after Marconi. The home has a large Italian population.


            	The Dutch radio academy bestows the Marconi Awards annually for outstanding radio programmes, presenters and stations.


            	The National Association of Broadcasters (US) bestows the annual NAB Marconi Radio Awards also for outstanding radio programs and stations.


            	The Radio Hall of Fame (Museum of Broadcast Communications, Chicago) inducted Marconi soon after the inception of its awards.


            	La Scuola D'Italia, a private Italian school in New York's Upper East Side, is named after Marconi.


            	Marconi Avenue, a street on The Hill, St. Louis is named after Marconi. The neighbourhood has a large Italian population.


            	A commemorative British two pound coin was released in 2001 celebrating the 100th anniversary of Marconi's first wireless communication.


            	In 1915 a friend of his, Mrs. Mary Cummins Brown of New York, perished in the sinking of the British luxury liner RMS Lusitania off the Irish coast, a fact he commented upon two days later in The New York Times
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          A guild is an association of craftsmen in a particular trade. The earliest guilds were formed as confraternities of workers.


          


          Early guilds


          In pre-industrial cities, craftsmen tended to form associations based on their trades, confraternities of textile workers, masons, carpenters, carvers, glassworkers, each of whom controlled secrets of traditionally imparted technology, the "arts" or "mysteries" of their crafts. Usually the founders were free independent master craftsmen.


          During the Indian Gupta-period (300 - 600 AD) Indian craftmen's associations, which may have had archaic antecedents, were known as shreni. ia and Benin, separate guilds developed for professional dancers, mask carvers, and musicians associated with egungun ancestral masquerade performances often regarded as the predecessor to the traveling Alarinjo theatre.


          


          Guilds in the Islamic world


          Islamic civilization extended the notion of guilds to the artisan as well  most notably to the warraqeen, or "those who work with paper." Early Muslims were heavily engaged in translating and absorbing all ilm (" knowledge") from all other known civilizations as far east as China. Critically analyzing, accepting, rejecting, improving and codifying knowledge from other cultures became a key activity, and a knowledge industry as presently understood began to evolve. By the beginning of the 9th century, paper had become the standard medium of written communication, and most warraqeen were engaged in paper-making, book-selling, and taking the dictation of authors, to whom they were obliged to pay royalties on works, and who had final discretion on the contents. The standard means of presentation of a new work was its public dictation in a mosque or madrassah in front of many scholars and students, and a high degree of professional respect was required to ensure that other warraqeen did not simply make and sell copies, or that authors did not lose faith in the warraqeen or this system of publication. Thus the organization of the warraqeen was in effect an early guild.


          Local guilds also served to safeguard artisans from the appropriation of their skills: The publication industry that spanned the Muslim empire, from the first works under the warraqeen system in 874 and up to the 15th century, produced tens of thousands of books per year. A culture of instructional capital flourished, with groups of respected artisans spreading their work to other artisans elsewhere, who could in turn copy it and perhaps " pass it off" as the original, thereby exploiting the social capital built up at great expense by the originators of techniques. Artisans began to take various measures to protect their proprietary interests, and restrict access to techniques, materials, and markets.


          


          European history


          In the Early Middle Ages most of the Roman craft organizations, originally formed as religious confraternities, had disappeared, with the apparent exceptions of stonecutters and perhaps glassmakers. Gregory of Tours tells a miraculous tale of a builder whose art and techniques suddenly left him, but were restored by an apparition of the Virgin Mary in a dream. Michel Rouche remarks that the story speaks for the importance of practically transmitted journeymanship.


          Tld be ventured in expansive schemes, often under the rules of guilds of their own. German social historians trace the Zunftrevolution, the urban revolution of guildmembers against a controlling urban patriciate, sometimes reading into them, however, perceived foretastes of the class struggles of the nineteenth century.


          In the countryside, where guild rules did not operate, there was freedom for the entrepreneur with capital to organize cottage industry, a network of cottagers who spun and wove in their own premises on his account, provided with their raw materials, perhaps even their looms, by the capitalist who reaped the profits. Such a dispersed system could not so easily be controlled where there was a vigorous local market for the raw materials: wool was easily available in sheep-rearing regions, whereas silk was not.


          


          Organization


          The structures of the craftsmen's associations tended everywhere in similar directions: a governing body, assisting functionaries and the members' assembly. The governing body consisted of the leader and deputies. In Ptolemeic Egypt the presidents were known as presbyter, in Roman Egypt as proestotes, egoymenos or archonelates, in Byzantine Egypt epistates, in the Roman Empire as decurio, in Florence of the Middle Ages as consul, officialis or rector, in France as consul, recteur, baile or surpos, in Germany Zunftmeister or Kerzenmeister, in England alderman, graceman or master, in Iran as rish safid or pishavaran, in India as adhyaksha, mukhya, pamukkha or jettaka, in Tibet as dbu chen mo, in China as hangshou, hangtou or hanglao, in the West African Yoruba region as bale or baba egbe and in the Nupe region as dakodza, muku or ndak, depending on the type of craft.


          The guild was made up by experienced and confirmed experts in their field of handicraft. They were called master craftsmen. Before a new employee could rise to the level of mastery, he had to go through a schooling period during which he was first called an apprentice. After this period he could rise to the level of journeyman. Apprentices would typically not learn more than the most basic techniques until they were trusted by their peers to keep the guild's or company's secrets.


          Like journey, the distance that could be travelled in a day, the title 'journeyman' derives from the French words for 'day' (jour and journe) from which came the middle English word journei. Journeymen were generally paid by the day and were thus day laborers. After being employed by a master for several years, and after producing a qualifying piece of work, the apprentice was granted the rank of journeyman and was given documents (letters or certificates from his master and/or the guild itself) which certified him as a journeyman and entitled him to travel to other towns and countries to learn the art from other masters. These journeys could span large parts of Europe and were an unofficial way of communicating new methods and techniques.


          After this journey and several years of experience, a journeyman could be received as master craftsman. This would require the approval of all masters of a guild, a donation of money and other goods, and in many practical handicrafts the production of a so-called masterpiece, which would illustrate the abilities of the aspiring master craftsman.


          The medieval guild was offered letters patent (usually from the king) and held a monopoly on its trade in the town in which it operated: handicraft workers were forbidden by law to run any business if they were not members of a guild, and only masters were allowed to be members of a guild. Before these privileges were legislated, these groups of handicraft workers were simply called 'handicraft associations'.


          The town authorities were represented in the guild meetings and thus had a means of controlling the handicraft activities. This was important since towns very often depended on a good reputation for export of a narrow range of products, on which not only the guild's, but the town's, reputation depended. Controls on the association of physical locations to well-known exported products, e.g. wine from the Champagne and Bordeaux regions of France, tin-glazed earthenwares from certain cities in Holland, lace from Chantilly, etc., helped to establish a town's place in global commerce  this led to modern trademarks.


          In many German towns, the more powerful guilds attempted to influence or even control town authorities. In the 14th century, this led to numerous bloody uprisings, during which the guilds dissolved town councils and detained patricians in an attempt to increase their influence.


          


          The example of Chester


          In Chester England the earl had given a charter to the guild merchants at the end of the 12th century assuring them of the exclusive rights for retail sales within the city (excepting fairs and some markets where 'foreigners' could pay for the privilege of selling).


          Guildsmen had to be freemen of the city. They had to take an oath to serve the city and the king. There were four ways to become a freeman: by apprenticeship of five or seven years, by being born as the son of a freeman (in 1453 dues were remitted to a token 10 shillings 1/2 denarius), by purchasing membership (in 1453 this was 26s8d), or by becoming an honorary freeman as a gift of the assembly.


          As well as running local government, by electing the 78 common councillors, the guilds took responsibility for the welfare of their members and their families. They put on the Chester Mystery Plays and the Chester Midsummer Watch Parade. Guildsmen had to attend meetings, often in local inns or in the towers on the city walls. No person of any 'arte, mystery syence, occupacion, or crafte' could 'intermeddle' or practice another trade. In the 15th century the Innkeepers threatened to brew their own beer and the Brewers took them to court and won.


          Charters of incorporation were given to each guild, the earliest to the Bakers in 1462. Of the original 25, 19 companies were recorded in 1475. In 1533 another company formed. This was the Merchant Venturers who were the only traders allowed to merchandise in foreign ports and, at first, they were not able to do any manual trade or retail in the city.


          In 1694 rules were regularly being broken and it was ordered that 'No man shall have any commerce, Trade or Dealing with any man that shall sett up Stale (stall) or Hake in the street of ye said Citie neither at the ffaire or market but to dispose of his goods at his shoppe or house he keeps all the yeare'. But this was the beginning of the end for the guild's monopoly of city trade.


          


          Fall of the guilds


          Despite its advantages for agricultural and artisan producers, the guild became a target of much criticism towards the end of the 1700s and the beginning of the 1800s. They were believed to oppose free trade and hinder technological innovation, technology transfer and business development. According to several accounts of this time, guilds became increasingly involved in simple territorial struggles against each other and against free practitioners of their arts.
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          Two of the most outspoken critics of the guild system were Jean-Jacques Rousseau and Adam Smith, and all over Europe a tendency to oppose government control over trades in favour of laissez-faire free market systems was growing rapidly and making its way into the political and legal system. Karl Marx in his Communist Manifesto also criticized the guild system for its rigid gradation of social rank and the relation of oppressor/oppressed entailed by this system. From this time comes the low regard in which some people hold the guilds to this day. For example, Smith writes in The Wealth of Nations (Book I, Chapter X, paragraph 72):


          
            	It is to prevent this reduction of price, and consequently of wages and profit, by restraining that free competition which would most certainly occasion it, that all corporations, and the greater part of corporation laws, have been established. (...) and when any particular class of artificers or traders thought proper to act as a corporation without a charter, such adulterine guilds, as they were called, were not always disfranchised upon that account, but obliged to fine annually to the king for permission to exercise their usurped privileges.

          


          In part due to their own inability to control unruly corporate behaviour, the tide turned against the guilds.


          Because of industrialization and modernization of the trade and industry, and the rise of powerful nation-states that could directly issue patent and copyright protections  often revealing the trade secrets  the guilds' power faded. After the French Revolution they fell in most European nations through the 1800s, as the guild system was disbanded and replaced by free trade laws. By that time, many former handicraft workers had been forced to seek employment in the emerging manufacturing industries, using not closely guarded techniques but standardized methods controlled by corporations.


          This was not uniformly viewed as a public good: Karl Marx criticized the alienation of the worker from the products of work that this created, and the exploitation possible since materials and hours of work were closely controlled by the owners of the new, large scale means of production.


          


          Influence of guilds


          Guilds are sometimes said to be the precursors of modern trade unions, and also, paradoxically, of some aspects of the modern corporation. Guilds, however, were groups of self-employed skilled craftsmen with ownership and control over the materials and tools they needed to produce their goods. Guilds were, in other words, small business associations and thus had very little in common with trade unions. If anything, guilds were more like cartels than they were like trade unions (Olson 1982). However, the journeymen organizations, which were at the time illegal, may have been influential.


          The exclusive privilege of a guild to produce certain goods or provide certain services was similar in spirit and character with the original patent systems that surfaced in England in 1624. These systems played a role in ending the guilds' dominance, as trade secret methods were superseded by modern firms directly revealing their techniques, and counting on the state to enforce their legal monopoly.


          Some guild traditions still remain in a few handicrafts, in Europe especially among shoemakers and barbers. Some of the ritual traditions of the guilds were conserved in order organizations such as the Freemasons. These are, however, not very important economically except as reminders of the responsibilities of some trades toward the public.


          Modern antitrust law could be said to be derived in some ways from the original statutes by which the guilds were abolished in Europe.


          


          Modern guilds


          Modern guilds exist in different forms around the world. In many European countries guilds have had a revival as local organizations for craftsmen, primarily in traditional skills. They may function as fora for developing competence and are often the local units of a national employers organization.


          In the United States guilds exist in several fields. The Screen Actors Guild, Writers Guild of America, East and the Writers Guild of America, west are capable of exercising very strong control in Hollywood because a very strong and rigid system of intellectual property rights exists. These guilds exclude other actors and writers who do not abide by the strict rules for competing within the film and television industry in America. The Newspaper Guild is a labor union for journalists and other newspaper workers, with over 30,000 members in North America.


          Quilting guilds are also very common and are found in almost all areas of the United States.


          Real estate brokerage is an excellent example of a modern American guild. Telltale signs of guild behaviour are on display in real estate brokerage: standard pricing (6% of the home price), strong affiliation among all practitioners, self-regulation (see National Association of Realtors), strong cultural identity (see Realtor), little price variation with quality differences, and traditional methods in use by all practitioners. In September 2005, the U.S. Department of Justice filed an antitrust lawsuit against the National Association of Realtors challenging NAR practices that, DOJ asserts, prevent competition from practitioners who use different methods. The DOJ and the Federal Trade Commission in 2005 advocated against state laws, supported by NAR, that disadvantage new kinds of brokers. For a description of the DOJ action, see . U.S. v. National Assoc. of Realtors, U.S. District Court Norther District Illinois, Eastern Division, September 7, 2005, Civil Action No. 05C-5140.


          The practice of law in the United States is also an example of modern guilds at work. Every state maintains its own Bar Association, supervised by that state's highest court. The court decides the criteria for being admitted to, and remaining a member of, the legal profession. In most states, every attorney must be a member of that state's Bar in order to practice law. State laws forbid any person from engaging in the unauthorized practice of law and practicing attorneys are subject to rules of professional conduct that are enforced by the state's high court.


          Other associations which a minority considers to be guilds, though it isn't evident in their names, include the American Medical Association, the American Dental Association, etc.


          Scholars from the history of ideas have noticed that consultants play a part similar to that of the journeymen of the guild systems: they often travel a lot, work at many different companies and spread new practices and knowledge between companies and corporations.


          Many professional organizations similarly resemble the guild structure. Professions such as architecture, engineering, and land surveying require varying lengths of apprenticeships before one can be granted a 'professional' certification. These certifications hold great legal weight and are required in most states as a prerequisite to doing business there.


          Thomas Malone of the Massachusetts Institute of Technology champions a modern variant of the guild structure for modern "e-lancers", professionals who do mostly telework for multiple employers. Insurance including any professional liability, intellectual capital protections, an ethical code perhaps enforced by peer pressure and software, and other benefits of a strong association of producers of knowledge, benefit from economies of scale, and may prevent cut-throat competition that leads to inferior services undercutting prices. And, as with historical guilds, resist foreign competition.


          The free software community has from time to time explored a guild-like structure to unite against competition from Microsoft, e.g. Advogato assigns journeyer and master ranks to those committing to work only or mostly on free software. Debian also publishes a list of what constitutes free software.


          In the City of London, the ancient guilds survive as Livery Companies, most of which play a ceremonial role. Guilds also survive in the UK in Preston, Lancashire as the Preston Guild Merchant where among other celebrations descendants of Burgesses are still admitted into membership.


          In Australia there exists the Guild of Commercial Filmmakers, a collection of commercial, short film and feature filmmakers.


          In online computer games players form groups called Player guilds.
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              	Motto:"Travail, Justice, Solidarit"(French)

              "Work, Justice, Solidarity"
            


            
              	Anthem: Libert(French)

              "Freedom"
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              	Capital

              (and largest city)

              	Conakry

            


            
              	Official languages

              	French
            


            
              	Demonym

              	Guinean
            


            
              	Government

              	Republic
            


            
              	-

              	President

              	Lansana Cont
            


            
              	-

              	Prime Minister

              	Ahmed Tidiane Souar
            


            
              	Independence
            


            
              	-

              	from France

              	2 October 1958
            


            
              	Area
            


            
              	-

              	Total

              	245,857km( 78th)

              94,926 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	July 2005estimate

              	9,402,000( 83rd)
            


            
              	-

              	1996census

              	7,156,406
            


            
              	-

              	Density

              	38/km( 164th)

              98/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$18.879 billion( 111th)
            


            
              	-

              	Per capita

              	$2,035( 142nd)
            


            
              	Gini(1994)

              	40.3(medium)
            


            
              	HDI(2007)

              	▲ 0.456(low)( 160th)
            


            
              	Currency

              	Guinean franc ( GNF)
            


            
              	Time zone

              	GMT
            


            
              	Internet TLD

              	.gn
            


            
              	Calling code

              	+224
            

          


          Guinea, officially Republic of Guinea (pronounced /ˈgɪni/, French: Rpublique de Guine), is a country in West Africa, formerly known as French Guinea. Guinea's territory has a curved shape, with its base at the Atlantic Ocean, inland to the east, and turning south. The base borders Guinea-Bissau and Senegal to the north, and Mali to the north and north-east; the inland part borders Cte d'Ivoire to the south-east, Liberia to the south, and Sierra Leone to the west of the southern tip. Its water sources include the Niger, Senegal, and Gambia rivers. Guinea is sometimes called Guinea-Conakry (Conakry being its capital) to differentiate it from the neighboring Guinea-Bissau (whose capital is Bissau).


          


          History


          The land composing present-day Guinea was part of a series of empires, beginning with the " Ghana Empire" which came into being around 900 CE. This was followed by the Sosso kingdom in the twelfth and thirteenth centuries. The Mali Empire took control of the region after the Battle of Kirina in 1235, but grew weaker over time from internal conflicts, which eventually led to its dissolution. One of the strongest successor states was the Songhai state, which became the Songhai Empire. It exceeded its predecessors in terms of territory and wealth, but it too fell prey to internal wrangling and civil war and was eventually toppled at the Battle of Tondibi in 1591.


          A chaotic period followed, until an Islamic state was founded in the eighteenth century, bringing some stability to the region. A simultaneous important development was the arrival of Fulani Muslims in the highland region of Fuuta Jalloo in the early eighteenth century.


          Europeans first came to the area during the Portuguese Discoveries in the fifteenth century, which saw the beginning of the slave trade.


          Guinea was created as a colony by France in 1890 with Nol Balley as the first governor. The capital Conakry was founded on Tombo Island in the same year. In 1895 the country was incorporated into French West Africa.
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          On 28 September 1958, under the direction of Charles de Gaulle, Metropolitan France held a referendum on a new constitution and the creation of the Fifth Republic. The colonies, except Algeria, which was legally a direct part of France, were given the choice between immediate independence or retaining their colonial status. All colonies except Guinea opted for the latter. Thus, Guinea became the first French African colony to gain independence, at the cost of the immediate cessation of all French assistance.


          After independence Guinea was governed by the dictator Ahmed Skou Tour. Tour pursued broadly socialist economic policies, suppressed opposition and free expression with little regard for human rights. Under his leadership, Guinea joined the Non-Aligned Movement and pursued close ties with the Eastern Bloc. After Toure's death in 1984, Lansana Cont assumed power and immediately changed his predecessor's economic policies, but the government remained dictatorial. The first elections since independence were held in 1993, but the results and those of subsequent elections were disputed. Cont faces domestic criticism for the condition of the country's economy and for his heavy-handed approach to political opposition.


          While on a visit to France with his family in 2005, Prime Minister Franois Fall resigned and sought asylum, citing corruption and increasing interference from the President, which he felt limited his effectiveness as the head of the government. Fall's successor, Cellou Dalein Diallo, was removed in April of 2006, and Cont failed to appoint a new one until the end of January 2007 after devastating nationwide strikes and mass demonstrations. During 2006, there were two nationwide strikes by government workers, during which 10 students were shot dead by the military; strikes were suspended when Cont agreed to more favorable wages to civil servants and a reduction of the cost of certain basic amenities (rice and oil).


          At the beginning of 2007, citing the government's failure to honour the terms of previous agreements, trade unions called new strikes, protesting of rising costs of living, government corruption, and economic mismanagement. Lasting for more than 2 weeks, these strikes drew some of the largest demonstrations seen during Cont's tenure and resulted in some 60 deaths. Among the unions' demands was that the aging and ailing President name a consensus Prime Minister, to fill the post vacant since Diallo's removal, and relinquish to him certain presidential responsibilities. Cont reluctantly agreed to appoint a new prime minister and lower fuel and rice prices, and the strikes were subsequently suspended.


          On 13 February 2007, upon the nomination of Eugene Camara to the post of Prime Minister, viewed as a close ally of Cont, violent demonstrations immediately broke out throughout the country. Strikes resumed, citing the President's failure to nominate a "consensus" prime minister as per the January 27th agreement. A state of martial law was declared after violent clashes with demonstrators, bringing the death toll since January to well over 100, and there were widespread reports of pillaging and rapes committed by men in military uniform. Government buildings and property owned by government officials throughout the country were looted and destroyed by angry mobs. Many feared Guinea to be on the verge of civil war as protesters from all parts of Guinea called for Cont's unequivocal resignation.


          After diplomatic intervention from ECOWAS, neighboring heads of state, the EU, the UN, etc., Cont agreed to choose a new Prime Minister from a list of five candidates furnished by the labor unions and civic leaders. On February 26, Lansana Kouyat, former Guinean ambassador to the UN, was nominated to the post. Strikes were called off, and the nomination was hailed by the strikers.


          


          Government and politics


          Politics of Guinea takes place in a framework of a presidential republic, whereby the President of Guinea is both head of state, head of government, and the commander in chief of the Guinean Military. The president is elected to a maximum of two 7 year term, although the current Guinee Lansana Conte who has been in power since 1984 continue to run for further terms. Executive power is exercised by the president and members of his cabinet. To be elected president of Guinea a candidate must be a Guinean born citizen by birth, be at least 35 years of age and must be able to speak and read the French language.


          Legislative power is vested in the National Assembly. The National Assembly (Assemble Nationale) has 114 members, elected for a four year term, 38 members in single-seat constituencies and 76 members by proportional representation. Guinea is a one party dominant state with the Party of Unity and Progress in power. Opposition parties are allowed, but are widely considered to have no real chance of gaining power.


          


          Regions and prefectures
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          Guinea is divided into seven administrative regions and subdivided into thirty-three prefectures. The national capital, Conakry, ranks as a special zone.


          
            	Bok Region


            	Conakry Region


            	Faranah Region


            	Kankan Region


            	Kindia Region


            	Lab Region


            	Mamou Region


            	Nzrkor Region

          


          


          Largest cities


          
            	Conakry (2,000,000)


            	Lab (700,000)


            	Kankan (439,017)


            	Kindia (279,884 )


            	Nzrkor (247,855)


            	Kissidougou (135,900)


            	Guckdou (116,541)


            	Mamou (105,754)

          


          


          Geography
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          At 94,919square miles (245,857km), Guinea is roughly the size of the United Kingdom and slightly smaller than the U.S. state of Oregon. There are 200miles (320km) of coastline. The total land border is 2,112miles (3,399km). The countries bordering Guinea include Cte d'Ivoire (Ivory Coast), Guinea-Bissau, Liberia, Mali, Senegal, Sierra Leone. The country is divided into four main regions: the Basse-Cote lowlands in the west along the coast, populated mainly by the Susu ethnic group; the cooler, mountainous Fouta Djalon that run roughly north-south through the middle of the country, populated by Peuls, the Sahelian Haute-Guinea to the northeast, populated by Malinkes, and the forested jungle regions in the southeast, with several ethnic groups. Guinea's mountains are the source for the Niger, the Gambia, and Senegal Rivers, as well as the numerous rivers flowing to the sea on the west side of the range in Sierra Leone and Ivory Coast.


          The highest point in Guinea is Mont Nimba at 5,748 feet (1,752m). Although the Guinean and Ivorian sides of the Nimba Massif are a UNESCO Strict Nature Reserve, the portion of the so-called Guinean Backbone continues into Liberia, where it has been mined for decades; the damage is quite evident in the Nzrkor Region at .


          


          Economy


          Richly endowed with minerals, Guinea possesses over 25 billion metric tons (MT) of bauxite -- and perhaps up to one-half of the world's reserves. In addition, Guinea's mineral wealth includes more than 4-billion tons of high-grade iron ore, significant diamond and gold deposits, and undetermined quantities of uranium. Guinea has considerable potential for growth in the agricultural and fishing sectors. Soil, water, and climatic conditions provide opportunities for large-scale irrigated farming and agro industry. Possibilities for investment and commercial activities exist in all these areas, but Guinea's poorly developed infrastructure and rampant corruption continue to present obstacles to large-scale investment projects.


          Joint venture bauxite mining and alumina operations in northwest Guinea historically provide about 80% of Guinea's foreign exchange. The Compagnie des Bauxites de Guinea (CBG) is the main player in the bauxite industry. CBG is a joint venture, in which 49% of the shares are owned by the Guinean Government and 51% by an international consortium led by Alcoa and Alcan. CBG exports about 14 million metric tons of high-grade bauxite every year. The Compagnie des Bauxites de Kindia (CBK), a joint venture between the Government of Guinea and Russki Alumina, produces some 2.5 million MT annually, nearly all of which is exported to Russia and Eastern Europe. Dian Dian, a Guinean/Ukrainian joint bauxite venture, has a projected production rate of 1 million MT per year, but is not expected to begin operations for several years. The Alumina Compagnie de Guine (ACG), which took over the former Friguia Consortium, produced about 2.4 million tons of bauxite in 2004, which is used as raw material for its alumina refinery. The refinery supplies about 750,000 MT of alumina for export to world markets. Both Global Alumina and Alcoa-Alcan have signed conventions with the Government of Guinea to build large alumina refineries with a combined capacity of about 4 million MT per year.


          Diamonds and gold also are mined and exported on a large scale. AREDOR, a joint diamond-mining venture between the Guinean Government (50%) and an Australian, British, and Swiss consortium, began production in 1984 and mined diamonds that are 90% gem quality. Production stopped from 1993 until 1996, when First City Mining of Canada purchased the international portion of the consortium. By far, most diamonds are mined artisanally. The largest gold mining operation in Guinea is a joint venture between the government and Ashanti Gold Fields of Ghana. SMD also has a large gold mining facility in Lero near the Malian border. Other concession agreements have been signed for iron ore, but these projects are still awaiting preliminary exploration and financing results.


          The Guinean Government adopted policies in the 1990s to return commercial activity to the private sector, promote investment, reduce the role of the state in the economy, and improve the administrative and judicial framework. Guinea has the potential to develop, if the government carries out its announced policy reforms, and if the private sector responds appropriately. So far, corruption and favoritism, lack of long-term political stability, and lack of a transparent budgeting process continue to dampen foreign investor interest in major projects in Guinea.


          Reforms since 1985 include eliminating restrictions on agriculture and foreign trade, liquidation of some parastatals, the creation of a realistic exchange rate, increased spending on education, and cutting the government bureaucracy. In July 1996, President Lansana Cont appointed a new government, which promised major economic reforms, including financial and judicial reform, rationalization of public expenditures, and improved government revenue collection. Under 1996 and 1998 International Monetary Fund (IMF)/World Bank agreements, Guinea continued fiscal reforms and privatizations, and shifted governmental expenditures and internal reforms to the education, health, infrastructure, banking, and justice sectors. Cabinet changes in 1999 as well increasing corruption, economic mismanagement, and excessive government spending combined to slow the momentum for economic reform. The informal sector continues to be a major contributor to the economy.


          The government revised the private investment code in 1998 to stimulate economic activity in the spirit of free enterprise. The code does not discriminate between foreigners and nationals and provides for repatriation of profits. While the code restricts development of Guinea's hydraulic resources to projects in which Guineans have majority shareholdings and management control, it does contain a clause permitting negotiations of more favorable conditions for investors in specific agreements. Foreign investments outside Conakry are entitled to more favorable benefits. A national investment commission has been formed to review all investment proposals. The United States and Guinea have signed an investment guarantee agreement that offers political risk insurance to American investors through the Overseas Private Investment Corporation (OPIC). In addition, Guinea has inaugurated an arbitration court system, which allows for the quick resolution of commercial disputes.


          Until June 2001, private operators managed the production, distribution, and fee-collection operations of water and electricity under performance-based contracts with the Government of Guinea. However, both utilities are plagued by inefficiency and corruption. Foreign private investors in these operations departed the country in frustration.


          In 2002, the IMF suspended Guinea's Poverty Reduction and Growth Facility (PRGF) because the government failed to meet key performance criteria. In reviews of the PRGF, the World Bank noted that Guinea had met its spending goals in targeted social priority sectors. However, spending in other areas, primarily defense, contributed to a significant fiscal deficit. The loss of IMF funds forced the government to finance its debts through Central Bank advances. The pursuit of unsound economic policies has resulted in imbalances that are proving hard to correct.


          Under then-Prime Minister Diallo, the government began a rigorous reform agenda in December 2004 designed to return Guinea to a PRGF with the IMF. Exchange rates have been allowed to float, price controls on gasoline have been loosened, and government spending has been reduced while tax collection has been improved. These reforms have not slowed down inflation, which hit 27% in 2004 and 30% in 2005. Depreciation is also a concern. The Guinea franc was trading at 2550 to the dollar in January 2005. It hit 5554 to the dollar by October 2006.


          Despite the opening in 2005 of a new road connecting Guinea and Mali, most major roadways connecting the country's trade centers remain in poor repair, slowing the delivery of goods to local markets. Electricity and water shortages are frequent and sustained, and many businesses are forced to use expensive power generators and fuel to stay open.


          Even though there are many problems plaguing Guinea's economy, not all foreign investors are reluctant to come to Guinea. Global Alumina's proposed alumina refinery has a price tag above $2 billion. Alcoa and Alcan are proposing a slightly smaller refinery worth about $1.5 billion. Taken together, they represent the largest private investment in sub-Saharan Africa since the Chad-Cameroun oil pipeline. Also, an American oil company, Hyperdynamics, has recently signed an agreement to develop Guinea's offshore oil deposits.


          The west coast of Africa is now ripe for oil development, and Guinea is actively being courted in this endeavor. Hyperdynamics and Guinea signed a psa in 2006, and have been diligently bringing oil exploration into the final stages. It is thought by many of the large oil companies that the west coast of Africa, which Guinea centers, might be able to supply the United States with near thirty percent of oil within ten years.


          


          Transportation


          The railway which used to operate from Conakry to Kankan, ceased operating in the mid-1980s. Domestic air services are intermittent. Most vehicles in Guinea are some 20 years old, and cabs are mostly any 4-door vehicle which the owner has designated as for hire. Locals, nearly entirely without vehicles of their own, rely upon these taxis (which charge per seat) and small buses to take them around town and across the country. There is some river traffic on the Niger and Milo rivers. Horses and donkeys are also found pulling carts, primarily to transport construction materials.


          Development of iron ore deposits at Simandou in the south east of the country in 2007 are likely to see the construction of a new heavy duty standard gauge railway and deepwater port.


          


          Demography


          The population of Guinea is estimated at 9,947,814. Conakry, the capital and largest city, is the hub of Guinea's economy, commercial, educational and culture.


          


          Languages


          The official language in Guinea is French. Other significant languages spoken are Fula, Maninka, Susu, Arabic, Insula, Kissi, Kpele, and Loma.


          


          Ethnicity


          The population of Guinea comprises about 24 ethnic groups. The three largest and most dominant are the Fulani (also known as Fula), comprising 40% of the population. They are mostly found in the Futa Jallon Region. The Mandinka (Also known as Mandingo), comprising 30% of the population, are mostly found in eastern Guinea and are concentrated around the Kankan and Kissidougou Prefectures. The Soussou, comprising 20%, are predominantly in areas around the capital Conakry, Forcariah, and Kindia. Smaller ethnic groups make up the remaining 10% of the population.


          


          Military


          The Guinean armed forces are divided into four branches:


          
            	The Guinean Army

          


          By far the largest branch of The Republic of the Guinea Armed Forces, with an active force of about 15,000 personnel. The army is mainly responsible for protection of the state borders, the security of administered territories and defending the national interests of Guinea.


          
            	The Guinean Air Force

          


          A branch of the Guinean Armed Forces, that primarily conducts aerial warfare. Air force personnel total about 700; its equipment includes several Russian-supplied fighter planes and transport planes.


          
            	The Guinean Navy

          


          A branch of the Guinean Armed Forces, The navy has about 900 personnel and operates several small patrol craft and barges.


          
            	The Guinean Gendarmerie

          


          A branch of the Guinean Armed Forces responsible for internal security; though, they are not police officers.


          


          Healthcare


          Guinea has been reorganizing its health system since the Bamako Initiative of 1987 formally promoted community-based methods of increasing accessibility of drugs and health care services to the population, in part by implementing user fees. The new strategy dramatically increased accessibility through community-based healthcare reform (including community ownership and local budgeting), resulting in more efficient and equitable provision of services. A comprehensive approach strategy was extended to all areas of health care, with subsequent improvement in the health care indicators and improvement in health care efficiency and cost.

          Guinea's public health code is defined by Law No. L/97/021/AN of 19 June 1997 promulgating the Public Health Code. The law provides for the protection and promotion of health and for the rights and duties of the individual, the family, and community throughout the territory of the Republic of Guinea.


          


          HIV/AIDS in Guinea


          The first cases of HIV/AIDS in Guinea were reported in 1986. Though levels of AIDS in Guinea are significantly lower than in a number of other African countries, as of 2005, Guinea was considered by the World Health Organization to face a generalized epidemic.

          An estimated 170 000 adults and children were living with HIV/AIDS at the end of 2004. The spread of the HIV/AIDS epidemic in Guinea was attributed to factors such as proximity to high-prevalence countries, a large refugee population, internal displacement and subregional instability. Polygamy, the low status of women and low rates of condom use have also contributed.


          


          Culture


          Like other West African countries, Guinea has a rich musical tradition. The group Bembeya Jazz became popular in the 1960s after Guinean independence. The Vancouver-based guitarist Alpha Yaya Diallo hails from Guinea and incorporates its traditional rhythms and melodies into his original compositions, for which he has won two Juno Awards.


          
            	List of writers from Guinea

          


          


          Sports


          Guinea's main sport is football (soccer) and although the national team has never made the FIFA World Cup, it has appeared at eight African Nations Cup finals; it was a runner-up in 1976 and reached the quarter-finals in 2004 and 2006. The current national coach is Robert Nouzaret. Swimming is popular near the capital, Conakry, and hiking is possible in the Fouta Djallon region.


          Notables


          
            
              	
                
                  	Bobo Balde


                  	Lansana Cont


                  	Mohammed Camara


                  	Mohammed Sylla


                  	Titi Camara


                  	Teresa Chikaba


                  	Amadou Diallo


                  	Lansine Kaba

                

              

              	

              	
                
                  	Djibril Tamsir Niane


                  	Abdulrahman Ibrahim Ibn Sori


                  	Alfa Yaya of Lab


                  	Samori Tour


                  	Soumaoro Kant


                  	Skou Tour


                  	Umar Tall


                  	Katoucha Niane model

                

              

              	
                



                


              
            

          


          
            	Shekou Thomas: prominent and rich Guinean during the 1800s and early 1900s.

          


          



          


          
            Retrieved from " http://en.wikipedia.org/wiki/Guinea"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Guinea-Bissau


        
          

          
            
              	
                Repblica da Guin-Bissau

                
                  Republic of Guinea-Bissau
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                    	Emblem
                  

                

              
            


            
              	Motto:"Unidade, Luta, Progresso"(Portuguese)

              "Unity, Struggle, Progress"
            


            
              	Anthem: Esta  a Nossa Ptria Bem Amada(Portuguese)
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              	Capital

              (and largest city)

              	Bissau

            


            
              	Official languages

              	Portuguese
            


            
              	Recognised regionallanguages

              	Crioulo
            


            
              	Demonym

              	Guinean
            


            
              	Government

              	Republic
            


            
              	-

              	President

              	Joo Bernardo Vieira
            


            
              	-

              	Prime Minister

              	Martinho Ndafa Kabi
            


            
              	Independence

              	from Portugal
            


            
              	-

              	Declared

              	September 24, 1973
            


            
              	-

              	Recognised

              	September 10, 1974
            


            
              	Area
            


            
              	-

              	Total

              	36,544km( 136th)

              13,948 sqmi
            


            
              	-

              	Water(%)

              	22.4
            


            
              	Population
            


            
              	-

              	July 2005estimate

              	1,586,000( 148th)
            


            
              	-

              	2002census

              	1,345,479
            


            
              	-

              	Density

              	44/km( 154th)

              114/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$1.167 billion( 165th)
            


            
              	-

              	Per capita

              	$736( 177th)
            


            
              	Gini(1993)

              	47(high)
            


            
              	HDI(2007)

              	▲ 0.374(low)( 175th)
            


            
              	Currency

              	West African CFA franc ( XOF)
            


            
              	Time zone

              	GMT ( UTC+0)
            


            
              	Internet TLD

              	.gw
            


            
              	Calling code

              	+245
            

          


          The Republic of Guinea-Bissau (pronounced /ˈgɪni bɨˈsaʊ/; Portuguese: Repblica da Guin-Bissau, IPA: [ʁɛˈpublikɐ dɐ giˈnɛ biˈsau]) is a country in western Africa, and one of the smallest nations in continental Africa. It is bordered by Senegal to the north, and Guinea to the south and east, with the Atlantic Ocean to its west. Formerly the Portuguese colony of Portuguese Guinea, upon independence, the name of its capital, Bissau, was added to the country's name in order to prevent confusion between itself and the Republic of Guinea.


          


          History


          Guinea-Bissau was once part of the kingdom of Gabu ( Kaabu), part of the Mali Empire; parts of this kingdom persisted until the eighteenth century. Portuguese Guinea was known also, from its main economic activity, as the Slave Coast. Although the rivers and coast of this area were among the first places colonized by the Portuguese, since the 16th century, the interior was not explored until the nineteenth century. The local African rulers in Guinea, who prospered greatly from the slave trade, had no interest in allowing the Europeans any further inland than the fortified coastal settlements where the trading takes place. The Portuguese presence in Guinea was therefore largely limited to the port of Bissau and Cacheu. For a brief period in the 1790s the British attempt to establish a rival foothold on an offshore island, at Bolama. But by the 19th century the Portuguese were sufficiently secure in Bissau to regard the neighbouring coastline as their own special territory, also up North in part of the present South Senegal.


          An armed rebellion beginning in 1956 by the African Party for the Independence of Guinea and Cape Verde (PAIGC) under the leadership of Amlcar Cabral gradually consolidated its hold on the country. Unlike guerilla movements in other Portuguese colonies, the PAIGC rapidly extended its military control over large portions of the country, aided by the jungle-like terrain, its easily-reached borderlines with neighbouring countries and large quantities of arms from Cuba, China, the Soviet Union, and other African countries. Cuba also agreed to supply artillery experts, doctors and technicians. The PAIGC even managed to acquire a significant anti-aircraft capability in order to defend itself against aerial attack. By 1973, the PAIGC was in control of most of the country. Independence was unilaterally declared on September 24, 1973, and was recognized by a 93-7 UN General Assembly vote in November 1973. Recognition became universal following the 1974 socialist-inspired military coup in Portugal.
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              Bissau
            

          


          Following independence local soldiers that fought along with the Portuguese Army against the PAIGC guerrillas were slaughtered by the thousands. A small number escaped to Portugal or to other African nations. The most famous massacre occurred in Bissor. In 1980 PAIGC admitted in its newspaper "N Pintcha" (dated 29/11/1980) that many were executed and buried in unmarked collective graves in the woods of Cumer, Portogole and Mansab.


          The country was controlled by a revolutionary council until 1984. The first multi-party elections were held in 1994, but an army uprising in 1998 led to the president's ousting and the Guinea-Bissau Civil War. Elections were held again in 2000 and Kumba Ial was elected president.


          In September 2003, a coup took place in which the military arrested Ial on the charge of being "unable to solve the problems." After being delayed several times, legislative elections were held in March 2004 . A mutiny of military factions in October 2004 resulted in the death of the head of the armed forces, and caused widespread unrest.


          In June 2005, presidential elections were held for the first time since the coup that deposed Ial. Ial returned as the candidate for the PRS, claiming to be the legitimate president of the country, but the election was won by former president Joo Bernardo Vieira, deposed in the 1998 coup. Vieira was a candidate for one of the factions of the PAIGC. Vieira beat Malam Bacai Sanh in a runoff-election, but Sanh refused initially to concede, claiming that the elections have been fraudulent in two constituencies, including the capital, Bissau.


          Despite reports that there had been an influx of arms in the weeks leading up to the election and reports of some "disturbances during campaigning" - including attacks on the presidential palace and the Interior Ministry by as-yet-unidentified gunmen - European monitors labelled the election as "calm and organized".


          


          Politics
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              Ministry of Justice, Bissau
            

          


          Guinea-Bissau is a republic. In the past, the government has been highly centralized and multiparty governance has been in effect since mid-1991. The president is the head of state and the prime minister is the head of government. At the legislative level, there is a unicameral "Assembleia Nacional Popular" (National People's Assembly) made up of 100 members. They are popularly elected from multi-member constituencies to serve a four-year term. At the judicial level, there is a "Supremo Tribunal da Justia" (Supreme Court) which consists of nine justices appointed by the president. They serve at the pleasure of the president.
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              Joo Bernardo Vieira
            

          


          Joo Bernardo "Nino" Vieira became President of Guinea-Bissau in 2005. Vieira returned to power in 2005 after winning the presidential election only six years after being ousted from office during a civil war. Previously, he held power for 19 years after taking power in 1980 in a bloodless coup. In that action, he toppled the government of Lus Cabral.


          


          Regions and sectors


          Guinea-Bissau is divided into 8 regions (regies) and one autonomous sector (sector autnomo). These in turn are subdivided into thirty-seven sectors. The regions are:


          
            
              	
                
                  	Bafata


                  	Biombo


                  	Bissau*


                  	Bolama


                  	Cacheu


                  	Gabu


                  	Oio


                  	Quinara


                  	Tombali

                


                * autonomous sector
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          Geography
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              Typical scenery in Guinea-Bissau
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              Satellite image of Guinea-Bissau, generated from raster graphics data supplied by The Map Library
            

          


          At 13,945 sqmi. (36,120 km), Guinea-Bissau is nearly identical in size to Taiwan, and somewhat larger than the US state of Maryland. This small, tropical country lies at a low altitude; its highest point is 984 feet (300 m). The interior is savanna, and the coastline is swampy plain. Its monsoon-like rainy season alternates with periods of hot, dry harmattan winds blowing from the Sahara. The Bijagos Archipelago extends out to sea.


          


          Major cities
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              	Cities in Guinea-Bissau
            


            
              	Rank

              	City

              	Population

              	Region
            


            
              	1979 Census

              	2005 estimate
            


            
              	1

              	Bissau

              	109,214

              	388,028

              	Bissau
            


            
              	2

              	Bafat

              	13,429

              	22,521

              	Bafat
            


            
              	3

              	Gab

              	7,803

              	14,430

              	Gab
            


            
              	4

              	Bissor

              	N/A

              	12,688

              	Oio
            


            
              	5

              	Bolama

              	9,100

              	10,769

              	Bolama
            


            
              	6

              	Cacheu

              	7,600

              	10,490

              	Cacheu
            


            
              	7

              	Bubaque

              	8,400

              	9,941

              	Bolama
            


            
              	8

              	Cati

              	5,170

              	9,898

              	Tombali
            


            
              	9

              	Mansa

              	5,390

              	7,821

              	Oio
            


            
              	10

              	Buba

              	N/A

              	7,779

              	Quinara
            


            
              	11

              	Quebo

              	N/A

              	7,072

              	Quinara
            


            
              	12

              	Canchungo

              	4,965

              	6,853

              	Cacheu
            


            
              	13

              	Farim

              	4,468

              	6,792

              	Oio
            


            
              	14

              	Quinhmel

              	N/A

              	3,128

              	Biombo
            


            
              	15

              	Fulacunda

              	N/A

              	1,327

              	Quinara
            

          


          


          Climate


          
            [image: ]
          


          Guinea-Bissau is warm all year around and there is little temperature fluctuation averaging 26.3 degrees Celsius. The average rainfall for Bissau is 2024 mm although this is almost entirely accounted for during the rainy season which falls between June and September/October. During the months of December, January, February, March and April, the country experiences drought.


          


          Economy


          
            [image: The village of Bula]

            
              The village of Bula
            

          


          Guinea-Bissau achieved its independence from Portugal in 1974 after a protracted independence war that brought tremendous damages to the countrys economic infrastructure. In 1997, Guinea Bissau's entered the CFA franc monetary system, bringing about some internal monetary stability. The civil war that took place in 1998 and 1999 and a military coup in September 2003 again disrupted economic activity, leaving a substantial part of the economic and social infrastructure in ruins and intensifying the already widespread poverty. Following the parliamentary elections in March 2004 and presidential elections in July 2005, the country is trying to recover from the long period of instability despite a still-fragile political situation.


          Guinea-Bissau is one of the world's poorest countries, with more than two-thirds of its population living below the poverty line. The economy depends mainly on agriculture; fishing, cashew nuts and ground nuts are its major exports. A long period of political instability has resulted in depressed economic activity, deteriorating social conditions, and increased macroeconomic imbalances. The key challenges for the country in the period ahead will be to restore fiscal discipline, rebuild public administration, improve the econimical climate for private investment, and promote economic diversification.


          In April 2007, UN Office on Drugs and Crime head, Antonio Maria Costa, said he feared Guinea-Bissau could become a "narco-state" following several large cocaine seizures in the country. Sadly, this seems to be occurring as Columbian cartels have used Guinea-Bissau as a transshipment point to Europe in pursuit of the European market for cocaine.


          


          Demographics


          
            [image: ]

            

          


          The population of Guinea-Bissau is ethnically diverse and has many distinct languages, customs, and social structures. Guinea-Bissauans can be divided into the following three ethnic groups: Fula and the Mandinka-speaking people, who comprise the largest portion of the population and are concentrated in the north and northeast; the Balanta and Papel people, who live in the southern coastal regions; and the Manjaco and Mancanha, who occupy the central and northern coastal areas. Most of the remainder are mestios of mixed Portuguese and African descent, including a Cape Verdean minority. Portuguese natives comprise a very small percentage of Guinea-Bissauans. This deficit was directly caused by the exodus of Portuguese settlers that took place after Guinea-Bissau gained independence. The country has also a tiny Chinese population, including those of mixed Portuguese and Chinese ancestry from Macau, a former Asian Portuguese colony. Only 14% of the population speaks the official language Portuguese. 44% speak Kriol, a Portuguese-based creole language, and the remainder speaks native African languages. Most Portuguese and Mestios speak one of the African languages and Kriol as second languages. French is also learned in schools, as the country is surrounded by French-speaking countries and a full member of the Francophonie. Most people are farmers with traditional religious beliefs ( animism); 45% are Muslim, principally the Fula and Mandinka peoples; and fewer than 8% are Christian, mostly Roman Catholics.


          


          Culture


          The music of Guinea-Bissau is usually associated with the polyrhythmic gumbe genre, the country's primary musical export. However, civil unrest other factors have combined over the years to keep gumbe, and other genres, out of mainstream audiences, even in generally syncretist African countries.


          The calabash is the primary musical instrument of Guinea-Bissau, and is used in extremely swift and rhythmically complex dance music. Lyrics are almost always in Guinea-Bissau Creole, a Portuguese-based creole language, and are often humorous and topical, revolving around current events and controversies, especially AIDS.


          The word gumbe is sometimes used generically, to refer to any music of the country, although it most specifically refers to a unique style that fuses about ten of the country's folk music traditions. Tina and tinga are other popular genres, while extent folk traditions include ceremonial music used in funerals, initiations and other rituals, as well as Balanta brosca and kussund, Mandinga djambadon and the kundere sound of the Bijagos islands.


          


          Matriarchy
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              Caravela beach
            

          


          In the Bolama archipelago, a matriarchal or matrilineal social system has survived to the present day, although it is currently being eroded by globalization and Christian missionary influence.


          In this system, women choose husbands who are compelled to marry them, and religious affairs are controlled by a female priesthood.
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          Guinness (pronounced /ˈɡɪnɪs/) is a popular dry stout that originated in Arthur Guinness' brewery at St. James's Gate in Dublin, Ireland. The beer is based on the porter style that originated in London in the early 18th century. It is one of the most successful beer brands in the world, being exported worldwide. The distinctive feature in the flavour is the roasted barley which remains unfermented. For many years a portion of the beer was aged to give a sharp lactic flavour, but Guinness has refused to confirm if this still occurs. The thick creamy head is the result of the beer being mixed with nitrogen when being served. It is extremely popular with the Irish and, in spite of a decline in consumption over recent years, is the best-selling alcoholic drink of all time in Ireland, where Guinness & Co. makes almost 2 billion annually.


          The parent company has been headquartered in London since 1932 and was later merged with Grand Metropolitan plc and developed into a multi-national alcohol conglomerate named Diageo.


          


          Composition


          Guinness stout is made from water, barley malt, barley, hops, and brewer's yeast. A portion of the barley is flaked (i.e. steamed and rolled) and roasted to give Guinness its dark colour and characteristic taste. It is pasteurised and filtered. Despite its reputation as a "meal in a glass", Guinness only contains 198 kcal (838 kilojoules) per imperial pint (20 fl oz UK) (1460 kJ/ l), fewer than an equal-sized serving of skimmed milk or orange juice and most other non-light beers.


          Draught Guinness and its canned counterpart contain nitrogen (N2) as well as carbon dioxide. Nitrogen is less soluble than carbon dioxide, which allows the beer to be put under high pressure without making it fizzy. The high pressure of dissolved gas is required to enable very small bubbles to be formed by forcing the draught beer through fine holes in a plate in the tap, which causes the characteristic "surge" (the widget in cans and bottles achieves the same effect). The perceived smoothness of draught Guinness is due to its low level of carbon dioxide and the creaminess of the head caused by the very fine bubbles that arise from the use of nitrogen and the dispensing method described above. "Original Extra Stout" contains only carbon dioxide, causing a more acidic taste.


          Contemporary Guinness Draught and Extra Stout are weaker than they were in the 19th century, when they had an original gravity of over 1.070. Foreign Extra Stout and Special Export Stout, with abv over 7%, are perhaps closest to the original in character.


          Although Guinness may appear to be black, it is officially a very dark shade of ruby.


          


          History
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          Arthur Guinness started brewing ales initially in Leixlip, then at the St. James's Gate Brewery, Dublin, Ireland from 1759. He signed a 9,000 year lease at 45 per annum for the unused brewery. Ten years later on May 19, 1769 Guinness exported their product for the first time, when six and a half barrels were shipped to England.


          Although sometimes believed to have originated the stout style of beer, the first use of the word stout in relation to beer was in a letter in the Egerton Manuscript dated 1677, almost 50 years before Arthur Guinness was born. The first Guinness beers to use the term were Single Stout and Double Stout in the 1840s.


          Guinness brewed their last porter in 1974.


          Guinness Stout is also brewed under licence internationally in several countries, including Nigeria and Indonesia. The unfermented but hopped Guinness wort extract (the essence) is shipped from Dublin and blended with beer brewed locally.


          The Guinness brewery in Park Royal, London closed in 2005. The production of all Guinness sold in the UK and Ireland was switched to St. James's Gate Brewery Dublin.


          The breweries pioneered several quality control efforts. The brewery hired the statistician William Sealy Gosset in 1899, who achieved lasting fame under the pseudonym "Student" for techniques developed for Guinness, particularly Student's t-distribution and the even more commonly known Student's t-test.


          


          Controversy over proposed sale of St James's Gate


          The Sunday Independent reported on 17 June 2007 that Diageo intends closing the historic St James's Gate plant in Dublin and moving to a greenfield site on the outskirts of the city. This news caused some controversy when it was announced.


          The following day, the Irish Daily Mail ran a follow up story with a double page spread complete with images and a history of the plant since 1759. Initially, Diageo said that talk of a move was pure speculation but in the face of mounting speculation in the wake of the Sunday Independent article, the company confirmed that it is undertaking a "significant review of its operations". This review is largely due to the efforts of the company's ongoing drive to reduce the environmental impact of brewing at the St James's Gate plant.


          On 23 November 2007, an article appeared in the Evening Herald, a Dublin newspaper, stating that Dublin City Council, in the best interests of the city of Dublin, had put forward a motion to prevent planning permission ever being granted for development of the site thus making it very difficult for Diageo to sell off the site for residential development.


          On 9 May 2008, Diageo announced that the St James's Gate brewery will remain open and undergo renovations, but that breweries in Kilkenny and Dundalk will be closed by 2013 when a new larger brewery is opened near Dublin. The result will be a loss of roughly 250 jobs across the entire Diageo/Guinness workforce in Ireland. Two days later, the Sunday Independent again reported that Diageo chiefs had met with Tanaiste Mary Coughlan, Ireland's Deputy Prime Minister, about moving the plc operations to Ireland from the UK to benefit from its lower corporation tax rates. Several UK firms have made the move to pay Ireland's 12.5 per cent rate which is less than half of the UK's 28 per cent rate. Diageo released a statement to the London stock exchange denying the report.


          


          Guinness and health


          Studies claim that Guinness can be beneficial to the heart. Researchers found that antioxidant compounds in Guinness, similar to those found in certain fruits and vegetables, are responsible for health benefits because they slow down the deposit of harmful cholesterol on the artery walls.


          Guinness ran an advertising campaign in the 1920s which stemmed from market research - when people told the company that they felt good after their pint, the slogan was born  "Guinness is Good for You". Guinness was told to stop using the slogan decades ago  and the firm still makes no health claims for the drink. Diageo, the company that now manufactures Guinness, said: "We never make any medical claims for our drinks." The company now runs advertisements that call for "responsible drinking".


          Some vegetarians consider Guinness as unsuitable for a vegetarian diet, as the production process involves the use of isinglass, made from fish. It is used as a fining agent for settling out suspended matter in the vat. The isinglass is retained in the floor of the vat but it is possible that minute quantities might be carried over into the beer.


          


          Varieties
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          Guinness stout is available in a number of variants and strengths, which include:


          
            	Guinness Draught, sold in kegs and widget cans and bottles4.1 to 4.3% alcohol by volume (abv); the Extra Cold is served through a super cooler at 3.5C (38.3F).


            	Guinness Original/Extra Stout4.2 or 4.3% abv (Ireland, UK, mainland Europe), 4.8% abv (Namibia/Southern Africa), 5% abv (Canada) and 6% abv (United States, Australia, Japan);


            	Guinness Foreign Extra Stout, is a 7.5% abv version sold in Europe, Africa, the Caribbean and Asia. The basis is an unfermented but hopped Guinness wort extract shipped from Dublin, which is added to local ingredients and brewed locally. The strength can vary, for example, it is sold at 5% abv in China, 6.5% abv in Jamaica and East Africa, and 8% abv in Singapore. In Nigeria a proportion of sorghum is used. Foreign Extra Stout is blended with a small amount of intentionally soured beer.


            	Guinness Special Export Stout, sold in Belgium and The Netherlands8% abv;


            	Guinness Bitter, an English-style bitter beer4.4% abv;


            	Guinness Extra Smooth, a smoother stout sold in Ghana, Cameroon and Nigeria5.5% abv;


            	Malta Guinness, a non-alcoholic sweet drink, produced in Nigeria and exported to the UK and Malaysia;


            	Guinness Mid-Strength, a low-alcohol stout being test-marketed in Limerick, Ireland from March 2006 and Dublin from May 20072.8% abv;


            	Guinness Red, brewed in exactly the same way as Guinness except that the barley is only lightly roasted so that it produces a lighter, slightly fruitier red ale, began test-marketing in Great Britain in February 20074.1% abv.


            	In October 2005, Guinness introduced the Brewhouse Series  a limited-edition collection of draught stouts available for roughly six months each. The first stout in the series was Brew 39, which was released in Dublin from late 2005 until early 2006. It had the same alcohol content (ABV) as Guinness Draught, used the same gas mix and settled in the same way, but had a slightly different taste. Many found it to be lighter in taste, somewhat closer to Beamish stout than standard Irish Guinness.


            	In May 2006, the second in the Brewhouse Series was introduced, named Toucan Brew after the famous Guinness toucan seen in many advertisements for the stout. This beer had a crisper taste with a slightly sweet aftertaste due to its triple-hopped brewing process.


            	The third of the seriesNorth Starwas released in October 2006 and availability was extended into late 2007 at which point it gradually disappeared from bars. Three million pints of North Star were sold in the latter half of 2007. Despite an announcement in June 2007 that the fourth Brewhouse stout would be launched in October that year, no new beer appeared and, at the end of 2007, the Brewhouse series appeared to have been quietly cancelled.


            	In March 2006, Guinness introduced the "surger" in Great Britain. The surger is a plate-like electrical device meant for the home. It sends ultrasonic waves through a Guinness-filled pint glass to recreate the beer's "surge and settle" effect. The device works in conjunction with special cans of surger-ready Guinness. Guinness tried out a primitive version of this system in 1977 in New York. The idea was abandoned until 2003, when it began testing the surger in Japanese bars, most of which are too small to accommodate traditional keg-and-tap systems. Since then, the surger has been introduced to bars in Paris, but there is no intention of making it available to the French public. Surgers are also in use in Australia and Athens, Greece. The surger for the USA market was announced on November 14, 2007; plans are to make the unit available to bars only.


            	Withdrawn Guinness variants include Guinness's Brite Lager, Guinness's Brite Ale, Guinness Light, Guinness XXX Extra Strong Stout, Guinness Cream Stout, Guinness Gold, Guinness Pilsner, Guinness Bre (A slightly citrusy wheat beer), Guinness Shandy and Guinness Special Light.


            	For a short time in the late 1990s, Guinness produced the "St James's Gate" range of craft-style beers, available in a small number of Dublin pubs. The beers were: Pilsner Gold, Wicked Red Ale, Wildcat Wheat Beer and Dark Angel Lager.


            	A brewing byproduct of Guinness, Guinness Yeast Extract (GYE), was produced until the 1950s.

          


          


          Pouring and serving
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          What Diageo calls the "perfect pint" of Draught Guinness is the product of a lengthy "double pour", which according to the company should take 119.5 seconds. Guinness has promoted this wait with advertising campaigns such as " good things come to those who wait".


          Ideally a pint of Guinness should be served in a slightly tulip shaped pint glass as opposed to the taller European tulip glass or 'Nonic' glass which contains a ridge approx 3/4 of the way up the glass. On the way to the tap, the beer is passed through a chiller and is forced through a five-hole disc restrictor plate in the end of the tap, which increases the fluid pressure and friction, forcing the creation of small bubbles which form a creamy head. The glass is then rested until the initial pour settles, and the remainder of the glass is then filled with a slow pour until the head forms a slight dome over the top of the glass. Some bartenders also draw a simple design, using the flow of Guinness from the head of the tap, such as a shamrock in the head during the slow pour.


          This tradition comes from when Guinness was served from the cask, and initially older beer was poured into a glass until it was 3/4 full, then left to stand. When ordered by the customer, the glass was topped up from younger, gassier beer, producing the traditional head. As the beer is no longer blended from different ages of beer, the double pour is no longer required for the mixing of beers but is still maintained as it produces a better pint as the head does not over fill the glass and need to be discarded.


          


          Sinking bubbles


          A long time subject of bar conversations is the Guinness cascade, where the gas bubbles appear to travel downwards in a pint glass of Guinness.


          The effect is attributed to drag; bubbles that touch the walls of a glass are slowed in their travel upwards. Bubbles in the centre of the glass are, however, free to rise to the surface, and thus form a rising column of bubbles. The rising bubbles create a current by the entrainment of the surrounding fluid. As beer rises in the centre, the beer near the outside of the glass falls. This downward flow pushes the bubbles near the glass towards the bottom. Although the effect occurs in any liquid, it is particularly noticeable in any dark nitrogen stout, as the drink combines dark-coloured liquid and light-coloured bubbles.


          


          Advertising


          


          


          Guinness uses the harp of Brian Boru as its trademark. This harp from approximately the 14th century, which is on view at Trinity College, Dublin, has been a symbol of Ireland since the reign of Henry VIII (16th century). Guinness adopted the harp as a logo in 1862; however, it faces left instead of right, as in the Irish coat of arms.


          Guinness has a long history of marketing campaigns, from award-winning television commercials to beer mats and posters.


          Guinness's iconic stature is partly due to its advertising. The most notable and recognisable series of adverts was created by Benson's advertising, primarily drawn by the artist John Gilroy, in the 1930s and '40s. Benson created posters that included phrases such as "Guinness for Strength", "Lovely Day for a Guinness", "Guinness Makes You Strong," "My Goodness My Guinness," (or, alternatively, "My Goodness, My Christmas, It's Guinness!") and most famously, "Guinness is Good For You". The posters featured Gilroy's distinctive artwork and more often than not featured animals such as a kangaroo, ostrich, seal, lion, and notably a toucan, which has become as much a symbol of Guinness as the harp. (An advertisement from the 1940s ran with the following jingle: "Toucans in their nests agree/Guinness is good for you/Try some today and see/What one or toucan do.") Dorothy L. Sayers, then a copywriter at Benson's, also worked on the campaign; a biography of Sayers notes that she created a sketch of the toucan and wrote several of the adverts in question. Guinness advertising paraphernalia, notably the pastiche booklets illustrated by Ronald Ferns, attracts high prices on the collectible market.


          In the late 1980s and early 1990s in the UK there was a series of humorous adverts featuring Rutger Hauer.


          The 1994-1995 Anticipation campaign, featuring actor Joe McKinney dancing to "Guaglione" by Perez Prado while his pint settled, became a legend in Ireland and put the song to number one in the charts for several weeks. The advertisement was also popular in the UK where the song reached number two.


          In 2000, Guinness's 1999 advertisement Surfer was named the best television commercial of all time in a UK poll conducted by The Sunday Times and Channel 4. This advertisement is inspired by the famous 1980s Guinness TV and cinema ad, centred on a surfer riding a wave. The 1980s advertisement not only remained a popular iconic image in its own right but also entered the Irish cultural memory through inspiring a well known line in Christy Moore's song " Delirium Tremens". Surfer was produced by the advertising agency Abbott Mead Vickers BBDO; the advertisement can be downloaded from their website.


          Guinness won the 2001 Clio Award as the Advertiser of the Year, citing the work of five separate ad agencies around the world.


          In 2003 the Guinness TV campaign Template:Deadlinks featuring Tom Crean won the gold Shark Award at the International Advertising Festival of Ireland, while in 2005 their Irish Christmas campaign took a silver Shark. This TV ad has been run every Christmas since 2003 and features pictures of snow falling in places around Ireland, evoking the James Joyce story The Dead, finishing at St. James's Gate Brewery with the line "Even at the home of the black stuff they dream of a white one".


          Their UK commercial noitulovE, first broadcast in October 2005, was the most-awarded commercial worldwide in 2006 In it, three men drink a pint of Guinness, then begin to both walk and evolve backward. Their 'reverse evolution' passes through an ancient homo sapiens, a monkey, a flying lemur, a pangolin, an ichthyasaur and a velociraptor until finally settling on a mud skipper drinking dirty water, which then expresses its disgust at the taste of the stuff, followed by the line "Good Things Come To Those Who Wait". The official name of the ad is "Noitulove"which is "Evolution" backwards. This was later modified to have a different endings to advertise Guinness Extra Cold, often shown as "break bumpers" at the beginning and end of commercial breaks. The second endings show either the homo sapiens being suddenly frozen in a block of ice, the ichthyasaurs being frozen whilst swimming, or the pool of muddy water freezing over as the mud skipper takes a sip, freezing his tongue to the surface.


          Guinness's 2007 advert, directed by Nicolai Fuglsig and filmed in Argentina is titled "Tipping Point". It involves a large-scale domino chain-reaction and, with a budget of 10m, is the most expensive advertisement for the company so far.


          


          Guinness worldwide sales
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          Sales of Guinness in Britain and Ireland declined 7% in 2006.


          Guinness has a significant share of the Africa beer market, where Guinness has been sold since 1827. About 40 per cent of worldwide total Guinness volume is brewed and sold in Africa, with Foreign Extra Stout the most popular variant. The Michael Power advertising campaign was a critical success for Guinness in Africa, running for nearly a decade before being replaced in 2006 with "Guinness Greatness".


          In 2006, Canada was the fastest growing Guinness draught market in the world and on St. Patrick's Day in 2006, more Guinness was sold in Canada than in Ireland.


          Guinness sales in the United States showed a 9% increase.


          


          Merchandising


          During Saint Patrick's Day outside Ireland, Guinness merchandise is available in many places that sell the drink. Merchandise includes clothing and hats, often available from behind the bar after a specified number of pints of Guinness have been purchased.


          There is a popular tourist attraction for Guinness at St. James's Gate Brewery in Dublin, called the Guinness Storehouse, where a self-guided tour of the attraction starts with an overview of the ingredients used to make Guinness followed by a step-by-step description of how Guinness is made. After this a small amount of Guinness is provided to follow with a video of how Guinness is regularly tested by a panel of tasters and the visitor is shown how to properly taste Guinness. The rest of the tour includes many things such as the coopering trade within Guinness many years ago, a section dedicated to the advertising and merchandising efforts of Guinness over the years, and a section dedicated to historical artifacts and footage relating to Guinness. The tour finishes with a free pint of Guinness at the top of the building in the Gravity Bar, where the pint may be enjoyed with a 360-degree view of Dublin. A bar and a restaurant are available to visitors during the tour and a full selection of Guinness merchandise is available to purchase.


          


          Cooking


          Guinness is often used as an ingredient in cooking, typically in stews or pies or as a base for a batter in which fish is deep fried.


          In Malaysia, crab and pork ribbed cooked in Guinness Stout are common dishes available at Chinese restaurants.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Guinness"
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          The guitar is a musical instrument with ancient roots that is used in a wide variety of musical styles. It typically has six strings, but four, seven, eight, ten, and twelve string guitars also exist.


          Guitars are recognized as one of the primary instruments in blues, country, flamenco, rock music, and many forms of pop. They can also be a solo classical instrument. Guitars may be played acoustically, where the tone is produced by vibration of the strings and modulated by the hollow body, or they may rely on an amplifier that can electronically manipulate tone. Such electric guitars were introduced in the 20th century and continue to have a profound influence on popular culture.


          Traditionally guitars have usually been constructed of combinations of various woods and strung with animal gut, or more recently, with either nylon or steel strings. Guitars are made and repaired by luthiers.


          


          History


          


          Before the development of the electric guitar and the use of synthetic materials, a guitar was defined as being an instrument having "a long, fretted neck, flat wooden soundboard, ribs, and a flat back, most often with incurved sides". Instruments similar to the guitar have been popular for at least 5,000years. The six string classical guitar first appeared in Spain but was itself the product of a long and complex history of diverse influences. Like virtually all other stringed European instruments, the guitar ultimately traces back thousands of years, via the Middle East, to a common ancient origin from instruments then known in central Asia and India. It is therefore very distantly related with contemporary instruments such as the Iranian tanbur and setar and the Indian sitar. The oldest known iconographic representation of an instrument displaying all the essential features of a guitar being played is a 3300year old stone carving of a Hittite bard. The modern word, guitar, was adopted into English from Spanish guitarra, derived from the Latin word cithara, which in turn was derived from the earlier Greek word kithara, which perhaps derives from Persian sihtar. Sihtar itself is related to the Indian instrument, the sitar.
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          The modern guitar is descended from the Roman cithara brought by the Romans to Hispania around 40 AD, and further adapted and developed with the arrival of the four-string oud, brought by the Moors after their conquest of the Iberian peninsula in the 8th century. Elsewhere in Europe, the indigenous six-string Scandinavian lut ( lute), had gained in popularity in areas of Viking incursions across the continent. Often depicted in carvings c. 800 AD, the Norse hero Gunther (also known as Gunnar), played a lute with his toes as he lay dying in a snake-pit, in the legend of Siegfried. By 1200 AD, the four string "guitar" had evolved into two types: the guitarra morisca (Moorish guitar) which had a rounded back, wide fingerboard and several soundholes, and the guitarra latina (Latin guitar) which resembled the modern guitar with one soundhole and a narrower neck.


          The Spanish vihuela or "viola da mano", a guitar-like instrument of the 15th and 16th centuries is, due to its many similarities, usually considered the immediate ancestor of the modern guitar. It had lute-style tuning and a guitar-like body. Its construction had as much in common with the modern guitar as with its contemporary four-course renaissance guitar. The vihuela enjoyed only a short period of popularity as it was superseded by the guitar; the last surviving publication of music for the instrument appeared in 1576. It is not clear whether it represented a transitional form or was simply a design that combined features of the Arabic oud and the European lute. In favour of the latter view, the reshaping of the vihuela into a guitar-like form can be seen as a strategy of differentiating the European lute visually from the Moorish oud.


          The Vinaccia family of luthiers is known for developing the mandolin, and may have built the oldest surviving six string guitar. Gaetano Vinaccia (1759  after 1831) has his signature on the label of a guitar built in Naples, Italy for six strings with the date of 1779. This guitar has been examined and does not show tell-tale signs of modifications from a double-course guitar although fakes are known to exist of guitars and identifying labels from that period.


          Modern dimensions of the classical instrument were established by Antonio Torres Jurado (1817-1892), working in Seville in the 1850s. Torres and Louis Panormo of London (active 1820s-1840s) were both responsible for demonstrating the superiority of fan strutting over transverse table bracing.


          The electric guitar was patented by George Beauchamp in 1936. Beauchamp co-founded Rickenbacher which used the horseshoe-magnet pickup. However, it was Danelectro that first produced electric guitars for the wider public.


          


          Types of guitar
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          Guitars can be divided into two broad categories, acoustic and electric:


          


          Acoustic guitars


          An acoustic guitar is one not dependent on an external device to be heard but uses a soundboard which is a wooden piece mounted on the front of the guitar's body. The acoustic guitar is quieter than other instruments commonly found in bands and orchestras so when playing within such groups it is often externally amplified. Many acoustic guitars available today feature a variety of pickups which enable the player to amplify and modify the raw guitar sound.


          There are several notable subcategories within the acoustic guitar group: classical and flamenco guitars; steel string guitars, which include the flat top or "folk" guitar; twelve string guitars and the arch top guitar. The acoustic guitar group also includes unamplified guitars designed to play in different registers such as the acoustic bass guitar which has a similar tuning to that of the electric bass guitar.


          
            	Renaissance and Baroque guitars


            	These are the gracile ancestors of the modern classical guitar. They are substantially smaller and more delicate than the classical guitar, and generate a much quieter sound. The strings are paired in courses as in a modern 12 string guitar, but they only have four or five courses of strings rather than six. They were more often used as rhythm instruments in ensembles than as solo instruments, and can often be seen in that role in early music performances. ( Gaspar Sanz' Instruccin de Msica sobre la Guitarra Espaola of 1674 constitutes the majority of the surviving solo corpus for the era.) Renaissance and Baroque guitars are easily distinguished because the Renaissance guitar is very plain and the Baroque guitar is very ornate, with inlays all over the neck and body, and a paper-cutout inverted "wedding cake" inside the hole.

          


          
            	Classical guitars


            	These are typically strung with nylon strings, played in a seated position and are used to play a diversity of musical styles including classical music. The classical guitar is designed to allow for the execution of solo polyphonic arrangements of music in much the same manner as the pianoforte can. This is the major point of difference in design intent between the classical instrument and other designs of guitar. Flamenco guitars are very similar in construction, but are associated with a more percussive tone. In Mexico, the popular mariachi band includes a range of guitars, from the tiny requinto to the guitarron, a guitar larger than a cello, which is tuned in the bass register. In Colombia, the traditional quartet includes a range of instruments too, from the small bandola (sometimes known as the Deleuze-Guattari, for use when traveling or in confined rooms or spaces), to the slightly larger tiple, to the full sized classical guitar. The requinto also appears in other Latin-American countries as a complementary member of the guitar family, with its smaller size and scale, permitting more projection for the playing of single-lined melodies. Modern dimensions of the classical instrument were established by Antonio Torres Jurado (1817-1892). Classical guitars are sometimes referred to as classic guitars. In recent years, the series of guitars used by the Niibori Guitar orchestra have gained some currency, namely:

          


          
            	
              
                	Sopranino guitar (an octave and a fifth higher than normal); sometimes known as the piccolo guitar


                	Soprano guitar (an octave higher than normal)


                	Alto guitar (a 5th higher than normal)


                	Prime (ordinary classical) guitar


                	Niibori bass guitar (a 4th lower than normal); Niibori simply calls this the "bass guitar", but this assigns a different meaning to the term than other parts of the community use, as his is only a 4th lower, and has 6 strings


                	Contrabass guitar (an octave lower than normal)

              

            

          


          
            	The modern Ten-string guitar

          


          The Modern/Yepes 10-string guitar (a classical guitar) adds four strings (resonators) tuned in such a way that they (along with the other three bass strings) can resonate in unison with any of the 12 chromatic notes that can occur on the higher strings; the idea behind this being an attempt at enhancing and balancing sonority.
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            	Portuguese guitar


            	The Portuguese guitar is a 12 string guitar used in Portugal for the traditional Fado song. Its true origins are somewhat uncertain but there is a general agreement that it goes back to the medieval period. It is often mistakenly thought to be based on the so-called "English guitar"  a common error as there is no such thing. For some time the best instruments of this and other types were made in England, hence the confusion. "English guitar" refers to a quality standard, not really an instrument type. This particular instrument is most likely a merge of medieval "cistre" or "citar" and the Arabic lute.

          


          
            	Flat-top (steel-string) guitars


            	Similar to the classical guitar, however, within the varied sizes of the steel-stringed guitar the body size is usually significantly larger than a classical guitar and it has a narrower, reinforced neck and stronger structural design. This allows the instrument to withstand the additional tension of steel strings. The steel strings produce a brighter tone, and according to many players, a louder sound. The acoustic guitar is used in many kinds of music including folk, country, bluegrass,pop, jazz and blues.

          


          
            	Archtop guitars


            	These are steel string instruments which feature a violin-inspired f-hole design in which the top (and often the back) of the instrument are carved in a curved rather than a flat shape. Lloyd Loar of the Gibson Guitar Corporation invented this variation of guitar after designing a style of mandolin of the same type. The typical Archtop is a deep, hollow body guitar whose form is much like that of a mandolin or violin family instrument and may be acoustic or electric. Some solid body electric guitars are also considered archtop guitars although usually 'Archtop guitar' refers to the hollow body form. Archtop guitars were immediately adopted upon their release by both jazz and country musicians and have remained particularly popular in jazz music, usually with flatwound strings. The electric semi-hollow body archtop guitar has a distinct sound among electric guitars and is consequently appropriate for many styles of pop music. Many electric archtop guitars intended for use in rock and roll have a Tremolo Arm.
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            	Resonator, resophonic or Dobro guitars


            	Similar to the flat top guitar in appearance, the sound of the resonator guitar is produced by a metal resonator mounted in the middle of the top. The physical principle of the guitar is therefore similar to the banjo. The original purpose of the resonator was to amplify the sound of the guitar. This purpose has been largely superseded by electrical amplification, but the resonator guitar is still played because of its distinctive sound. Resonator guitars may have either one resonator cone or three resonator cones. Three-cone resonators have two cones on the left above one another and one cone immediately to the right. The method of transmitting sound resonance to the cone is either a "biscuit" bridge, made of a small piece of hardwood, or a "spider" bridge, made of metal and larger in size. Three-cone resonators always use a specialized metal spider bridge.The type of resonator guitar with a neck with a square cross-section  called "square neck"  is usually played face up, on the lap of the seated player, and often with a metal or glass slide. The round neck resonator guitars are normally played in the same fashion as other guitars, although slides are also often used, especially in blues.

          


          
            	12 string guitars


            	The twelve string guitar usually has steel strings and is widely used in folk music, blues and rock and roll. Rather than having only six strings, the 12-string guitar has six courses made up of two strings each, like a mandolin or lute. The highest two courses are tuned in unison, while the others are tuned in octaves. The 12-string guitar is also made in electric forms.

          


          
            	Russian guitars


            	These are seven string acoustic guitars which were the norm for Russian guitarists throughout the 19th and well into the 20th centuries. The guitar is traditionally tuned to an open G major tuning.

          


          
            	Acoustic bass guitars


            	Have steel strings or gut strings and often the same tuning as an electric bass guitar.

          


          
            	Tenor guitars


            	There is very sketchy background information about tenor guitars on the Internet. A number of classical guitarists call the Niibori prime guitar a "Tenor Guitar" on the grounds that it sits in pitch between the alto and the bass. Elsewherethe name is taken for a 4-string guitar with a scale length of 23" (585mm)  about the same as a Terz Guitar. The tenor guitar is tuned in fifths, C G D A, as is the tenor banjo and the cello. It is generally accepted that the tenor guitar was created to allow a tenor banjo player to follow the fashion as it evolved from Dixieland Jazz towards the more progressive Jazz that featured guitar. It allows a tenor banjo player to provide a guitar-based rhythm section with little to learn. A small minority of players (such as Nick Reynolds of the Kingston Trio) close tuned the instrument to D G B E to produce a deep instrument that could be played with the 4-note chord shapes found on the top 4 strings of the guitar or ukulele. The deep pitch warrants the wide-spaced chords that the banjo tuning permits, and the close tuned tenor does not have the same full, clear sound.

          


          
            	Harp guitars


            	Harp Guitars are difficult to classify as there are many variations within this type of guitar. They are typically rare and uncommon in the popular music scene. Most consist of a regular guitar, plus additional 'harp' strings strung above the six normal strings. The instrument is usually acoustic and the harp strings are usually tuned to lower notes than the guitar strings, for an added bass range. Normally there is neither fingerboard nor frets behind the harp strings. Some harp guitars also feature much higher pitch strings strung below the traditional guitar strings. The number of harp strings varies greatly, depending on the type of guitar and also the player's personal preference (as they have often been made to the player's specification). The Pikasso guitar; 4 necks, 2 sound holes, 42 strings] and also the Oracle Harp Sympitar; 24 strings (with 12 sympathetic strings protruding through the neck) are modern examples.

          


          
            	Extended-range guitars


            	For well over a century guitars featuring seven, eight, nine, ten or more strings have been used by a minority of guitarists as a means of increasing the range of pitch available to the player. Usually, it is bass strings that are added. Classical guitars with an extended range are useful for playing lute repertoire, some of which was written for lutes with more than six courses.

          


          
            	Guitar battente


            	The battente is smaller than a classical guitar, usually played with four or five metal strings. It is mainly used in Calabria (a region in southern Italy) to accompany the voice.

          


          
            [image: This Fender Stratocaster has features common to many electric guitars: multiple pickups, a whammy bar, volume and tone knobs.]

            
              This Fender Stratocaster has features common to many electric guitars: multiple pickups, a whammy bar, volume and tone knobs.
            

          


          


          Electric guitars


          Electric guitars can have solid, semi-hollow, or hollow bodies, and produce little sound without amplification. Electromagnetic pickups convert the vibration of the steel strings into electrical signals which are fed to an amplifier through a cable or radio transmitter. The sound is frequently modified by other electronic devices or the natural distortion of valves ( vacuum tubes) in the amplifier. There are two main types of pickup, single and double coil (or humbucker), each of which can be passive or active. The electric guitar is used extensively in jazz, blues, and rock and roll, and was commercialized by Gibson in collaboration with Les Paul, and independently by Leo Fender of Fender Music. The lower fretboard action (the height of the strings from the fingerboard) and its electrical amplification lend the electric guitar to some techniques which are less frequently used on acoustic guitars. These include tapping, extensive use of legato through pull-offs and hammer-ons (also known as slurs), pinch harmonics, volume swells, and use of a tremolo arm or effects pedals.


          Seven-strings were popularized in the 1980s and 1990s in part due to the release of the Ibanez Universe guitar, endorsed by Steve Vai. Other artists go a step further, by using an 8 string guitar with two extra low strings. Although the most common 7-string has a low B string, Roger McGuinn (of The Byrds and Rickenbacker) uses an octave G string paired with the regular G string as on a 12 string guitar, allowing him to incorporate chiming 12 string elements in standard 6 string playing.


          The electric bass guitar is similar in tuning to the traditional double bass viol. Hybrids of acoustic and electric guitars are also common. There are also more exotic varieties, such as guitars with two, three, or rarely four necks, all manner of alternate string arrangements, fretless fingerboards (used almost exclusively on bass guitars, meant to emulate the sound of a stand-up bass), 5.1 surround guitar, and such.


          Some electric guitar and electric bass guitar models feature Piezoelectric pickups, which function as transducers to provide a sound closer to that of an acoustic guitar with the flip of a switch or knob, rather than switching guitars.


          


          Guitar construction and components


          
            [image: ]
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          General


          Guitars can be constructed to meet the demands of both left and right-handed players. Traditionally the dominant hand is assigned the task of plucking or strumming the strings. For the majority of people this entails using the right hand. This is because musical expression (dynamics, tonal expression and colour etc) is largely determined by the plucking hand, while the fretting hand is assigned the lesser mechanical task of depressing and gripping the strings. This is similar to the convention of the violin family of instruments where the right hand controls the bow. A minority, however, believe that left-handed people should learn to play guitars strung in the manner used by right-handed people, simply to standardise the instrument.


          


          Headstock


          The headstock is located at the end of the guitar neck furthest from the body. It is fitted with machine heads that adjust the tension of the strings, which in turn affects the pitch. Traditional tuner layout is "3+3" in which each side of the headstock has three tuners (such as on Gibson Les Pauls). In this layout, the headstocks are commonly symmetrical. Many guitars feature other layouts as well, including six-in-line (featured on Fender Stratocasters) tuners or even "4+2" (Ernie Ball Music Man). However, some guitars (such as Steinbergers) do not have headstocks at all, in which case the tuning machines are located elsewhere, either on the body or the bridge.


          


          Nut


          The nut is a small strip of bone, plastic, brass, corian, graphite, stainless steel, or other medium-hard material, at the joint where the headstock meets the fretboard. Its grooves guide the strings onto the fretboard, giving consistent lateral string placement. It is one of the endpoints of the strings' vibrating length. It must be accurately cut, or it can contribute to tuning problems due to string slippage, and/or string buzz.


          


          Fretboard


          Also called the fingerboard, the fretboard is a piece of wood embedded with metal frets that comprises the top of the neck. It is flat on classical guitars and slightly curved crosswise on acoustic and electric guitars. The curvature of the fretboard is measured by the fretboard radius, which is the radius of a hypothetical circle of which the fretboard's surface constitutes a segment. The smaller the fretboard radius, the more noticeably curved the fretboard is. Most modern guitars feature a 12" neck radius, while older guitars from the '60's and '70's usually feature a 6"  8" neck radius. Pinching a string against the fretboard effectively shortens the vibrating length of the string, producing a higher pitch. Fretboards are most commonly made of rosewood, ebony, maple, and sometimes manufactured or composite materials such as HPL or resin. See below on section 'Neck" for the importance of the length of the fretboard in connection to other dimensions of the guitar.


          


          Frets


          Frets are metal strips (usually nickel alloy or stainless steel) embedded along the fretboard and located at exact points that divide the scale length in accordance with a specific mathematical formula. Pressing a string against a fret determines the strings' vibrating length and therefore its resultant pitch. The pitch of each consecutive fret is defined at a half-step interval on the chromatic scale. Standard classical guitars have 19 frets and electric guitars between 21 to 24 frets.


          Frets are laid out to a mathematical ratio that results in equal tempered division of the octave. The ratio of the spacing of two consecutive frets is the twelfth root of two [image: \sqrt[12]{2}], whose numeric value is about 1.059463. The twelfth fret divides the scale length in two exact halves and the 24th fret position divides the scale length in half yet again. Every twelve frets represents one octave. In practice, luthiers determine fret positions using the constant 17.817, which is derived from the twelfth root of two. The scale length divided by this value yields the distance from the nut to the first fret. That distance is subtracted from the scale length and the result is divided in two sections by the constant to yield the distance from the first fret to the second fret. Positions for the remainder of the frets are calculated in like manner.


          There are several different fret gauges, which can be fitted according to player preference. Among these are "jumbo" frets, which have much thicker gauge, allowing for use of a slight vibrato technique from pushing the string down harder and softer. "Scalloped" fretboards, where the wood of the fretboard itself is "scooped out" between the frets allows a dramatic vibrato effect. Fine frets, much flatter, allow a very low string-action but require other conditions such as curvature of the neck to be well maintained in order to prevent buzz. Frets worn down from heavy use can be replaced or, to a certain extent, re-shaped as required.


          


          Truss rod


          The truss rod is a metal rod that runs along the inside of the neck. It is used to correct changes to the neck's curvature caused by the neck timbers aging, changes in humidity or to compensate for changes in the tension of strings. The tension of the rod and neck assembly is adjusted by a hex nut or an allen-key bolt on the rod, usually located either at the headstock, sometimes under a cover, or just inside the body of the guitar underneath the fretboard and accessible through the sound hole. Some truss rods can only be accessed by removing the neck. The truss rod counteracts the immense amount of tension the strings place on the neck, bringing the neck back to a straighter position. Turning the truss rod clockwise will tighten it, counteracting the tension of the strings and straightening the neck or creating a backward bow. Turning the truss rod counter-clockwise will loosen it, allowing string tension to act on the neck and creating a forward bow. Adjusting the truss rod affects the intonation of a guitar as well as the height of the strings from the fingerboard, called the action. Some truss rod systems, called "double action" truss systems, tighten both ways, allowing the neck to be pushed both forward and backward (standard truss rods can only be released to a point beyond which the neck will no longer be compressed and pulled backward). Classical guitars do not require truss rods as their nylon strings exert a lower tensile force with lesser potential to cause structural problems.


          


          Inlays


          Inlays are visual elements set into the exterior surface of a guitar. The typical locations for inlay are on the fretboard, headstock, and on acoustic guitars around the soundhole, known as the rosette. Inlays range from simple plastic dots on the fretboard to intricate works of art covering the entire exterior surface of a guitar (front and back). Some guitar players have used LEDs in the fretboard to produce a unique lighting effects onstage.


          Fretboard inlays are most commonly shaped like dots, diamond shapes, parallelograms, or large blocks in between the frets. Dots are usually inlaid into the upper edge of the fretboard in the same positions, small enough to be visible only to the player. Some older or high-end instruments have inlays made of mother of pearl, abalone, ivory, coloured wood or other exotic materials and designs. Simpler inlays are often made of plastic or painted. High-end classical guitars seldom have fretboard inlays as a well trained player is expected to know his or her way around the instrument.


          In addition to fretboard inlay, the headstock and soundhole surround are also frequently inlaid. The manufacturer's logo or a small design is often inlaid into the headstock. Rosette designs vary from simple concentric circles to delicate fretwork mimicking the historic rosette of lutes. Bindings that edge the finger and sound boards are sometimes inlaid. Some instruments have a filler strip running down the length and behind the neck, used for strength and/or to fill the cavity through which the trussrod was installed in the neck.


          Elaborate inlays are a decorative feature of many limited edition, high-end and custom-made guitars. Guitar manufacturers often release such guitars to celebrate significant or historic milestones.


          


          Neck


          A guitar's frets, fretboard, tuners, headstock, and truss rod, all attached to a long wooden extension, collectively constitute its neck. The wood used to make the fretboard will usually differ from the wood in the rest of the neck. The bending stress on the neck is considerable, particularly when heavier gauge strings are used (see Tuning), and the ability of the neck to resist bending (see Truss rod) is important to the guitar's ability to hold a constant pitch during tuning or when strings are fretted. The rigidity of the neck with respect to the body of the guitar is one determinant of a good instrument versus a poor one. The shape of the neck can also vary, from a gentle "C" curve to a more pronounced "V" curve. There are many different types of neck profiles available, giving the guitarist many options. Some aspects to consider in a guitar neck may be the overall width of the fingerboard, scale (distance between the frets), the neck wood, the type of neck construction (for example, the neck may be glued in or bolted on), and the shape (profile) of the back of the neck. Other type of material used to make guitar necks are graphite ( Steinberger guitars), aluminium ( Kramer Guitars, Travis Bean and Veleno guitars), or carbon fibre ( Modulus Guitars and ThreeGuitars).


          


          Neck joint or 'Heel'


          This is the point at which the neck is either bolted or glued to the body of the guitar. Almost all acoustic guitars, with the primary exception of Taylors, have glued (otherwise known as set) necks, while electric guitars are constructed using both types.


          Commonly used set neck joints include mortise and tenon joints (such as those used by CF Martin & Co. guitars), dovetail joints (also used by CF Martin on the D28 and similar models) and Spanish heel neck joints which are named after the shoe they resemble and commonly found in classical guitars. All three types offer stability. Bolt-on necks, though they are historically associated with cheaper instruments, do offer greater flexibility in the guitar's set-up, and allow easier access for neck joint maintenance and repairs.


          Another type of neck, only available for solid body electric guitars, is the neck-through-body construction. These are designed so that everything from the machine heads down to the bridge are located on the same piece of wood. The sides (also known as wings) of the guitar are then glued to this central piece. Some luthiers prefer this method of construction as they claim it allows better sustain of each note. Some instruments may not have a neck joint at all, having the neck and sides built as one piece and the body built around it.


          


          Strings


          Modern guitar strings are manufactured in either metal or organo-carbon material. Instruments utilising "steel" strings may have strings made of alloys incorporating steel, nickel or phosphor bronze. Classical and flamenco instruments have historically used gut strings but these have been superseded by nylon and carbon-fibre materials. Bass strings for both instruments are wound rather than monofilament.


          Guitar strings are strung almost parallel to the neck, whose surface is covered by the fingerboard ( fretboard). By depressing a string against the fingerboard, the effective length of the string can be changed, which in turn changes the frequency at which the string will vibrate when plucked. Guitarists typically use one hand to pluck the strings and the other to depress the strings against the fretboard.


          The strings may be plucked using either the fingers or a pick (or plectrum).


          


          Body (acoustic guitar)


          In acoustic guitars, string vibration is transmitted through the bridge and saddle to the body via sound board. The sound board is typically made of tone woods such as spruce or cedar. Timbers for tone woods are chosen for both strength and ability to transfer mechanical energy from the strings to the air within the guitar body. Sound is further shaped by the characteristics of the guitar body's resonant cavity.


          In electric guitars, transducers known as pickups convert string vibration to an electric signal, which in turn is amplified and fed to speakers, which vibrate the air to produce the sound we hear. Nevertheless, the body of the electric guitar still performs a role in shaping the resultant tonal signature.


          In an acoustic instrument, the body of the guitar is a major determinant of the overall sound quality. The guitar top, or soundboard, is a finely crafted and engineered element made of tonewoods such as spruce and red cedar. This thin piece of wood, often only 2 or 3mm thick, is strengthened by differing types of internal bracing. The top is considered by many luthiers to be the dominant factor in determining the sound quality. The majority of the instrument's sound is heard through the vibration of the guitar top as the energy of the vibrating strings is transferred to it.


          Body size, shape and style has changed over time. 19th century guitars, now known as salon guitars, were smaller than modern instruments. Differing patterns of internal bracing have been used over time by luthiers. Torres, Hauser, Ramirez, Fleta, and C.F. Martin were among the most influential designers of their time. Bracing not only strengthens the top against potential collapse due to the stress exerted by the tensioned strings, but also affects the resonance characteristics of the top. The back and sides are made out of a variety of timbers such as mahogany, Indian rosewood and highly regarded Brazilian rosewood (Dalbergia nigra). Each one is primarily chosen for their aesthetic effect and can be decorated with inlays and purfling.


          The body of an acoustic guitar has a sound hole through which sound is projected. The sound hole is usually a round hole in the top of the guitar under the strings. Air inside the body vibrates as the guitar top and body is vibrated by the strings, and the response of the air cavity at different frequencies is characterised, like the rest of the guitar body, by a number of resonance modes at which it responds more strongly.


          Instruments with larger areas for the guitar top were introduced by Martin in an attempt to create louder volume levels. The popularity of the larger " dreadnought" body size amongst acoustic performers is related to the greater sound volume produced.


          


          Body (electric guitar)


          Most electric guitar bodies are made of wood and include a plastic pick guard. Boards wide enough to use as a solid body are very expensive due to the worldwide depletion of hardwood stock since the 70's, so the wood is rarely one solid piece. Most bodies are made of two pieces of wood with some of them including a seam running down the centre line of the body. The most common woods used for electric guitar body construction include maple, basswood, ash, poplar, alder, and mahogany. Many bodies will consist of good sounding but inexpensive woods, like ash, with a "top", or thin layer of another, more attractive wood (such as maple with a natural "flame" pattern) glued to the top of the basic wood. Guitars constructed like this are often called "flame tops". The body is usually carved or routed to accept the other elements, such as the bridge, pickup, neck, and other electronic components. Most electrics have a polyurethane or nitrocellulose lacquer finish. Other alternative materials to wood, are used in guitar body construction. Some of these include carbon composites, plastic material (such as polycarbonate) and aluminium alloys.


          


          Pickups


          Pickups are transducers attached to a guitar that detect (or "pick up") string vibrations and convert the mechanical energy of the string into electrical energy. The resultant electrical signal can then be electronically amplified. The most common type of pickup is electromagnetic in design. These contain magnets that are tightly wrapped in a coil, or coils, of copper wire. Such pickups are usually placed right underneath the guitar strings. Electromagnetic pickups work on the same principles and in a similar manner to an electrical generator. The vibration of the strings causes a small voltage to be created in the coils surrounding the magnets, this signal voltage is later amplified.


          Traditional electromagnetic pickups are either single-coil or double-coil. Single coil pickups are susceptable to noise induced from electric fields, usually mains-frequency (60 or 50 hertz) hum. The introduction of the double-coil humbucker in the mid-50's did away with this problem through the use of two coils, one of which is wired in a reverse polarity orientation.


          The type and model of pickups used can greatly affect the tone of the guitar. Typically, humbuckers, which are two magnet/coil assemblies attached to each other are traditionally associated a heavier sound. Single coil pickups, one magnet wrapped in copper wire, are used by guitarists seeking a brighter, twangier sound with greater dynamic range.


          Modern pickups are tailored to the sound desired. A commonly applied approximation used in selection of pickup is that less wire (lower dc resistance) = brighter sound, more wire = "fat" tone. Other options include specialized switching that produces coil-splitting, in/out of phase and other effects. Guitar circuits are either active, needing a battery to power their circuit, or, as in most cases, equipped with a passive circuit.


          Fender Stratocaster type guitars generally utilize 3 single coil pickups, while most Gibson Les Paul types use humbucker pickups.


          Piezoelectric, or piezo, pickups represent another class of pickup. These employ piezoelectricity to generate the musical signal and are popular in hybrid electro-acoustic guitars. A crystal is located under each string, usually in the saddle. When the string vibrates, the shape of the crystal is distorted, and the stresses associated with this change produce tiny voltages across the crystal that can be amplified and manipulated.


          Some piezo equipped guitars use what is known as a hexaphonic pickup. "Hex" is a prefix meaning six. In a hexaphonic pickup separate outputs are obtained from discrete piezoelectric pickups for each of the six strings. This arrangement allows the signal to be easily modified by on-board modelling electronics, as in the Line 6 Variax brand of electric guitars, the guitars allow for a variety of different sounds to be obtained by digitally manipulating the signal. This allows a guitar to mimic many vintage models of guitar, as well as output alternate tunings without the need to adjust the strings.


          Another use for hexaphonic pickups is to send the output signals to a MIDI interpretation device, which determines the note pitch, duration, attack and decay characteristics and so forth. The MIDI ( Musical Instrument Digital Interface) interpreter then sends the note information to a sound bank device. The resulting sound can closely mimic numerous types of instrument.


          


          Electronics


          On guitars that have them, these components and the wires that connect them allow the player to control some aspects of the sound like volume or tone. These at their simplest consist of passive components such as potentiometers and capacitors, but may also include specialized integrated circuits or other active components requiring batteries for power, for preamplification and signal processing, or even for assistance in tuning. In many cases the electronics have some sort of shielding to prevent pickup of external interference and noise.


          


          Lining, Binding, Purfling


          The top, back and ribs of an acoustic guitar body are very thin (1-2mm), so a flexible piece of wood called lining is glued into the corners where the rib meets the top and back. This interior reinforcement provides 5 to 20mm of solid gluing area for these corner joints. Solid linings are often used in classical guitars, while kerfed lining is most often found in steel string acoustics. Kerfed lining is also called kerfing (because it is scored, or kerfed to allow it to bend with the shape of the rib).


          During final construction, a small section of the outside corners is carved or routed out and then filled with binding material on the outside corners and decorative strips of material next to the binding, which are called purfling. This binding serves to seal off the endgrain of the top and back. Purfling can also appear on the back of an acoustic guitar, marking the edge joints of the two or three sections of the back.


          Binding and purfling materials are generally made of either wood or plastic.


          


          Bridge


          The main purpose of the bridge on an acoustic guitar is to transfer the vibration from the strings to the soundboard, which vibrates the air inside of the guitar, thereby amplifying the sound produced by the strings.


          On both electric and acoustic guitars, the bridge holds the strings in place on the body. There are many varied bridge designs. There may be some mechanism for raising or lowering the bridge to adjust the distance between the strings and the fretboard (action), and/or fine-tuning the intonation of the instrument. Some are spring-loaded and feature a " whammy bar", a removable arm which allows the player to modulate the pitch moving the bridge up and down. The whammy bar is sometimes also referred to as a "tremolo bar" (see Tremolo for further discussion of this term  the effect of rapidly changing pitch produced by a whammy bar is more correctly called "vibrato"). Some bridges also allow for alternate tunings at the touch of a button.


          On almost all modern electric guitars, the bridge is adjustable for each string so that intonation stays correct up and down the neck. If the open string is in tune but sharp or flat when frets are pressed, the bridge can be adjusted with a screwdriver or hex key to remedy the problem. In general, flat notes are corrected by moving the bridge forward and sharp notes by moving it backwards. On an instrument correctly adjusted for intonation, the actual length of each string from the nut to the bridge saddle will be slightly but measurably longer than the scale length of the instrument. This additional length is called compensation, which flattens all notes a bit to compensate for the sharping of all fretted notes caused by stretching the string during fretting.


          


          Pickguard


          Also known as a scratchplate. This is usually a piece of laminated plastic or other material that protects the finish of the top of the guitar from damage due to the use of a plectrum or fingernails. Electric guitars sometimes mount pickups and electronics on the pickguard. It is a common feature on steel-string acoustic guitars. Vigorous performance styles such as flamenco, which can involve the use the guitar as a percussion instrument, call for a scratchplate to be fitted to nylon-string instruments.


          


          Vibrato Arm


          The Vibrato (pitch bend) unit found on many electric guitars has also had slang terms applied to it, such as "tremolo bar (or arm)", "sissy bar", "wang bar", "slam handle", "whammy handle", and "whammy bar". The latter two slang terms led stompbox manufacturers to use the term 'whammy' in coming up with a pitch raising effect introduced by popular guitar effects pedal brand " Digitech".


          Leo Fender, who did much to create the electric guitar, also created much confusion over the meaning of the terms "tremolo" and "vibrato", specifically by misnaming the "tremolo" unit on many of his guitars and also the "vibrato" unit on his "Vibrolux" amps. In general, vibrato is a variation in pitch, whereas tremolo is a variation in volume, so the tremolo bar is actually a vibrato bar and the "Vibrolux" amps actually had a tremolo effect. However, following Fender's example, electric guitarists traditionally reverse these meanings when speaking of hardware devices and the effects they produce. See vibrato unit for a more detailed discussion, and tremolo arm for more of the history.


          A distinctly different form of mechanical vibrato found on some guitars is the Bigsby vibrato tailpiece, commonly called Bigsby. This vibrato wraps the strings around a horizontal bar, which is then rotated with a handle by the musician.


          Another type of pitch bender is the B-Bender, a spring and lever device mounted in an internal cavity of a solid body electric, guitar that allows the guitarist to bend just the B string of the guitar using a lever connected to the strap handle of the guitar. The resulting pitch bend is evocative of the sound of the pedal steel guitar.


          


          Guitar Strap


          Strip of fabric with a leather or synthetic leather piece on each end. Made to hold a guitar via the shoulders, at an adjustable length to suit the position you favour in guitar-playing.


          


          Tuning


          The guitar is a transposing instrument. Its pitch sounds one octave lower than it is notated on a score.


          A variety of different tunings may be used. However, the most common by far is known as "Standard Tuning," which has the strings tuned from a low E, to a high E, traversing a two octave range  EADGBE.


          The pitches are as follows:


          
            
              	String

              	Scientific pitch

              	Helmholtz pitch

              	Interval from middle C

              	Frequency
            


            
              	first

              	E4

              	e'

              	major third above

              	329.6 Hz
            


            
              	second

              	B3

              	b

              	minor second below

              	246.92 Hz
            


            
              	third

              	G3

              	g

              	perfect fourth below

              	196.0 Hz
            


            
              	fourth

              	D3

              	d

              	minor seventh below

              	146.8 Hz
            


            
              	fifth

              	A2

              	A

              	minor tenth below

              	110 Hz
            


            
              	sixth

              	E2

              	E

              	minor thirteenth below

              	82.4 Hz
            

          


          The table below shows pitch names found over the six strings of a guitar in standard tuning, from the nut (zero), to the twelfth fret.


          
            
              	0

              	1

              	2

              	3

              	4

              	5

              	6

              	7

              	8

              	9

              	10

              	11

              	12
            


            
              	E

              	F

              	F♯

              	G

              	A♭

              	A

              	B♭

              	B

              	C

              	C♯

              	D

              	E♭

              	E
            


            
              	B

              	C

              	C♯

              	D

              	E♭

              	E

              	F

              	F♯

              	G

              	A♭

              	A

              	B♭

              	B
            


            
              	G

              	A♭

              	A

              	B♭

              	B

              	C

              	C♯

              	D

              	E♭

              	E

              	F

              	F♯

              	G
            


            
              	D

              	E♭

              	E

              	F

              	F♯

              	G

              	A♭

              	A

              	B♭

              	B

              	C

              	C♯

              	D
            


            
              	A

              	B♭

              	B

              	C

              	C♯

              	D

              	E♭

              	E

              	F

              	F♯

              	G

              	A♭

              	A
            


            
              	E

              	F

              	F♯

              	G

              	A♭

              	A

              	B♭

              	B

              	C

              	C♯

              	D

              	E♭

              	E
            

          


          A guitar using this tuning can tune to itself using the fact, with a single exception, that the 5th fret on one string is the same note as the next open string; that is, a 5th-fret note on the sixth string is the same note as the open fifth string. The exception is the interval between the second and third strings, in which the 4th-fret note on the third string is equivalent to the open second string.


          Standard tuning has evolved to provide a good compromise between simple fingering for many chords and the ability to play common scales with minimal left hand movement. There are also a variety of commonly used alternate tunings  most of which are chord voicings that can be played on open strings or made by moving the capo. Alternate tunings are used for two main reasons: the ease of playing and the variation in tone that can be achieved.


          Many guitarists use a long established, centuries-old tuning variation where the lowest string is 'dropped' two semi-tones down. Known as Drop-D (or dropped D) tuning it is, from low to high, DADGBE. This allows for open string tonic and dominant basses in the keys of D and D minor. It also enables simple fifths (powerchords) to be more easily played. Eddie Van Halen sometimes uses a device known as a 'D Tuna,' the patent for which he owns. It is a small lever, attached to the fine tuner of the 6th string on a Floyd Rose tremolo, which allows him to easily drop that string's tuning to a D. Many contemporary rock bands detune all strings by several semi-tones, making, for example, Drop-C or Drop-B tunings, However this terminology is inconsistent with that of "drop-D" as "drop-D" refers to dropping a single string to the named pitch. Often these new tunings are also simply referred to as the "Standard" of the note in question e.g.  "D Standard" (DGcfad'). Many other open tunings, where all of the strings are tuned to a similar note or chord, are popular for slide guitar playing.


          Some guitarists tune in straight fourths, avoiding the major third between the third and second strings. While this makes playing major and minor triads slightly more difficult, it facilitated playing chords with more complicated extended structures. One proponent of the straight fourth tuning (EADGCF) is Stanley Jordan.


          As with all stringed instruments a large number of scordatura are possible on the guitar. A common form of scordatura involves tuning the 2nd string to Bb to mimic the standard tuning of the lute, especially when playing renaissance repertoire originally written for the lute.


          


          Guitar accessories


          Though a guitar may be played on its own, there are a variety of common accessories used for holding and playing the guitar.


          


          Capotasto


          A capodastra (or capo, cejilla in Spanish) is used to change the pitch of open strings. Capos are clipped onto the fret board with the aid of spring tension, or in some models, elastic tension. To raise the guitar's pitch by one semitone, the player would clip the capo onto the fret board just below the first fret. Their use allows a player to play in different keys without having to change the chord formations they use. Because of the ease with which they allow guitar players to change keys, they are sometimes referred to as "cheaters". Classical performers are known to use them to enable modern instruments to match the pitch of historical instruments such as the renaissance lute.


          


          Slides


          A slide, (neck of a bottle, knife blade or round metal bar) used in blues and rock to create a glissando or ' hawaiian' effect. The necks of bottles were often used in blues and country music. Modern slides are constructed of glass, plastic, ceramic, chrome, brass or steel, depending on the weight and tone desired. An instrument that is played exclusively in this manner, (using a metal bar) is called a steel guitar or pedal steel. Slide playing to this day is very popular in blues music and country music. Some slide players use a so called Dobro guitar.


          Some performers that have become famous for playing slide are Robert Johnson, Elmore James, Ry Cooder, George Harrison, Bonnie Raitt, Derek Trucks, Warren Haynes, Duane Allman, Muddy Waters and Rory Gallagher.


          


          Plectrum
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          A " guitar pick" or " plectrum" is a small piece of hard material which is generally held between the thumb and first finger of the picking hand and is used to "pick" the strings. Though most classical players pick solely with their finger nails, the "pick" is often used for electric and some acoustic guitars. Though today they are mainly plastic, variations do exist, such as bone, wood, steel or tortoise shell. Tortoise shell was the most commonly used material in the early days of pick making but as tortoises became more and more endangered, the practice of using their shells for picks or anything else was banned. Tortoise shell picks are often coveted for a supposedly superior tone and ease of use.


          Picks come in many shapes and sizes. Picks vary from the small jazz pick to the large bass pick. The thickness of the pick often determines its use. A thinner pick (between .2 and .5mm) is usually used for strumming or rhythm playing, whereas thicker picks (between .7 and 1.5+ mm) are usually used for single-note lines or lead playing. The distinctive guitar sound of Billy Gibbons is attributed to using a quarter or peso as a pick. Similarly, Brian May is known to use a sixpence coin as a pick.


          Thumb picks and finger picks that attach to the finger tips are sometimes employed in finger-picking styles.
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          The Gulf of Mexico (Spanish:Golfo de Mxico) is the ninth largest body of water in the world. Considered a smaller part of the Atlantic Ocean, it is an ocean basin largely surrounded by the North American continent and the island of Cuba. It is bounded on the northeast, north and northwest by the Gulf Coast of the United States, on the southwest and south by Mexico, and on the southeast by Cuba. The shape of its basin is roughly oval and approximately 810 nautical miles (1,500 km) wide and filled with sedimentary rocks and debris. It is part of the Atlantic Ocean through the Florida Straits between the U.S. and Cuba, and with the Caribbean Sea (with which it forms the American Mediterranean Sea) via the Yucatan Channel between Mexico and Cuba. Tidal ranges are extremely small due to the narrow connection with the ocean. The gulf basin is approximately 615,000 mi (1.6 million km). Almost half of the basin is shallow intertidal waters. At its deepest it is 14,383 ft (4,384 m) at the Sigsbee Deep, an irregular trough more than 300 nautical miles (550 km) long. It was probably formed approximately 300 million years ago as a result of the seafloor sinking. There is evidence that the Chicxulub Crater was formed when a large meteorite hit the earth 65 million years ago which may have led to the CretaceousTertiary extinction event.


          


          History


          


          Formation


          
            [image: ]

            

          


          Little is known about the geologic history of the Gulf of Mexico Basin before Late Triassic time. Some authors have postulated the presence of a basin in the area during most of Paleozoic time, but most evidence seems to indicate that Paleozoic rocks do not underlie most of the Gulf of Mexico basin and that the area was, at the end of Paleozoic time, part of the large supercontinent of Pangea, the result of the collision of several continental plates.


          The present Gulf of Mexico basin is believed to have had its origin in Late Triassic time as the result of rifting within the North American Plate at the time it began to crack and drift away from the African and South American plates. Rifting probably continued through Early and Middle Jurassic time with the formation of "stretched" or "transitional" continental crust throughout the central part of the basin. Intermittent advance of the sea into the continental area from the west during late Middle Jurassic time resulted in the formation of the extensive salt deposits such as the Brine pool. It appears that the main drifting episode, during which the Yucatan block moved southward and separated from the North American Plate and true oceanic crust formed in the central part of the basin, took place during the early Late Jurassic, after the formation of the salt deposits.


          Since Late Jurassic time, the basin has been a stable geologic province characterized by the persistent subsidence of its central part, probably due at first to thermal cooling and later to sediment loading as the basin filled with thick prograding clastic wedges along its northwestern and northern margins, particularly during the Cenozoic.


          To the east, the stable Florida platform was not covered by the sea until the latest Jurassic or the beginning of Cretaceous time. The Yucatan platform was emergent until the mid-Cretaceous. After both platforms were submerged, the formation of carbonates and evaporites has characterized the geologic history of these two stable areas. Most of the basin was rimmed during the Early Cretaceous by carbonate platforms, and its western flank was involved during the latest Cretaceous and early Tertiary in a compressive deformation episode, the Laramide Orogeny, which created the Sierra Madre Oriental of eastern Mexico.


          Today, there are 7 main areas of the gulf:


          
            	Gulf of Mexico Basin, which contains the Sigsbee Deep and can be further divided into the continental rise, the Sigsbee Abyssal Plain, and the Mississippi Cone.

          


          
            	Northeast Gulf of Mexico, which extends from just east of the Mississippi Delta near Biloxi to the eastern side of Apalachee Bay.

          


          
            	South Florida Continental Shelf and Slope, which extends along the coast from Apalachee Bay to the Straits of Florida and includes the Florida Keys and Dry Tortugas.

          


          
            	Campeche Bank, which extends from the Yucatan Straits in the east to the Tabasco- Campeche Basin in the west and includes Arrecife Alacran.

          


          
            	Bay of Campeche, which is an isthmian embayment extending from the western edge of Campeche Bank to the offshore regions just east of the port of Veracruz.

          


          
            	Western Gulf of Mexico, which is located between Veracruz to the south and the Rio Grande to the north.

          


          
            	Northwest Gulf of Mexico, which extends from Alabama to the U.S.-Mexico border.

          


          


          European exploration
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          Although Christopher Columbus was credited with the discovery of the Americas, the ships in his four voyages never reached the Gulf of Mexico. Instead, Columbus sailed into the Caribbean around Cuba and Hispaniola.


          The first European exploration of the Gulf of Mexico was Amerigo Vespucci in 1497. He followed the coastal land mass of central America before returning to the Atlantic Ocean via the Straits of Florida between Florida and Cuba. In his letters, Vespucci described this trip, and once Juan de la Cosa returned to Spain, a famous world map, depicting Cuba as an island, was produced.


          In 1506, Hernn Corts took part in the conquest of Hispaniola and Cuba, receiving a large estate of land and Indian slaves for his effort. In 1510, he accompanied Diego Velzquez de Cullar, an aide of the governor of Hispaniola, in his expedition to conquer Cuba. In 1518 Velzquez put him in command of an expedition to explore and secure the interior of Mexico for colonization.


          In 1517, Francisco Hernndez de Crdoba discovered the Yucatn Peninsula. This was the first European encounter with an advanced civilization in the Americas, with solidly-built buildings and a complex social organization which they recognized as being comparable to those of the Old World; they also had reason to expect that this new land would have gold. All of this encouraged two further expeditions, the first in 1518 under the command of Juan de Grijalva, and the second in 1519 under the command of Hernn Corts, which led to the Spanish exploration, military invasion, and ultimately settlement and colonization known as the Conquest of Mexico. Hernndez did not live to see the continuation of his work: he died in 1517, the year of his expedition, as the result of the injuries and the extreme thirst suffered during the voyage, and disappointed in the knowledge that Diego Velzquez had given precedence to Grijalva as the captain of the next expedition to Yucatn.


          In 1523, ngel de Villafae sailed to Mexico City and shipwrecked along the coast of Padre Island, Texas in 1554. When word of the disaster reached Mexico City, the viceroy requested a rescue fleet and immediately sent Villafae marching overland to find the treasure-laden vessels. Villafae traveled to Pnuco and hired a ship to transport him to the site, which had already been visited from that community. He arrived in time to greet Garca de Escalante Alvarado (a nephew of Pedro de Alvarado), commander of the salvage operation, when Alvarado arrived by sea on July 22, 1554. The team labored until September 12 to salvage the Padre Island treasure. This loss, in combination with other ship disasters around the Gulf of Mexico, gave rise to a plan for establishing a settlement on the northern Gulf Coast to protect shipping and more quickly rescue castaways. As a result, the expedition of Tristn de Luna y Arellano was sent and landed at Pensacola Bay on August 15, 1559.


          On December 11, 1526, Charles V granted Pnfilo de Narvez a license to claim what is now the Gulf Coast of the United States, known as the Narvez expedition. The contract gave him one year to gather an army, leave Spain, be large enough to found at least two towns of one hundred people each, and garrison two more fortresses anywhere along the coast. On April 7, 1528, they spotted land north of what is now Tampa Bay. They turned south and traveled for two days looking for a great harbour the master pilot Miruelo knew of. Sometime during these two days, one of the five remaining ships was lost on the rugged coast, but nothing else is known of it.


          In 1697, Pierre Le Moyne d'Iberville sailed for France and was chosen by the Minister of Marine to lead an expedition to rediscover the mouth of the Mississippi River and to colonize Louisiana which the English coveted. Iberville's fleet sailed from Brest on 24 October 1698. On January 25, 1699, Iberville reached Santa Rosa Island in front of Pensacola founded by the Spanish; he sailed from there to Mobile Bay and explored Massacre Island, later renamed Dauphin Island. He cast anchor between Cat Island and Ship Island; and on February 13, 1699, he went to the mainland, Biloxi, with his brother Jean-Baptiste Le Moyne de Bienville. On May 1, 1699, he completed a fort on the north-east side of the Bay of Biloxi, a little to the rear of what is now Ocean Springs, Mississippi. This fort was known as Fort Maurepas or Old Biloxi. A few days later, on May 4, Pierre Le Moyne sailed for France leaving his teenage brother, Jean-Baptiste Le Moyne, as second in command to the French commandant.


          


          Principal features
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          The Gulf of Mexico's eastern, north, and northwestern shores lie along the US states of Florida, Alabama, Mississippi, Louisiana, and Texas. This coastline spans 1,680miles (2,700km), receiving water from thirty-three major rivers that drain 31 states. The Gulf's southwestern and southern shores lie along the Mexican states of Tamaulipas, Veracruz, Tabasco, Campeche, Yucatn, and the northernmost tip of Quintana Roo. On the southeast it is bordered by Cuba. It supports major American, Mexican and Cuban fishing industries. The outer margins of the wide continental shelves of Yucatn and Florida receive cooler, nutrient-enriched waters from the deep by a process known as upwelling, which stimulates plankton growth in the euphotic zone. This attracts fish, shrimp, and squid. River drainage and atmospheric fallout from industrial coastal cities also provide nutrients to the coastal zone.


          The Gulf Stream, a warm Atlantic Ocean current and one of the strongest ocean currents known, originates in the gulf, as a continuation of the Caribbean Current-Yucatn Current- Loop Current system. Other circulation features include the anticyclonic gyres which are shed by the Loop Current and travel westward where they eventually dissipate, and a permanent cyclonic gyre in the Bay of Campeche. The Bay of Campeche in Mexico constitutes a major arm of the Gulf of Mexico. Additionally, the gulf's shoreline is fringed by numerous bays and smaller inlets. A number of rivers empty into the gulf, most notably the Mississippi River in the northern gulf, and the Grijalva and Usumacinta Rivers in the southern gulf. The land that forms the gulf's coast, including many long, narrow barrier islands, is almost uniformly low-lying and is characterized by marshes and swamps as well as stretches of sandy beach.


          The Gulf of Mexico is an excellent example of a passive margin. The continental shelf is quite wide at most points along the coast, most notably at the Florida and Yucatn Peninsulas. The shelf is exploited for its oil by means of offshore drilling rigs, most of which are situated in the western gulf and in the Bay of Campeche. Another important commercial activity is fishing; major catches include red snapper, amberjack, tilefish, swordfish, and various grouper, as well as shrimp and crabs. Oysters are also harvested on a large scale from many of the bays and sounds. Other important industries along the coast include shipping, petrochemical processing and storage, military use, paper manufacture, and tourism.
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          The gulf's warm water temperature can feed powerful Atlantic hurricanes causing extensive human death and other destruction as happened with Hurricane Katrina in 2005. In the Atlantic, a hurricane will draw up cool water from the depths and making it less likely that further hurricanes will follow in its wake (warm water being one of the preconditions necessary for their formation). However, the Gulf is shallower and its entire water column is warm. When a hurricane passes over, although the water temperature may drop it soon rebounds and becomes capable of supporting another tropical storm.


          The Gulf is considered aseismic: however, mild tremors have been recorded throughout history (usually 5.0 or less on the Richter scale). A 6.0 tremor was recorded on September 10, 2006, 250miles (400km) off the coast of Florida which caused no damage, but could be felt throughout the Southeastern United States. No damage or injuries were reported. Earthquakes such as this may be caused by interactions between sediment loading on the sea floor and adjustment by the crust.


          


          Pollution


          There are frequent " red tide" algae blooms that kill fish and marine mammals and cause respiratory problems in humans and some domestic animals when the blooms reach close to shore. This has especially been plaguing the southwest Florida coast, from the Florida Keys to north of Pasco County, Florida.


          In July 2008, researchers reported that the dead zone that runs east-west, from near Galveston, Texas to near Venice, Louisiana, was about 8,000 square miles, nearly the record. Between 1985 and 2008, the area roughly doubled in size.


          [bookmark: 2006_earthquake]


          2006 earthquake


          On September 10, 2006, the U.S. Geological Survey National Earthquake Information Centre reported that a strong earthquake, ranking 6.0 on the Richter scale, occurred about 250 miles west-southwest of Anna Maria, Florida around 10:56 AM EDT.


          The quake was reportedly felt from Louisiana to Florida. There were no reports of major damages or casualties. Items were knocked from shelves and seiches were observed in swimming pools in parts of Florida . The earthquake was described by the USGS as a midplate earthquake, the largest and most widely felt recorded in the past three decades in the region.


          According to the September 11, 2006 issue of The Tampa Tribune, earthquake tremors were last felt in Florida in 1952, recorded in Quincy, 20 miles northwest of Tallahassee.
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          Gulls (often informally Seagulls) are birds in the family Laridae. They are most closely related to the terns (family Sternidae) and only distantly related to auks, and skimmers, and more distantly to the waders. Most gulls belong to the large genus Larus.


          They are typically medium to large birds, usually grey or white, often with black markings on the head or wings. They have stout, longish bills, and webbed feet. Gull species range in size from the Little Gull, at 120 g (4.2 oz) and 29 cm (11.5 inches), to the Great Black-backed Gull, at 1.75 kg (3.8 lbs) and 76 cm (30 inches).


          Most gulls, particularly Larus species, are ground nesting carnivores, which will take live food or scavenge opportunistically. The live food often includes crabs and small fish. Apart from the kittiwakes, gulls are typically coastal or inland species, rarely venturing far out to sea. The large species take up to four years to attain full adult plumage, but two years is typical for small gulls.


          Gulls  the larger species in particular  are resourceful and highly-intelligent birds, demonstrating complex methods of communication and a highly-developed social structure; for example, many gull colonies display mobbing behaviour, attacking and harassing would-be predators and other intruders. In addition, certain species (e.g. the Herring Gull) have exhibited tool use behaviour. Many species of gull have learned to co-exist successfully with humans and have thrived in human habitats. Others rely on kleptoparasitism to get their food. The urban gull population in the United Kingdom has been growing quickly, probably due to laws such as the Clean Air Act 1956 which prohibited the burning of garbage by local landfill owners, thus increasing the availability of food for the gulls .


          Two terms are in common usage among gull enthusiasts for subgroupings of the gulls:


          
            	Large white-headed gulls for the 16 Herring Gull-like species from Great Black-backed Gull to Lesser Black-backed Gull in the taxonomic list below


            	White-winged gulls for the two Arctic-breeding species Iceland Gull and Glaucous Gull

          


          Hybridisation between species of gull occurs quite frequently, although to varying degrees depending on the species involved (see Hybridisation in gulls). The taxonomy of the large white-headed gulls is particularly complicated.


          In common usage, members of various gull species are often referred to as sea gulls or seagulls. This name is used by the layman to refer to a common local species or all gulls in general, and has no fixed taxonomic meaning.


          The American Ornithologists' Union combines Sternidae, Stercorariidae, and Rhynchopidae as subfamilies in the family Laridae, but recent research indicates that this is incorrect.


          



          


          List of gulls in taxonomic order
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          Genus Larus


          
            	Dolphin Gull, Larus scoresbii


            	Pacific Gull, Larus pacificus


            	Belcher's Gull, Larus belcheri


            	Olrog's Gull, Larus atlanticus


            	Black-tailed Gull, Larus crassirostris


            	Grey Gull, Larus modestus


            	Heermann's Gull, Larus heermanni


            	White-eyed Gull, Larus leucophthalmus


            	Sooty Gull, Larus hemprichii


            	Common Gull or Mew Gull, Larus canus


            	Audouin's Gull, Larus audouinii


            	Ring-billed Gull, Larus delawarensis


            	California Gull, Larus californicus


            	Great Black-backed Gull, Larus marinus


            	Kelp Gull, Larus dominicanus (called "Southern Black-backed Gull" or "Karoro" in New Zealand)


            	Glaucous-winged Gull, Larus glaucescens


            	Western Gull, Larus occidentalis


            	Yellow-footed Gull, Larus livens


            	Glaucous Gull, Larus hyperboreus


            	Iceland Gull, Larus glaucoides


            	Thayer's Gull, Larus thayeri


            	Herring Gull, Larus argentatus


            	Heuglin's Gull, Larus heuglini


            	American Herring Gull, Larus smithsonianus


            	Yellow-legged Gull, Larus michahellis


            	Caspian Gull, Larus cachinnans


            	East Siberian Herring Gull, Larus vegae


            	Armenian Gull, Larus armenicus


            	Slaty-backed Gull, Larus schistisagus


            	Lesser Black-backed Gull, Larus fuscus


            	Great Black-headed Gull, Larus ichthyaetus


            	Brown-headed Gull, Larus brunnicephalus


            	Grey-headed Gull, Larus cirrocephalus


            	Hartlaub's Gull, Larus hartlaubii


            	Silver Gull, Larus novaehollandiae


            	Red-billed Gull, Larus scopulinus


            	Black-billed Gull, Larus bulleri


            	Brown-hooded Gull, Larus maculipennis


            	Black-headed Gull, Larus ridibundus


            	Slender-billed Gull, Larus genei


            	Bonaparte's Gull, Larus philadelphia


            	Saunders' Gull, Larus saundersi


            	Andean Gull, Larus serranus


            	Mediterranean Gull, Larus melanocephalus


            	Relict Gull, Larus relictus


            	Lava Gull, Larus fuliginosus


            	Laughing Gull, Larus atricilla


            	Franklin's Gull, Larus pipixcan


            	Little Gull, Larus minutus

          


          Genus Rissa


          
            	Black-legged Kittiwake, Rissa tridactyla


            	Red-legged Kittiwake, Rissa brevirostris

          


          Genus Pagophila


          
            	Ivory Gull, Pagophila eburnea

          


          Genus Rhodostethia


          
            	Ross's Gull, Rhodostethia rosea

          


          Genus Xema


          
            	Sabine's Gull, Xema sabini

          


          Genus Creagrus


          
            	Swallow-tailed Gull, Creagrus furcatus

          


          The Laridae are known from fossil evidence since the Early Oligocene, some 30-33 mya. A fossil gull from the Middle to Late Miocene of Cherry County, USA is placed in the prehistoric genus Gaviota; apart from this and the undescribed Early Oligocene fossil, all prehistoric species were tentatively assigned to the modern genus Larus. Among those of them that have been confirmed as gulls, "Larus" elegans and "L." totanoides from the Late Oligocene/Early Miocene of SE France have since been separated in Laricola.
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          Gunpowder is a an explosive mixture of sulfur, charcoal and potassium nitrate (also known as saltpetre/saltpeter) that burns rapidly, producing volumes of hot solids and gases which can be used as a propellant in firearms and as a pyrotechnic composition in fireworks.


          Gunpowder is classified as a low explosive because of its slow decomposition rate and consequently low brisance. Low explosives produce a subsonic deflagration wave rather than the supersonic detonation wave produced by brisants, or high explosives. The gases produced by burning gunpowder generate enough pressure to propel a bullet, but not enough to destroy the barrel of a firearm. This makes gunpowder less suitable for shattering rock or fortifications, where high explosives such as TNT are preferred.


          


          Gunpowder (black powder)


          The term "black powder" was coined in the late 19th century to distinguish prior gunpowder formulations from the new smokeless powders and semi-smokeless powders. (Semi-smokeless powders featured bulk volume properties that approximated black powder in terms of chamber pressure when used in firearms, but had significantly reduced amounts of smoke and combustion products; they ranged in colour from brownish tan to yellow to white. Most of the bulk semi-smokeless powders ceased to be manufactured in the 1920's.)


          Black powder is a granular mixture of


          
            	a nitratetypically potassium nitrate (KNO3)which supplies oxygen for the reaction;


            	charcoal, which provides fuel for the reaction in the form of carbon (C);


            	sulfur (S), which, while also a fuel, lowers the temperature of ignition and increases the speed of combustion.

          


          Potassium nitrate is the most important ingredient in terms of both bulk and function because the combustion process releases oxygen from the potassium nitrate, promoting the rapid burning of the other ingredients. To reduce the likelihood of accidental ignition by static electricity, the granules of modern black powder are typically coated with graphite, which prevents the build-up of electrostatic charge.


          The current standard composition for black powder manufactured by pyrotechnicians was adopted as long ago as 1780. It is 75% potassium nitrate, 15% softwood charcoal, and 10% sulfur. These ratios have varied over the centuries, and by country, but can be altered somewhat depending on the purpose of the powder.


          The burn rate of black powder can be changed by corning. Corning first compresses the fine black powder meal into blocks with a fixed density (1.7g/cm). The blocks are then broken up into granules. These granules are then sorted by size to give the various grades of black powder. In the USA, standard grades of black powder run from the coarse Fg grade used in large bore rifles and small cannon though FFg (medium and smallbore rifles), FFFg (pistols), and FFFFg (smallbore, short pistols and priming flintlocks). In the United Kingdom, the gunpowder grains are categorised by mesh size: the BSS sieve mesh size, being the smallest mesh size on which no grains were retained. Recognised grain sizes are Gunpowder 'G 7', 'G 20', 'G 40', and 'G 90'.


          A simple, commonly cited, chemical equation for the combustion of black powder is


          
            	2 KNO3 + S + 3 C  K2S + N2 + 3 CO2.

          


          A more accurate, but still simplified, equation is


          
            	10 KNO3 + 3 S + 8 C  2 K2CO3 + 3 K2SO4 + 6 CO2 + 5 N2.

          


          The products of burning do not follow any simple equation. One study's results showed that it produced (in order of descending quantities): 55.91% solid products: potassium carbonate, potassium sulfate, potassium sulfide, sulfur, potassium nitrate, potassium thiocyanate, carbon, ammonium carbonate. 42.98% gaseous products: carbon dioxide, nitrogen, carbon monoxide, hydrogen sulfide, hydrogen, methane, 1.11% water.


          Black powder formulations where the nitrate used is sodium nitrate tend to be hygroscopic, unlike black powders where the nitrate used is saltpetre. Because of this, black powder which uses saltpetre can be stored unsealed and remain viable for centuries provided no liquid water is ever introduced; muzzleloaders have been known to fire after hanging on a wall for decades in a loaded state, provided they remained dry. By contrast, powder that uses sodium nitrate, which is typically intended for blasting, must be sealed from moisture in the air to remain stable for long times.


          


          Advantages


          Smokeless powder requires precise loading of the charge to prevent damage due to overloading. With black powder, though such damage is still possible, loading can generally be carried out using volumetric measures rather than precise weight.


          Generally, high explosives are preferred for shattering rock; however, because of its low brisance, black powder causes fewer fractures and results in more usable stone compared to other explosives, making black powder useful for blasting monumental stone such as granite and marble.


          Black powder is well suited for blank rounds, signal flares, burst charges, and rescue-line launches.


          Gunpowder can be used to make fireworks by mixing with chemical compounds that produce the desired colour.


          


          Disadvantages


          Black powder has relatively low energy density compared to modern smokeless powders and produces a thick smoke that can impair aiming and reveal a shooter's position.


          Combustion converts less than half the mass of black powder to gas; the rest ends up as a thick layer of soot inside the barrel. In addition to being a nuisance, the residue from burnt black powder is hygroscopic and an anhydrous caustic substance. When moisture from the air is absorbed, the potassium oxide or sodium oxide turns into hydroxide, which will corrode wrought iron or steel gun barrels. Black powder arms must be well cleaned both inside and out to remove the residue.


          


          Transportation


          The UN Model Regulations on the Transportation of Dangerous Goods and national transportation authorities, such as United States Department of Transportation, have classified Gunpowder (black powder) as a Group A: Primary explosive substance for shipment because it ignites so easily. Complete manufactured devices containing black powder are usually classified as Group D: Secondary detonating substance, or black powder, or article containing secondary detonating substance, such as "Firework", "Class D Model Rocket Engine", etc, for shipment because they are harder to ignite than loose powder. As explosives, they all fall into the category of Class 1.


          


          Sulfur-free gunpowder


          The development of smokeless powders, such as Cordite, in the late 19th century created the need for a spark-sensitive priming charge, such as gunpowder. However, the sulfur content of traditional gunpowders caused corrosion problems with Cordite Mk I and this led to the introduction of a range of sulfur-free gunpowders, of varying grain sizes. They typically contain 70.5 parts of saltpetre and 29.5 parts of charcoal. Like black powder, they were produced in different grain sizes. In United Kingdom, the finest grain was known as sulfur-free mealed powder (SMP). Coarser grains were numbered as sulfur-free gunpowder (SFG n): 'SFG 12', 'SFG 20', 'SFG 40' and 'SFG 90', for example, where the number was a BSS sieve mesh size, being the smallest mesh size on which no grains were retained.


          


          History


          


          China
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          Most sources credit the discovery of gunpowder to Chinese alchemists in the 9th century searching for an elixir of immortality. The discovery of gunpowder was probably the product of centuries of alchemical experimentation. Saltpetre was known to the Chinese by the mid-1st century AD and there is strong evidence of the use of saltpetre and sulfur in various largely medicinal combinations. A Chinese alchemical text from 492 noted that saltpeter gave off a purple flame when ignited, providing for the first time a practical and reliable means of distinguishing it from other inorganic salts, making it possible to evaluate and compare purification techniques.


          The first reference to gunpowder is probably a passage in the Zhenyuan miaodao yaole, a Taoist text tentatively dated to the mid-800s:


          
            Some have heated together sulfur, realgar and saltpeter with honey; smoke and flames result, so that their hands and faces have been burnt, and even the whole house where they were working burned down.
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          Contrary to popular belief, the Chinese did not use gunpowder only for fireworks. In fact, the earliest surviving recipes for gunpowder can be found in the Chinese military treatise Wujing zongyao of 1044 AD, which contains three: two for use in incendiary bombs to be thrown by siege engines and one intended as fuel for poison smoke bombs. The formulas in the Wujing zongyao range from 27 to 50 percent nitrate. Experimenting with different levels of saltpetre content eventually produced bombs, grenades, and land mines, in addition to giving fire arrows a new lease on life. By the end of the 12th century, there were cast iron grenades filled with gunpowder formulations capable of bursting through their metal containers. The 14th century Huolongjing contains gunpowder recipes with nitrate levels ranging from 12 to 91 percent, six of which approach the theoretical composition for maximal explosive force.


          In China, the 13th century saw the beginnings of rocketry and the manufacture of the oldest gun still in existence, a descendant of the earlier fire-lance, a gunpowder-fueled flamethrower that could shoot shrapnel along with fire. The Huolongjing text of the 14th century also describes hollow, gunpowder-packed exploding cannonballs.


          


          Islamic world


          
            [image: The Sultani Cannon, a very heavy bronze muzzle-loading cannon of type used by Ottoman Empire in the siege of Constantinople, 1453 AD.]
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          The Arabs acquired knowledge of gunpowder some time after 1240, but before 1280, by which time Hasan al-Rammah had written, in Arabic, recipes for gunpowder, instructions for the purification of saltpeter, and descriptions of gunpowder incendiaries. Khan (1996) argues that invading Mongols introduced gunpowder to the Islamic world.


          
            [image: A picture of a 15th century Andalusian Arab cannon from the book Al-izz wal rifa'a.]
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          Though the consensus is that gunpowder originated in China, others have suggested that gunpowder might possibly have been invented by Arabs.


          C. F. Temler makes Peter, Bishop of Leon, report the use of cannon in Seville in 1248.


          Although gunpowder weapons were employed in the Middle East, they were not always met with open acceptance, as there was some antagonism by the Mamluks of Egypt towards early riflemen in their infantry. The refusal of their Qizilbash forces to use firearms contributed to the Safavid rout at Chaldiran in 1514.


          


          Europe


          The earliest extant written references to gunpowder in Europe are from the works of Roger Bacon. In Bacon's Epistola, "De Secretis Operibus Artis et Naturae et de Nullitate Magiae," dated variously between 1248 and 1257, he states:


          
            We can, with saltpeter and other substances, compose artificially a fire that can be launched over long distances... By only using a very small quantity of this material much light can be created accompanied by a horrible fracas. It is possible with it to destroy a town or an army ... In order to produce this artificial lightning and thunder it is necessary to take saltpeter, sulfur, and Luru Vopo Vir Can Utriet.

          


          
            [image: Cannons forged in 1667 AD at the Fort�n de La Galera, Nueva Esparta, Venezuela.]
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          The last part has been interpreted as an elaborate coded anagram for the quantities needed, but it may also be simply a garbled transcription of an illegible passage.


          In the Opus Maior of 1267, Bacon describes firecrackers:


          
            a childs toy of sound and fire and explosion made in various parts of the world with powder of saltpeter, sulfur and charcoal of hazelwood.

          


          The Liber Ignium, or Book of Fires, attributed to Marcus Graecus, is a collection of incendiary recipes, including some gunpowder recipes. Partington dates the gunpowder recipes to approximately 1300. One recipe for "flying fire" (ingis volatilis) involves saltpeter, sulfur, and colophonium, which, when inserted into a reed or hollow wood, "flies away suddenly and burns up everything." Another recipe, for artificial "thunder", specifies a mixture of one pound native sulfur, two pounds linden or willow charcoal, and six pounds of saltpeter. Another specifies a 1:3:9 ratio.


          Some of the gunpowder recipes in the De Mirabilibus Mundi of Albertus Magnus are identical to the recipes of the Liber Ignium, and according to Partington, "may have been taken from that work, rather than conversely." Partington suggests that some of the book may have been compiled by Albert's students, "but since it is found in thirteenth century manuscripts, it may well be by Albert." Albertus Magnus died in 1280 AD.


          Shot and gunpowder for military purposes were made by skilled military tradesmen, who later were called firemakers, and who also were required to make fireworks for celebrations of victory or peace. During the Renaissance, two European schools of pyrotechnic thought emerged, one in Italy and the other at Nrnberg, Germany. The Italian school of pyrotechnics emphasized elaborate fireworks, and the German school stressed scientific advancement. Both schools added significantly to further development of pyrotechnics, and by the mid-17th century fireworks were used for entertainment on an unprecedented scale in Europe, being popular even at resorts and public gardens.


          By 1788, as a result of the reforms for which Lavoisier was mainly responsible, France had become self-sufficient in saltpeter, and its gunpowder had become both the best in Europe and inexpensive.


          The introduction of smokeless powder in the late 19th century led to a contraction of the gunpowder industry.


          


          Britain


          Gunpowder production in the British Isles appears to have started in the mid 13th century with the aim of supplying The Crown. Records show that gunpowder was being made, in England, in 1346, at the Tower of London; a powder house existed at the Tower in 1461; and in 1515 three King's gunpowder makers worked there. Gunpowder was also being made or stored at other Royal castles, such as Portchester Castle and Edinburgh castle.
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          By the early fourteenth century, according to N.J.G. Pounds's study The Medieval Castle in England and Wales, many English castles had been deserted and others were crumbling. Their military significance faded except on the borders. Gunpowder made smaller castles useless.


          Henry VIII was short of gunpowder when he invaded France in 1544 and England needed to import gunpowder via the port of Antwerp.


          The English Civil War, 1642-1645, led to an expansion of the gunpowder industry, with the repeal of the Royal Patent in August 1641.


          The Home Office removed gunpowder from its list of Permitted Explosives; shortly afterwards, on 31 December 1931, Curtis & Harvey's Glynneath gunpowder factory at Pontneddfechan, in Wales, closed down, and it was demolished by fire in 1932.


          The last remaining gunpowder mill at the Royal Gunpowder Factory, Waltham Abbey was damaged by a German parachute mine in 1941 and it never reopened. This was followed by the closure of the gunpowder section at the Royal Ordnance Factory, ROF Chorley, the section was closed and demolished at the end of World War II; and ICI Nobel's Roslin gunpowder factory which closed in 1954.


          This left the sole United Kingdom gunpowder factory at ICI Nobel's Ardeer site in Scotland; it too closed in October 1976. Since then gunpowder has been imported into the United Kingdom. In the late 1970s / early 1980s gunpowder was bought from eastern Europe; particularly from what were then, East Germany and the former Yugoslavia.


          


          India
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          Gunpowder arrived in India by the mid-1300s, but could have been introduced by the Mongols perhaps as early as the mid-1200s.


          It was written in the Tarikh-i Firishta (1606-1607) that the envoy of the Mongol ruler Hulegu Khan was presented with a dazzling pyrotechnics display upon his arrival in Delhi in 1258 AD. Firearms known as top-o-tufak also existed in the Vijayanagara Empire of India by as early as 1366 AD. From then on the employment of gunpowder warfare in India was prevalent, with events such as the siege of Belgaum in 1473 AD by the Sultan Muhammad Shah Bahmani.


          By the 16th century, Indians were manufacturing a diverse variety of firearms; large guns in particular, became visible in Tanjore, Dacca, Bijapur and Murshidabad. Guns made of bronze were recovered from Calicut (1504) and Diu (1533). Gujarāt supplied Europe saltpeter for use in gunpowder warfare during the 17th century. Bengal and Mālwa participated in saltpeter production. The Dutch, French, Portuguese, and English used Chāpra as a centre of saltpeter refining.


          War rockets, mines and counter mines using gunpowder were used in India by the time of Akbar and Jahangir. Fathullah Shirazi (c. 1582), a Persian-Indian polymath and mechanical engineer who worked for Akbar the Great in the Mughal Empire, invented the autocannon, the earliest multi-shot gun. As opposed to the polybolos and repeating crossbows used earlier in ancient Greece and China, respectively, Shirazi's rapid-firing gun had multiple gun barrels that fired hand cannons loaded with gunpowder.


          Both Hyder Ali and his son Tippu Sultan used black powder technology in iron-cased war rockets with considerable effect against the British, which inspired the development of the Congreve rocket.


          


          United States


          Prior to the American Revolutionary War very little gunpowder was made in the United States; and, as a British Colony, most was imported from Britain. In October 1777 the British Parliament banned the importation of gunpowder into America. Gunpowder, however, was secretly obtained from France and the Netherlands.


          The first domestic supplies of gunpowder were made by E. I. du Pont de Nemours and Company. The company was founded in 1802 by Eleuthre Irne du Pont, two years after he and his family left France to escape the French Revolution. They set up a gunpowder mill, the Eleutherian Mills, on the Brandywine Creek at Wilmington, Delaware based on gunpowder machinery bought from France and site plans for a gunpowder mill supplied by the French Government. Starting, initially, by reworking damaged gunpowder and refining saltpetre for the US Government they quickly moved into gunpowder manufacture.


          In the United States, saltpetre was worked in the "nitre caves" of Kentucky at the beginning of the 19th century. Tourists at Mammoth Cave, KY to this day are shown the vast deposits of bat guano, as well as the historic machinery use in its extraction and conversion to usable saltpetre for gunpowder from Revolutionary times right up to World War I.


          


          Manufacturing technology
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          For the most powerful black powder " meal", a wood charcoal is used. The best wood for the purpose is pacific willow, but others such as alder or buckthorn can be used.


          The ingredients are mixed as thoroughly as possible. This is achieved using a ball mill with non-sparking grinding apparatus (e.g., bronze or lead), or similar device. Historically, a marble or limestone edge runner mill, running on a limestone bed was used in Great Britain; however, by the mid 19th century this had changed to either an iron shod stone wheel or a cast iron wheel running on an iron bed. The mix is sometimes dampened with alcohol or water during grinding to prevent accidental ignition.


          Around the late 14th century, European powdermakers began adding liquid to the constituents of gunpowder to reduce dust and with it the risk of explosion. The powdermakers would then shape the resulting paste of moistened gunpowder, known as mill cake, into "corns", or granules, to dry. Not only did "corned" powder keep better because of its reduced surface area, gunners also found that it was more powerful and easier to load into guns. Before long, powdermakers standardized the process by forcing mill cake through sieves instead of corning powder by hand.


          During the 18th century gunpowder factories became increasingly dependent on mechanical energy.


          


          Other uses


          Besides its habitual use as an explosive, gunpowder has been occasionally employed for other purposes, After the battle of Aspern-Essling (1809), the surgeon of the Napoleonic Army Larrey combated the lack of food for the wounded under his care by preparing a bouillon of horse meat seasoned with gunpowder for lack of salt.


          Brown brown is a form of powdered cocaine, cut with gunpowder. Commonly given to child soldiers in West African armed conflicts, the gunpowder causes irritation of the bowels, which increases aggression.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Gunpowder"
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              	Guqin
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              	Classification
            


            
              	Chinese

              	Silk (絲)
            


            
              	Western

              	Strings ( plucked)
            


            
              	Pronunciation
            


            
              	IPA

              	[tɕʰǐn], [ktɕʰǐn] or [tɕʰɕiɛ̂ntɕʰǐn]
            


            
              	Plain

              	"chin", "goo-chin" or "chi-shien-chin"
            


            
              	Chinese Name
            


            
              	Chinese

              	琴, 古琴, 七絃琴
            


            
              	Hanyu Pinyin

              	qn, gǔqn, qīxinqn
            


            
              	Wade-Giles

              	ch'in2, ku3-ch'in2, ch'i1-hsien2-ch'in2
            


            
              	Ancient names

              	瑤琴 (yoqn), 玉琴 (yqn)
            


            
              	Ancient variants

              	琹, 珡, etc
            


            
              	Other names

              	國樂之父 (guyu zhī f)

              聖人之噐 (shngrn zhī q)
            


            
              	Japanese Name
            


            
              	Hiragana

              	きん, こきん, しちげんきん
            


            
              	Hepburn

              	kin, kokin, shichigenkin
            


            
              	Korean Name
            


            
              	Hangul

              	금 ( 친), 고금 ( 구친), 칠현금
            


            
              	McCune-Reischauer

              	kŭm (ch'in), kogŭm (kuch'in), ch'ilhyŏn'gŭm
            


            
              	Revised Romanization

              	geum (chin), gogeum (guchin), chilhyeon-geum
            


            
              	Variant names

              	徽琴 (hwigŭm / hwigeum)
            


            
              	English Name
            


            
              	Usual spellings

              	qin, guqin
            


            
              	Unusual spellings

              	Gu Qin, GuQin, Gu-qin, Gu qin, Gu Qing, etc...
            


            
              	Organologically correct name

              	( Fretless) Seven- stringed Zither
            


            
              	Other (incorrect) variants used

              	Lute, Harp, Table-harp
            

          


          The guqin (simplified/traditional: 古琴; pinyin: gǔqn; Wades-Giles ku-ch'in; IPA: [ktɕʰǐn]; literally "ancient stringed instrument") is the modern name for a plucked seven-string Chinese musical instrument of the zither family. It has been played since ancient times, and has traditionally been favored by scholars and literati as an instrument of great subtlety and refinement, as highlighted by the quote "a gentleman does not part with his qin or se without good reason," as well as being associated with the ancient Chinese philosopher Confucius. It is sometimes referred to by the Chinese as "the father of Chinese music" or "the instrument of the sages".


          Traditionally the instrument was called simply qin (Wade-Giles ch'in) but by the twentieth century the term had come to be applied to many other musical instruments as well: the yangqin hammered dulcimer, the huqin family of bowed string instruments, and the Western piano are examples of this usage. The prefix "gu-", "ancient") was later added for clarification. It can also be called qixianqin (lit. "seven-stringed instrument"). The guqin is not to be confused with the guzheng, another Chinese long zither also without frets, but with moveable bridges under each string. Because Robert Hans van Gulik's famous book about the qin is called The Lore of the Chinese Lute, the guqin is sometimes inaccurately called a lute. Other incorrect classifications, mainly from music compact discs, include " harp" or "table-harp".


          The guqin is a very quiet instrument, with a range of about four octaves, and its open strings are tuned in the bass register. Its lowest pitch is about two octaves below middle C, or the lowest note on the cello. Sounds are produced by plucking open strings, stopped strings, and harmonics. The use of glissandosliding tonesgives it a sound reminiscent of a pizzicato cello, fretless double bass or a slide guitar. the qin is also capable of over 119 harmonics, of which 91 are most commonly used. By tradition the qin originally had five strings, but ancient qin-like instruments with 10 or more strings have been found. The modern form has been standardized for about two millennia. A number of players and listeners have commented that qin music sounds similar to blues music in one way or another, but it should be noted that there are also many differences.


          


          History
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          Legend has it that the qin, the most revered of all Chinese musical instruments, has a history of about 5,000 years. This legend states that the legendary figures of China's pre-history  Fuxi, Shennong and Huang Di, the " Yellow Emperor"  were involved in its creation. Nearly almost all qin books and tablature collections published prior to the twentieth century state this as the factual origins of the qin, although this is now presently viewed as mythology. It is mentioned in Chinese writings dating back nearly 3,000 years, and related instruments have been found in tombs from about 2,500 years ago. The exact origins of the qin is still a very much continuing subject of debate over the past few decades.


          In 1977, a recording of "Flowing Water" (Liu Shui, as performed by Guan Pinghu, one of the best qin players of the 20th century) was chosen to be included in the Voyager Golden Record, a gold-plated LP recording containing music from around the world, which was sent into outer space by NASA on the Voyager 1 and Voyager 2 spacecrafts. It is the longest excerpt included on the disc. In 2003, guqin music was proclaimed as one of the Masterpieces of the Oral and Intangible Heritage of Humanity by UNESCO.


          


          Guqin literature


          There are a number of ancient sources that discuss qin lore, qin theory and general qin literature. Some of these books are available inserted into certain qinpu (qin tablature collections). The basic contents of qin literature is mainly essays discussing and describing the nature of qin music, the theory behind the notes and tones, the method of correct play, the history of qin music, lists of mentions in literature, etc. The detail can be very concise to extremely detailed and thorough. Some are mostly philosophical or artistic musings, others are scientific and technical.


          


          Schools, societies and players
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          As with any other musical tradition, there are differences in ideals and interaction between different people. Therefore, there exists different schools and societies which transmit these different ideas and artistic traditions.


          


          Historical schools


          Because of the difference in geography in China, many qin schools known as qin pai developed over the centuries. Such schools generally formed around areas where qin activity was greatest.


          Some schools have come and gone, some have off-shoots (such as the off-shot of Zhucheng school, the Mei'an school). Often, the school is originated from a single person, such as the Wu school which is named after the late Wu Zhaoji. The style can vary considerably between schools; some are very similar, yet others are very distinct. The differences are often in interpretation of the music. Northern schools tends to be more vigorous in technique than Southern schools. But in modern terms, the distinction between schools and styles is often blurred because a single player may learn from many different players from different schools and absorb each of their styles. This is especially so for conservatory trained players. People from the same school trained under the same master may have different individual styles (such as Zhang Ziqian and Liu Shaochun of the Guangling school).


          


          Guqin societies


          It should be noted that there is a difference between qin schools and qin societies. The former concerns itself with transmission of a style, the latter concerns itself with performance. The qin society will encourage meetings with fellow qin players in order to play music and maybe discuss the nature of the qin. Gatherings like this are called yajis, or "elegant gatherings", which take place once every month or two. Sometimes, societies may go on excursions to places of natural beauty to play qin, or attend conferences. They may also participate in competitions or research. Of course, societies do not have to have a strict structure to adhere to; it could mostly be on a leisurely basis. The main purpose of qin societies is to promote and play qin music. It is often a good opportunity to network and learn to play the instrument, to ask questions and to receive answers.


          


          Players


          Many artists down through the ages have played the instrument, and the instrument was a favourite of scholars. Certain melodies are also associated with famous figures, such as Confucius and Qu Yuan. Some emperors of China also had a liking to the qin, including the Song dynasty emperor, Huizong, as clearly seen in his own painting of himself playing the qin in "Ting Qin Tu" .


          


          Historical
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            	Confucius: Philosopher, 551-479 BCE, associated with the piece Kongzi Duyi , Weibian Sanjue and Youlan .


            	Bo Ya: Qin player of the Spring and Autumn Period, associated with the piece Gao Shan and Liu Shui .


            	Zhuang Zi: Daoist philosopher of the Warring States Period, associated with the piece Zhuang Zhou Mengdie and Shenhua Yin .


            	Qu Yuan (340-278 BCE): Poet of the Warring States Period, associated with the piece Li Sao .


            	Cai Yong: Han musician, author of Qin Cao .


            	Cai Wenji: Cai Yong's daughter, associated with the piece Hujia Shiba-pai , etc.


            	Sima Xiangru: Han poet, 179-117 BCE.


            	Zhuge Liang (181234): Chinese military leader in the Three Kingdoms, one legend has him playing guqin calmly outside his fort while scaring off the enemy attackers.


            	Xi Kang: Sage of the Bamboo Grove, musician and poet, writer of Qin Fu .


            	Li Bai: Tang poet, 701762.


            	Bai Juyi: Tang poet, 772846.


            	Song Huizong: Song emperor famous for his patronage of the arts, had a Wanqin Tang ("10,000 Qin Hall") in his palace.


            	Guo Chuwang: Patriot at the end of the Song Dynasty, composer of the piece Xiaoxiang Shuiyun .

          


          The classical collections such as Qin Shi, Qinshi Bu and Qinshi Xu include biographies of hundreds more players.


          


          Contemporary


          Contemporary qin players extend from the early twentieth century to the present. More so than in the past, such players tend to have many different pursuits and occupations other than qin playing. There are only a few players who are paid to exclusively play and research the guqin professionally and nothing else. Qin players can also be well-versed in other cultural pursuits, such as the arts. Or they can do independent research on music subjects. Often, players may play other instruments (not necessary Chinese) and give recitals or talks.


          


          Performance
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          In the performance and playing of the qin, the player will use a variety of techniques to use the full potential of the instrument. They would read the specialist and unique tablature that was developed over the centuries and amass a repertoire of popular and ancient tunes for the qin.


          


          Playing technique


          The music of the qin can be categorised as three distinctively different "sounds." The first is san yin 〔 散音〕, which means "scattered sounds." This is produced by plucking the required string to sound an open note Listen. The second is fan yin 〔 泛音〕, or "floating sounds." These are harmonics, in which the player lightly touches the string with one or more fingers of the left hand at a position indicated by the hui dots, pluck and lift, creating a crisp and clear sound Listen. The third is an yin 〔 按音 / 案音 / 實音 / 走音〕, or "stopped sounds." This forms the bulk of most qin pieces and requires the player to press on a string with a finger or thumb of the left hand until it connects with the surface board, then pluck. Afterwards, the musician's hand often slides up and down, thereby modifying the pitch. This technique is similar to that of playing a slide guitar across the player's lap, however, the technique of the qin is very varied and utilises the whole hand, whilst a slide guitar only has around 3 or 4 main techniques Listen to Pei Lan.


          According to the book, Cunjian Guqin Zhifa Puzi Jilan, there are around 1,070 different finger techniques used for the qin, with or without names. It is therefore, the instrument with the most finger techniques in either Chinese or Western music. Most are obsolete, but around 50 or so are sufficient to know in modern practice.


          
            The above four figures are from an old handbook.
          


          


          Tablature and notation
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          Written qin music did not directly tell what notes were played; instead, it was written in a tablature detailing tuning, finger positions, and stroke technique, thus comprising a step by step method and description of how to play a piece. Some tablatures do indicate notes using the gongche system, or indicate rhythm using dots. The earliest example of the modern shorthand tablature survives from around the twelfth century CE. An earlier form of music notation from the Tang era survives in just one manuscript, dated to the seventh century CE, called Jieshi Diao Youlan (Solitary Orchid in Stone Tablet Mode). It is written in a longhand form called wenzi pu 〔 文 字譜〕 (literally "written notation"), said to have been created by Yong Menzhou during the Warring States Period, which gives all the details using ordinary written Chinese characters. Later in the Tang dynasty Cao Rou and others simplified the notation, using only the important elements of the characters (like string number, plucking technique, hui number and which finger to stop the string) and combined them into one character notation. This meant that instead of having two lines of written text to describe a few notes, a single character could represent one note, or sometimes as many as nine. This notation form was called jianzi pu 〔 減字譜〕 (literally "reduced notation") and it was a great leap forward for recording qin pieces. It was so successful that from the Ming dynasty onwards, a great many qinpu 〔琴 譜〕 (qin tablature collections) appeared, the most famous and useful being "Shenqi Mipu" (The Mysterious and Marvellous Tablature) compiled by Zhu Quan, the 17th son of the founder of the Ming dynasty. In the 1960s, Zha Fuxi discovered more than 130 qinpu that contain well over 3360 pieces of written music. Sadly, many qinpu compiled before the Ming dynasty are now lost, and many pieces have remained unplayed for hundreds of years.


          


          Repertoire
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          Qin pieces are usually around three to eight minutes in length, with the longest being "Guangling San" , which is 22 minutes long. Other famous pieces include " Liu Shui" (Flowing Water), "Yangguan San Die" (Three Refrains on the Yang Pass Theme), "Meihua San Nong" (Three Variations on the Plum Blossom Theme), "Xiao Xiang Shui Yun" (Mist and Clouds over the Xiao and Xiang Rivers), and "Pingsha Luo Yan" (Wild Geese Descending on the Sandbank). The average player will generally have a repertoire of around ten pieces which they will aim to play very well, learning new pieces as and when they feel like it or if the opportunity arises. Players mainly learn popular well transcribed versions, often using a recording as a reference. In addition to learning to play established or ancient pieces very well, highly skilled qin players may also compose or improvise, although the player must be very good and extremely familiar with the instrument to pull off successfully. A number of qin melodies are program music depicting the natural world.


          


          Transcription


          Dapu 〔打譜〕 is the transcribing of old tablature into a playable form. Since qin tablature does not indicate note value, tempo or rhythm, the player must work it out for him/herself. Normally, qin players will learn the rhythm of a piece through a teacher or master. They sit facing one another, with the student copying the master. The tablature will only be consulted if the teacher is not sure of how to play a certain part. Because of this, traditional qinpu do not indicate them (though near the end of the Qing dynasty, a handful of qinpu had started to employ various rhythm indicating devices, such as dots). If one did not have a teacher, then one had to work out the rhythm by themselves. But it would be a mistake to assume that qin music is devoid of rhythm and melody. By the 20th century, there had been attempts to try to replace the "jianzi pu" notation, but so far, it has been unsuccessful; since the 20th century, qin music is generally printed with staff notation above the qin tablature. Because qin tablature is so useful, logical, easy, and the fastest way (once the performer knows how to read the notation) of learning a piece, it is invaluable to the qin player and cannot totally be replaced (just as staff notation cannot be replaced for Western instruments, because they developed a notation system that suited the instruments well).


          
            [image: The Qinxue Congshu 【琴學叢書】 (1910) uses a more detailed system involving a grid next to main qin notation; right grid line indicates note, middle indicates beat, left indicates how the qin tablature relates to the rhythm.]
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          There is a saying that goes "a short piece requires three months [of dapu to complete], and a long piece requires three years". In actual practice, it needn't be that long to dapu a piece, but suggests that the player will have not only memorised the piece off by heart, but also have their fingering, rhythm and timing corrected. And afterwards, the emotion must be put into the piece. Therefore, it could be said that it really does require three months or years to finish dapu of a piece in order for them to play it to a very high standard.


          


          Rhythm in qin music


          It has already been discussed that qin music has a rhythm, and that it is only vaguely indicated in the tablature. Though there is an amount of guesswork involved, the tablature has clues to indicate rhythm, such as repeating motifs, indication of phrases or how the notation is arranged. Throughout the history of the qinpu, we see many attempts to indicate this rhythm more explicitly, involving devices like dots to make beats. Probably, one of the major projects to regulate the rhythm to a large scale was the compilers of the Qinxue Congshu tablature collection of 1910s to 1930s. The construction of the written tablature was divided into two columns. The first was further divided into about three lines of a grid, each line indicating a varied combination of lyrics, gongche tablature, se tablature, pitch, and/or beats depending on the score used. The second column was devoted to qin tablature.


          Western composers have noticed that the rhythm in a piece of qin music can change; once they seem to have got a beat, the beats change. This is due to the fact that qin players may use some free rhythm in their playing. Whatever beat they use will depend on the emotion or the feeling of the player, and how he interprets the piece. However, some melodies have sections of fixed rhythm which is played the same way generally. The main theme of Meihua Sannong, for example, uses this. Some sections of certain melodies require the player to play faster with force to express the emotion of the piece. Examples include the middle sections of Guangling San and Xiaoxiang Shuiyun. Other pieces, such as Jiu Kuang has a fixed rhythm throughout the entire piece.


          Generally, qin melodies sound better with a rhythm and the composers had that in mind when creating pieces.


          


          Organology


          Whilst the qin followed a certain grammar of acoustic in its construction, its external form could and did take on a huge amount of variation, whether it be from the embellishments or even the basic structure of the instrument. Qin tablatures from the Song era onwards have catalogued a plethora of qin forms. All, however, obey very basic rules of acoustics and symbolism of form. The qin uses strings of silk or metal- nylon and is tuned in accordance to traditional principles.


          


          Construction


          According to tradition, the qin originally had five strings, representing the five elements of metal, wood, water, fire and earth. Later, in the Zhou dynasty, Zhou Wen Wang added a sixth string to mourn his son, Bo Yihou. His successor, Zhou Wu Wang, added a seventh string to motivate his troops into battle with the Shang. The thirteen hui on the surface represent the 13 months of the year (the extra 13th is the 'leap month' in the lunar calendar). The surface board is round to represent Heaven and the bottom board flat to represent earth. The entire length of the qin (in Chinese measurements) is 3 chi, 6 cun and 5 fen ; representing the 365 days of the year (though this is just a standard since qins can be shorter or longer depending on the period's measurement standard or the maker's preference). Each part of the qin has meaning, some more obvious, like "dragon pool" and "phoenix pond" .
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          Strings
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          Until the Cultural Revolution, the guqin's strings were always made of various thicknesses of twisted silk, but since then most players use modern nylon-flatwound steel strings. This was partly due to the scarcity of high quality silk strings and partly due to the newer strings' greater durability and louder tone.


          Silk strings are made by gathering a prescribed number of strands of silk thread, then twisting them tightly together. The twisted cord of strings is then wrapped around a frame and immersed in a vat of liquid composed of a special mixture of natural glue that binds the strands together. The strings is taken out and left to dry, before being cut into the appropriate length. The top thicker strings (i.e. strings one to four) are further wrapped in a thin silk thread, coiled around the core to make it smoother. According to ancient manuals, there are three distinctive gauges of thickness that one can make the strings. The first is taigu [Great Antiquity] which is the standard gauge, the zhongqing [Middle Clarity] is thinner, whilst the jiazhong [Added Thickness] is thicker. According to the Yugu Zhai Qinpu, zhongqing is the best.


          Although most contemporary players use nylon-wrapped metal strings, some argue that nylon-wrapped metal strings cannot replace silk strings for their refinement of tone. Further, it is the case that nylon-wrapped metal strings can cause damage to the wood of old qins. Many traditionalists feel that the sound of the fingers of the left hand sliding on the strings to be a distinctive feature of qin music. The modern nylon-wrapped metal strings were very smooth in the past, but are now slightly modified in order to capture these sliding sounds.


          Traditionally, the strings were wrapped around the goose feet , but there has been a device that has been invented, which is a block of wood attached to the goose feet, with pins similar to those used to tune the guzheng protruding out at the sides, so one can string and tune the qin using a tuning wrench. This is good for those who lack the physical strength to pull and add tension to the strings when wrapping the ends to the goose feet. However, the tuning device looks rather unsightly and thus many qin players prefer the traditional manner of tuning; many also feel that the strings should be firmly wrapped to the goose feet in order that the sound may be "grounded" into the qin.


          


          Tuning


          To string a qin, one traditionally had to tie a butterfly knot (shengtou jie ) at one end of the string, and slip the string through the twisted cord (rongkou ) which goes into holes at the head of the qin and then out the bottom through the tuning pegs (zhen ). The string is dragged over the bridge (yueshan 『岳山』), across the surface board, over the nut (longyin dragon gums) to the back of the qin, where the end is wrapped around one of two legs (fengzu "phoenix feet" or yanzu "geese feet"). Afterwards, the strings are fine tuned using the tuning pegs (sometimes, rosin is used on the part of the tuning peg that touches the qin body to stop it from slipping, especially if the qin is tuned to higher pitches). The most common tuning, "zheng diao" 〈正調〉, is pentatonic: 5 6 1 2 3 5 6 (which can be also played as 1 2 4 5 6 1 2) in the traditional Chinese number system or jianpu (i.e. 1=do, 2=re, etc). Today this is generally interpreted to mean C D F G A c d, but this should be considered sol la do re mi sol la, since historically the qin was not tuned to absolute pitch. Other tunings are achieved by adjusting the tension of the strings using the tuning pegs at the head end. Thus manjiao diao ("slackened third string") gives 1 2 3 5 6 1 2 and ruibin diao ("raised fifth string") gives 1 2 4 5 7 1 2, which is transposed to 2 3 5 6 1 2 3.


          


          Playing context


          The guqin is nearly always used a solo instrument, as its quietness of tone means that it cannot compete with the sounds of most other instruments or an ensemble. It can, however, be played together with a xiao (end-blown bamboo flute), with other qin, or played while singing. In old times, the se (a long zither with movable bridges and 25 strings, similar to the Japanese koto) was frequently used in duets with the qin. Sadly, the se has not survived into this century, though duet tablature scores for the instruments are preserved in a few qinpu, and the master qin player Wu Jingle was one of only a few in the twentieth century who knew how to play it together with qin in duet. Lately there has been a trend to use other instruments to accompany the qin, such as the xun (ceramic ocarina), pipa (four-stringed pear-shaped lute), dizi (transverse bamboo flute), and others for more experimental purposes.
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          In order for an instrument to accompany the qin, its sound must be mellow and not overwhelm the qin. Thus, the xiao generally used for this purpose is one pitched in the key of F, known as qin xiao 「琴簫」, which is narrower than an ordinary xiao. If one sings to qin songs (which is rare nowadays) then one should not sing in an operatic or folk style as is common in China, but rather in a very low pitched and deep way; and the range in which one should sing should not exceed one and a half octaves. The style of singing is similar to that used to recite Tang poetry. To enjoy qin songs, one must learn to become accustomed to the eccentric style some players may sing their songs to, like in the case of Zha Fuxi.


          Traditionally, the qin was played in a quiet studio or room by oneself, or with a few friends; or played outdoors in places of outstanding natural beauty. Nowadays, many qin players perform at concerts in large concert halls, almost always, out of necessity, using electronic pickups or microphones to amplify the sound. Many qin players attend yajis, at which a number of qin players, music lovers, or anyone with an interest in Chinese culture can come along to discuss and play the qin. In fact, the yaji originated as a multi-media gathering involving the four arts: qin, chess, calligraphy, and painting.


          


          Ritual use of the qin


          Being an instrument associated with scholars, the guqin was also played in a ritual context, especially in yayue in China, and aak in Korea. The National Centre for Korean Traditional Performing Arts continues to perform Munmyo jeryeak (Confucian ritual music), using the last two surviving aak melodies from the importation of yayue from the Song Dynasty emperor Huizong in 1116, including in the ensemble the seul (se) and geum (guqin). In China, the qin was still in use in ritual ceremonies of the imperial court, such can be seen in the court paintings of imperial sacrifices of the Qing court (e.g. The Yongzheng Emperor Offering Sacrifices at the Altar of the God of Agriculture , 172335). The guqin was also used in the ritual music of Vietnam, where it was called cầm.


          


          Qin aesthetics


          When the qin is played, a number of aesthetic elements are involved. The first is musicality. In the second section of "Pingsha Luoyan", for example, the initial few bars contain a nao vibrato followed by a phase of sliding up and down the string, even when the sound has already become inaudible Listen carefully to the sliding sounds of Pingsha Luoyan. The average person trained in music may question whether this is really "music". Normally, some players would pluck the string very lightly to create a very quiet sound. For some players, this plucking isn't necessary. Instead of trying to force a sound out of the string one should allow the natural sounds emit from the strings. Some players say that the sliding on the string even when the sound has disappeared is a distinctive feature in qin music. It creates a "space" or "void" in a piece, playing without playing, sound without sound. In fact, when the viewer looks at the player sliding on the string without sounds, the viewer automatically "fills in the notes" with their minds. This creates a connection between player, instrument and listener. This, of course, cannot happen when listening to a recording, as one cannot see the performer. It can also be seen as impractical in recording, as the player would want to convey sound as much as possible towards a third audience. But in fact, there is sound, the sound coming from the fingers sliding on the string. With a really good qin, silk strings, and a perfectly quiet environment, all the tones can be sounded. And since the music is more player oriented than listener oriented, and the player knows the music, he/she can hear it even if the sound is not there. And with silk strings the sliding sound might be called the qi or "life force" of the music. The really empty sounds are the pauses between notes. However, if one cannot create a sound that can be heard when sliding on a string, it is generally acceptable to lightly pluck the string to create a very quiet sound.


          


          Guqin in popular culture


          


          Being a symbol of high culture, the qin has inevitably been used as a prop in much of Chinese popular culture to varying degrees of accuracy. One can find references to the qin in a variety of media, most notably television serials and film. Mostly, the actors may not know how to play the instrument and mime it to a recorded piece by a qin player who may have recorded it specifically for the project. At other times, the music that is mimed to is guzheng music, rather than qin music. We also see the rather stereo-typical hybrids of qin and zheng pseudo-instruments of Kung Fu Hustle, to the more faithful and loving representation of the qin in the Zhang Yimou film Hero. In the latter case, Xu Kuanghua plays an ancient version of the qin in the courtyard scene in which Nameless and Long Sky play the game of go. He in fact mimes it to the music composed which is actually played by Liu Li, formerly a professor at the Central Conservatory of Music in Beijing. It is suggested that Xu made the qin himself.


          The qin is also used in many classical Chinese novels, such as Cao Xueqin's Dream of the Red Chamber and various others.


          


          Related instruments


          The Japanese ichigenkin, a monochord zither, is believed to be derived from the qin. The qin handbook Lixing Yuanya (1618 ) includes some melodies for a one-string qin, and the Wuzhi Zhai Qinpu contains a picture and description of such an instrument. The modern ichigenkin apparently first appeared in Japan just after that time. However, the honkyoku (standard repertoire) of the ichigenkin today most closely resembles that of the shamisen.


          The Korean geomungo may also be related, albeit distantly. Korean literati wanted to play an instrument the way their Chinese counterparts played the qin. For some reason they never took to the qin itself, instead playing the geomungo, a long fretted zither plucked with a thin stick. The repertoire was largely the geomungo parts for melodies played by the court orchestra. It should be noted that another ancient Chinese zither, the zhu, was likely plucked with a stick, so the komungo may also be related to that instrument.


          
            Retrieved from " http://en.wikipedia.org/wiki/Guqin"
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              Sri Guru Granth Sahib Ji
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              	Religion

              	Sikhism
            


            
              	Other Names:

              	Punjabi: ਗੁਰੂ ਗ੍ਰੰਥ ਸਾਹਿਬ

              Guru Granth Sahib

              Adi Granth

              The Head of the Sikh religion

              The Eternal Guru of the Sikhs
            


            
              	Senior posting
            


            
              	Based in

              	Initially Punjab, India
            


            
              	Title

              	The eleventh Guru of Sikhism
            


            
              	Period in office

              	7th October, 1708 - Eternal
            


            
              	Predecessor

              	Guru Gobind Singh 10th Guru of the Eleven Gurus of Sikhism
            


            
              	Successor

              	None
            


            
              	Religious career
            


            
              	Post

              	Guru
            


            
              	Personal
            


            
              	Date of birth

              	n/a
            


            
              	Place of birth

              	n/a
            


            
              	Dateofdeath

              	n/a
            


            
              	Place of death

              	n/a
            

          


          The Guru Granth Sahib (Punjabi: ਗੁਰੂ ਗ੍ਰੰਥ ਸਾਹਿਬ, gurū granth sāhib or SGGS) is revered as the eternal Guru of Sikhism, the physical form of the living Guru of the Sikhs, and is also their holy book.The term Guru represents the position that the Granth holds in Sikhism, and the term Sahib is used to give respect and show superiority in India . The highest seat of authority in Sikhism rests with the Granth or Guru Granth Sahib. However, the authority of Guru Granth Sahib is restricted to spiritual aspect and not temporal aspect. Any decision, which is likely to affect the Sikhs in any manner whatsoever is taken by Gurmatta, in the presence of Guru Granth Sahib.The term "Gurmatta" signifies the process of decision making among the Sikhs, by which a general meeting is held and presided by Panj Piare(five beloved of the Guru).No single person occupies or possesses the sole authority regarding decision making. The Guru Granth Sahib is given the honorific prefix Sri ( Sri)which denotes its holiness for Sikhs. It is also called Gyan Guru meaning full of knowledge or wisdom.


          The Guru Granth Sahib was made guru of Sikhs by the last of the living Gurus ( Guru Gobind Singh) in 1708. While there are no priests in Sikhism, there were masands (local community leaders) of the Guru whose duties were abolished by Gobind Singh as he felt they had become full of ego and corrupt. The only position he left was a Granthi to look after the Guru Granth Sahib; any Sikh is free to become Granthi or read from the Guru Granth Sahib.


          
            Punjabi: "ਸਬ ਸਿੱਖਨ ਕੋ ਹੁਕਮ ਹੈ ਗੁਰੂ ਮਾਨਯੋ ਗ੍ਰੰਥ"

            Transliteration: "Sab sikhan kō hukam hai gurū mānyō granth"

            English: "All Sikhs are commanded to regard the Granth as their Guru".

          


          The role of Guru Granth Sahib is pivotal in worship in Sikhism. It is the source of prayer or worship, and not the object of worship.


          
            "when the true guru is met with, one meets with the perfect god"

          


          The Guru Granth Sahib also contains hymns of saints from other religions, including Hinduism and Sufi Islam, such as Kabir, Baba Farid, Tulsidas, Ravidas and Namdev. The Sikh Gurus also held the views of past saints of the Bhakti movement in high regard, and considered their teachings sacred, and included them in the Guru Granth Sahib, next to their own. The 15 Bhagats are considered equally holy, revered and sacred by Sikhs as the Gurus.


          The Guru Granth Sahib is written in the Gurmukhi script and contains many languages including Braj, Old Punjabi, Khariboli, Sanskrit and Persian.


          The Guru Granth Sahib contains over 5000 shabhads or hymns which are poetically constructed and set to classical forms of music ragas. They can be set to predetermined musical talas (rhythmic beats).


          Below an excerpt from the 15th Ang (limb) of the Guru Granth Sahib:


          
            	ਨਾਨਕ ਕਾਗਦ ਲਖ ਮਣਾ ਪੜਿ ਪੜਿ ਕੀਚੈ ਭਾਉ ॥


            	ਮਸੂ ਤੋਟਿ ਨ ਆਵਈ ਲੇਖਣਿ ਪਉਣੁ ਚਲਾਉ ॥


            	ਭੀ ਤੇਰੀ ਕੀਮਤਿ ਨਾ ਪਵੈ ਹਉ ਕੇਵਡੁ ਆਖਾ ਨਾਉ ॥੪॥੨॥

          


          
            	nānak kāgad lakh manā pari pari kīcai bhā'u


            	masū tōti na āva'ī lēkhani pa'unu calā'u


            	bhī tērī kīmati nā pavai ha'u kēvadu ākhā nā'u ||4||2||

          


          
            	O Nanak, if I had hundreds of thousands of stacks of paper, and if I were to read and recite and embrace love for the Lord,


            	and if ink were never to fail me, and if my pen were able to move like the wind


            	-even so, I could not estimate Your Value. How can I describe the Greatness of Your Name? ||4||2||

          


          


          History


          When Guru Angad became the second Guru of Sikhs, Guru Nanak gave him his collection of hymns and teachings in the form of "pothi" or small volume. Guru Angad made additions to it and subsequently handed it to the third Guru. The fourth Guru also composed hymns and preserved them in a pothi.


          The fifth Guru, Arjan Dev, with the intention of preserving the hymns of the preceding Gurus, decided to compose a single volume containing them. He also added hymns he had composed and those of some fifteen bhakats or saints of the Bhakti Movement, such as Kabir, Ravidas, Trilochan, Farid and Namdev. Although he added the hymns of other saints, only those hymns which were similar to the teachings of Sikh Gurus or whose message was similar to them were added. He rejected many hymns which were not similar to the teachings of the Gurus or were opposed in their message. The compositions of the bhagats or saints make up about ten per cent of the Granth.


          The Adi Granth was completed in 1604. It was installed in Harmandir Sahib (the temple of God), popularly known as the Golden Temple, on September 01, 1604. It was written down on paper by a disciple of Guru Arjan known as Bhai Gurdas, under the direct supervision of the fifth Guru. The original volume of this Granth is still in Kartarpur and bears the signature of the Fifth Guru.
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          The master copy was initially with Guru Hargobind, but was stolen by one of his grandsons, Dhir Mal, who wanted to lay claim to the title of Guru of Sikhs. The Sikhs, about thirty years later, recovered it forcibly and were made to return it on the order of the ninth Guru, Tegh Bahadur.


          Every year on the occasion of Vaisakhi the original Adi Granth is displayed by the descendants of Dhir Mal in Kartarpur. However it does not enjoy the title of Guru of Sikhs, as it is different from the final volume prepared by Guru Gobind Singh at Dam Dama Sahib in 1705, and which was subsequently installed as the final Guru. For instance, it does not contain the hymns composed by the ninth Guru, Tegh Bahadur.


          The final composition of Guru Granth Sahib was prepared by Guru Gobind Singh with the scribe Bhai Mani Singh. This final version does not contain any hymns of the sixth, seventh, or eighth Gurus, as they did not compose any. Guru Gobind Singh added the hymns composed by Guru Tegh Bahadur but excluded his own. While at Nanded, Guru Gobind Singh Installed the final version prepared by him as the perpetual Guru of Sikhs on October 20, 1708.


          The Guru Granth Sahib is divided into ragas or classical musical notes. The chronological division is on the basis of ragas and not on the order of succession of Gurus. The Sikhs do not lay emphasis on any particular volume of Guru Granth Sahib as a Guru.


          


          Structure
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          The Guru Granth Sahib is divided into 1430 Angs (limbs), the shabads (hymns) are arranged in 31 ragas, the traditional Indian musical measures and scales. Within the ragas, they are arranged by order of the Sikh Gurus, with the shabads of the various saints following. The shabads are written in various meters and rhythms, and are organized accordingly. For instance, Ashtapadi - eight steps, or Panch-padi - five steps.


          The Adi Granth starts with the a non-raga section with Japji as the first entry. This is followed by thirty-one ragas in the following serial order: Raga Sri, Manjh, Gauri, Asa, Gujri, Devagandhari, Bihagara, Wadahans, Sorath, Dhanasri, Jaitsri, Todi, Bairari, Tilang, Suhi, Bilaval, Gond (Gaund), Ramkali, Nut-Narayan, Mali-Gaura, Maru, Tukhari, Kedara, Bhairav (Bhairo), Basant, Sarang, Malar, Kanra, Kalyan, Prabhati and Jaijawanti. Then come saloks, swayas and the scriptures that could not be indexed in the other raga categories (such as salok vaaraan te vadheek.) The final sections are Mundavani, a salok and Raag Maala.


          


          English translation


          In the West, it has become common to use the English translation of the Sri Guru Granth Sahib in Gurdwara programs and Akhand Paaths, because many of the western Sikhs are not fluent in Gurmukhi. This has served to bring many to the presence of the Guru who otherwise may not have had the opportunity to experience the "Shabad Guru" (literally "Word Guru"). However, only a Granth Sahib that is in in Gurmukhi script is considered to be the Guru. The English translation may also be installed on a separate Palki (throne) on the side and serve to better illuminate the sangat in the meaning of the words of the Guru. The English translation may be used during an Akhand Paath in which the participants are not fluent in Gurmukhi. However, if a special gurdwara program is being planned, the English Akhand Paath days can be accommodated so that the full Gurmukhi Bir of Guru Granth Sahib presides.


          A Sikh is encouraged to learn Gurmukhi so as to deepen his or her experience of Gurbani and so that the full body of the Guru may be installed in the gurdwara. Ideally, English and other translations of the Guru Granth Sahib should be considered as just another "style" of talking or praising the guru. While some Sikhs believe that it is necessary to learn Punjabi/Gurmuki to understand and appreciate the Sikh texts, many do not hold this view.


          


          Printing
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          The first printed copy of Guru Granth Sahib was made in 1864. Since the early 20th century Guru Granth Sahib has a standard 1430 limbs; thus a text can be easily referred to by page number.


          The printing is done in an authorized printing press in the basement of the Gurdwara Ramsar in Amritsar.


          


          Treatment of damaged copies


          Any copies of the Guru Granth Sahib which are too badly damaged to be used, and any printer's waste which has any of its text on, are cremated with a similar ceremony as cremating a deceased person. Examples of the care of damaged Granth Sahibs include:


          
            	: A copy damaged in a fire


            	A copy damaged in a fire


            	: 4 copies damaged in New Orleans by the flood caused by Hurricane Katrina


            	: on the Nicobar Islands after the 2004 tsunami (end of page).


            	MrSikhNet.com Blog query about an accumulation of download printouts of Sikh sacred text

          


          


          Comments On Sri Guru Granth Sahib By Non Sikhs


          This is what Max Arthur Macauliffe writes about the authenticity of the Guru's teaching.


          The Sikh religion differs as regards the authenticity of its dogmas from most other theological systems. Many of the great teachers the world has known, have not left a line of their own composition and we only know what they taught through tradition or second-hand information. If Pythagoras wrote of his tenets, his writings have not descended to us. We know the teachings of Socrates only through the writings of Plato and Xenophon. Buddha has left no written memorial of his teaching. Kungfu-tze, known to Europeans as Confucius, left no documents in which he detailed the principles of his moral and social system. The founder of Christianity did not reduce his doctrines to writing and for them we are obliged to trust to the gospels according to Matthew, Mark, Luke and John. The Arabian Prophet did not himself reduce to writing the chapters of the Quran. They were written or compiled by his adherents and followers. But the compositions of Sikh Gurus are preserved and we know at first hand what they taught.


          Miss Pearl S. Buck, a Nobel laureate, gives the following comment on receiving the First English translation of the Guru Granth Sahib:


          .... I have studied the scriptures of the great religions, but I do not find elsewhere the same power of appeal to the heart and mind as I find here in these volumes. They are compact in spite of their length, and are a revelation of the vast reach of the human heart, varying from the most noble concept of God, to the recognition and indeed the insistence upon the practical needs of the human body. There is something strangely modern about these scriptures and this puzzles me until I learned that they are in fact comparatively modern, compiled as late as the 16th century, when explorers were beginning to discover that the globe upon which we all live is a single entity divided only by arbitrary lines of our own making. Perhaps this sense of unity is the source of power I find in these volumes. They speak to a person of any religion or of none. They speak for the human heart and the searching mind.


          From the foreword to the English translation of the Guru Granth Sahib by Gopal Singh, 1960)(bold added later)


          


          Message of Guru Granth Sahib


          The Guru Granth Sahib is intended to lead the entire human race out of the dark age of Kali Yuga to a life in peace, tranquility and spiritual enlightenment. The main message can be summarized as:


          
            	Meditate on the name of the Infinite Creator (God)


            	God is the universal Creator of all


            	All peoples of the world are equal


            	Women as equal


            	Speak and live truthfully


            	Control the five vices


            	Live in God's Hukam (universal laws)


            	Practice humility, kindness, Compassion, love, etc

          


          


          Care and protocol


          The Guru Granth Sahib is the eternal Guru of Sikhs and is treated as such by them. It is mainly looked after by the granthi, who fans it during the day and takes it to its bedroom during the night. Sikhs bow before the Guru Granth Sahib and show utmost respect to it. While in the presence of their Guru they seat it on a place higher than where they sit. The Fifth Guru used to sleep in the presence of the Adi Granth to show it reverence.


          


          Personal behaviour


          The following care is taken by Sikhs or any person who is in the presence of Guru Granth Sahib in a gurudwara:


          
            	The visitors to a gurudwara keep their heads covered all times and remain barefoot inside the room where Guru Granth Sahib is seated.


            	Basic standards of hygiene are observed and the person must ensure that he has bathed, especially if he or she is to recite hymns while reading from it.


            	A person must not make small talk or create noise in Guru's presence. He or she should be respectful to the Guru and others.

          


          


          Environment


          The Granth Sahib is placed in a room which is free from foreign elements


          . It is covered in a cloth, which is changed daily, and placed on seat higher than normal seating. A canopy is always placed above it, usually hanging from the ceiling. A chaur sahib, used to fan the Guru, is provided beside it with a small platform to house the Karah Parshad or holy offering and other implements. 


          Transporting


          Five initiated Sikhs are to accompany the Guru at all times when traveling, with one Sikh to do Chaur Sahib Seva. The Sikh carrying the Guru must put a clean cloth ( rumalla) on his or her head before carefully and with respect placing the Guru on this rumalla. At all times the Guru should be covered with a small rumalla so that the Guru's body ( saroop) is always fully covered. There should be recitation of Waheguru at all times. A kamarkassa (waist band) is be tied around Sri Guru Granth Sahib.


          


          The Eleven Gurus of Sikhism


          
            
              	#

              	Name

              	Date of birth

              	Guruship on

              	Date of ascension

              	Age
            


            
              	1

              	Nanak Dev

              	15 April 1469

              	20 August 1507

              	22 September 1539

              	69
            


            
              	2

              	Angad Dev

              	31 March 1504

              	7 September 1539

              	29 March 1552

              	48
            


            
              	3

              	Amar Das

              	5 May 1479

              	26 March 1552

              	1 September 1574

              	95
            


            
              	4

              	Ram Das

              	24 September 1534

              	1 September 1574

              	1 September 1581

              	46
            


            
              	5

              	Arjan Dev

              	15 April 1563

              	1 September 1581

              	30 May 1606

              	43
            


            
              	6

              	Har Gobind

              	19 June 1595

              	25 May 1606

              	28 February 1644

              	48
            


            
              	7

              	Har Rai

              	16 January 1630

              	3 March 1644

              	6 October 1661

              	31
            


            
              	8

              	Har Krishan

              	7 July 1656

              	6 October 1661

              	30 March 1664

              	7
            


            
              	9

              	Tegh Bahadur

              	1 April 1621

              	20 March 1665

              	11 November 1675

              	54
            


            
              	10

              	Gobind Singh

              	22 December 1666

              	11 November 1675

              	7 October 1708

              	41
            


            
              	11

              	Guru Granth Sahib

              	n/a

              	7 October 1708

              	Eternity

              	n/a
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          Gustav Holst ( 21 September 1874 - 25 May 1934) was an English composer and was a music teacher for over 20 years. Holst is most famous for his orchestral suite The Planets. Having studied at the Royal College of Music in London, his early work was influenced by Ravel, Grieg, Richard Strauss, and fellow student Ralph Vaughan Williams, but most of his music is highly original, with influences from Hindu spiritualism and English folk tunes. Holst's music is well known for unconventional use of metre and haunting melodies.


          Gustav Holst wrote almost 200 catalogued compositions, including orchestral suites, operas, ballets, concertos, choral hymns, and songs (see below: Selected works).


          Holst became music master at St Paul's Girls' School in 1905 and also director of music at Morley College in 1907, continuing in both posts until retirement (as detailed below).


          He was the brother of Hollywood actor Ernest Cossart, and father of the composer and conductor Imogen Holst, who wrote a biography of her father in 1938.


          


          Life


          


          Name


          He was originally named Gustavus Theodor von Holst, but he dropped the "von" from his name in response to anti-German sentiment in Britain during World War I, making it official by deed poll in 1918.


          


          Early life


          Holst was born on 21 September 1874, at 4 Clarence Road, Cheltenham, Gloucestershire, England to a family of Swedish extraction (by way of Latvia and Russia). The house was opened as a museum of Holst's life and times in 1974. He was educated at Cheltenham Grammar School for Boys.


          Holst's grandfather, Gustavus von Holst of Riga, Latvia, a composer of elegant harp music, moved to England, becoming a notable harp teacher. Holst's father Adolph von Holst, an organist, pianist, and choirmaster, taught piano lessons and gave recitals; and his mother, Clara von Holst, who died when Gustav was eight, was a singer. As a frail child whose early recollections were musical, Holst had been taught to play piano and violin, and began composing when he was about twelve.


          Holst's father was the organist at All Saints' Church in Pittville, and his childhood home is now a small museum, devoted partly to Holst, and partly to illustrating local domestic life of the mid-19th century.


          Holst grew up in the world of Oscar Wilde, H. G. Wells, George Bernard Shaw, Arthur Conan Doyle, Gauguin, Monet, Wagner, Tchaikovsky, and Puccini. Both he and his sister learned piano from an early age, but Holst, stricken with a nerve condition that affected the movement of his right hand in adolescence, gave up the piano for the trombone, which was less painful to play.
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              Royal College of Music (1894 site), where Gustav Holst & Ralph Vaughan Williams studied in 1895
            

          


          He attended the newly relocated Royal College of Music in London on a scholarship, studying with Charles V. Stanford, and there in 1895, he met fellow student and lifelong friend Ralph Vaughan Williams, whose own music was, for the most part, quite different from Holsts, but whose praise for his work was abundant and who later shared an interest in Holst teaching the English vocal and choral tradition (folk song, madrigals, and church music).


          Holst was influenced during these years by socialism, and attended lectures and speeches by George Bernard Shaw, with whom he shared a passion for vegetarianism, and by William Morris, both of whom were among the UK's most outspoken supporters of the socialist movement in the UK.


          It was also during these years that Holst became interested in Hindu mysticism and spirituality, and this interest was to influence his later works, including Sita (18991906, a three-act opera based on an episode in the Ramayana), Sāvitri, a chamber opera based on a tale from the Mahabharata, and Hymns from the Rig Veda, in preparation for which he taught himself basic Sanskrit to avoid reliance on the substandard translations of the day.


          To earn a living in the era before he had a satisfactory income from his compositions, he played the trombone in the Carl Rosa Opera Company and in a popular orchestra called the "White Viennese Band", conducted by Stanislas Wurm. The music was cheap and repetitive and not to Holst's liking, and he referred to this kind of work as 'worming' and regarded it as 'criminal'. Fortunately his need to 'worm' came to an end as his compositions became more successful, and his income was given stability by his teaching posts.


          During these early years, he was influenced greatly by the poetry of Walt Whitman, as were many of his contemporaries, and set his words in The Mystic Trumpeter (1904). He also set to music poetry by Thomas Hardy and Robert Bridges.


          


          Musical career


          In 1905, Holst was appointed Director of Music at St Paul's Girls' School in Hammersmith, London, where he composed the successful and still popular St Paul's Suite for the school orchestra in 1913. In 1907, Holst also became director of music at Morley College. Those two leadership positions were the most important of his teaching posts, and he retained both posts until the end of his life.


          During the first two decades of the 20th century, musical society as a whole, and Holst's friend Vaughan Williams in particular, became interested in old English folksongs, madrigal singers, and Tudor composers. Holst shared in his friends admiration for the simplicity and economy of these melodies, and their use in his compositions is one of his musics most recognizable features.


          Holst was an avid rambler. He walked extensively in Italy and France, and had covered nearly every path in England by the time of his death. He also travelled outside the bounds of Europe, heading to French-controlled Algeria in 1906 on doctor's orders as a treatment for asthma and the depression that crippled him after his submission failed to win the Ricordi Prize, a coveted award for composition. His travels in the Arab and Berber land, including an extensive bicycle tour of the Algerian Sahara, inspired the suite Beni Mora, written upon his return.


          After the lukewarm reception of his choral work The Cloud Messenger in 1912, Holst was again off travelling, financing a trip with fellow composers Balfour Gardiner and brothers Clifford Bax and Arnold Bax to Spain, with funds from an anonymous donation. Despite being shy, Holst was fascinated by people and society, and had always believed that the best way to learn about a city was to get lost in it. In Gerona, Catalonia, he often disappeared, only to be found hours later by his friends having abstract debates with local musicians. It was in Spain that Clifford Bax introduced Holst to astrology, a hobby that was to inspire the later Planets suite. He read astrological fortunes until his death, and called his interest in the stars his "pet vice."


          Shortly after his return, St Pauls Girls School opened a new music wing, and Holst composed St Pauls Suite for the occasion. At around this time (1913), Stravinsky premiered the Rite of Spring, sparking riots in Paris and caustic criticism in London. A year later, Holst first heard Schoenbergs Five Pieces for Orchestra, an ultra-modern set of five movements employing extreme chromaticism (the consistent use of all 12 musical notes). Holst would have certainly been affected by the performance and, although he had earlier lampooned the stranger aspects of modern music (he had a strong sense of humour), the new music of Stravinsky and Schoenberg influenced, if not initially spurred, his work on The Planets.


          Holst's compositions for wind band, though relatively small in number, guaranteed him a position as the medium's cornerstone, as seen in innumerable present-day programmes featuring his two Suites for Military Band. His one work for brass band, A Moorside Suite, remains an important part of the brass band repertoire.


          


          The Planets


          Holst and wife Isobel bought a cottage in Thaxted, Essex and, surrounded by medieval buildings and ample rambling opportunities, he started work on the suite that would become his best known work, the orchestral suite The Planets. It was meant to be a series of mood pictures rather than anything concretely connected with astrology or astronomy, though Holst was known to have been using the book What Is A Horoscope by Alan Leo as a guide:


          
            	Mars  Independent, Ambitious, Headstrong


            	Venus  Awakens Affection and Emotion


            	Mercury  The Winged Messenger of the Gods, Resourceful, Adaptable


            	Jupiter  Brings Abundance, Perseverance

          


          Holst was also influenced by a 19th-century astrologer called Raphael, whose book concerning the planets' role in world affairs led Holst to develop the grand vision of the planets that made The Planets suite such an enduring success.


          The work was finished in two stages, with "Mars", "Venus" and "Jupiter" written at one time, and "Saturn", "Uranus", "Neptune" and "Mercury" written after a break that Holst had taken to work on other pieces. The work was finished in 1916. The influence of Stravinsky was picked up by a critic who called it "the English Le Sacre du Printemps (Rite of Spring)".


          The first of the seven pieces is "Mars", the most ferocious piece of music in existence, evoking a battle scene of immense proportion with its signature 5/4 metre (it changes to 5/2 and 3/4 at the end) and blatant dissonance. Holst directed that it be played slightly faster than a regular march, giving it a mechanized and inhuman character. It is often a surprise to learn that "Mars" was actually finished just before the horrors of World War I. "Mars" is easily Holst's most famous piece, and has been quoted in everything from Carl Sagan's Cosmos to The Venture Brothers episode, Hate Floats.


          Calm "Venus" and self-satisfied "Jupiter", both also quite well known, demonstrate influence from Vaughan Williams, Stravinsky, Elgar and Schoenberg.


          "Uranus" at first appears to be a quirky and frenetic homage to Dukass " The Sorcerer's Apprentice", but Holst did not know the Frenchman's score at the time. "Neptune" is mysterious and evokes an other-worldly scene.


          Most original is "Saturn", in which 'a threatening clock ticks inexorably as the bassline, revealing both the dignity and frailties of old age'. "Saturn" was reputedly Holst's favourite of the seven movements.


          Holst lived to see the discovery of Pluto in 1930. Although it was immediately accepted as a planet, Holst chose not to add Pluto to his suite. He seems to have been vindicated by the 2006 decision by the International Astronomical Union to downgrade Pluto's planetary status to that of dwarf planet. A piece entitled "Pluto: The Renewer" was composed by Colin Matthews in 2000, and it has been occasionally included in performances of The Planets.


          Holst himself conducted the London Symphony Orchestra in the very first electrical recording of The Planets, in 1926, for HMV. Although, as his daughter Imogen noted, he couldn't quite achieve the gradual fade-out of women's voices and orchestra he had written (owing to the limitations of early electrical recording), it was a landmark recording of the work. The performance was later issued on LP and CD format.


          At the onset of World War I, Holst tried to enlist but was rejected because of his bad eyes, bad lungs, and bad digestion. In wartime England, Holst was persuaded to drop the von from his name, as it aroused suspicion. His new music, however, was readily received, as patriotic and English music was demanded at concert halls, partly due to a ban on all  Teutonic music. Towards the end of the war he was offered a post within the YMCAs educational work programme as Musical Director, and he set off for Salonica (present day Thessoliniki, Greece) and Constantinople in 1918. While he was teaching music to troops eager to escape the drudgery of army life, The Planets Suite was being performed to audiences back home. Shortly after his return after the wars end, Holst composed Ode to Death, based upon a poem by Walt Whitman.


          During the years 1920  1923, Holst's popularity grew through the success of The Planets and The Hymn of Jesus (1917) (based on the Apocryphal gospels), and the publication of a new opera, The Perfect Fool (a satire of a work by Wagner). Holst became something of 'an anomaly, a famous English composer, and was busy with conducting, lecturing, and teaching obligations. He hated publicity  he often refused to answer questions posed by the press, and when asked for his autograph, handed out prepared cards that read, I do not hand out my autograph. Though he may not have liked the attention, he appreciated having enough money for the first time in his life. Always frail, after a collapse in 1923 he retired from teaching to devote the remaining (eleven) years of his life to composition.


          


          Later life


          In the following years, he took advantage of new technology to publicize his work through sound recordings and the BBCs "wireless" broadcasts. In 1927, he was commissioned by the New York Symphony Orchestra to write a symphony. He took this opportunity to work on an orchestral piece based on Thomas Hardys Wessex, a work that would become Egdon Heath, and which would be first performed a month after Hardys death, in his memory. By this time, Holst was "going out of fashion", and the piece was poorly reviewed. However, Holst is said to have considered the short, subdued but powerful tone poem his greatest masterpiece. The piece has been much better received in recent years, with several recordings available.


          Towards the end of his life, in 1930, Gustav Holst wrote Choral Fantasia (1930), and he was commissioned by the BBC to write a piece for military band: the resulting Hammersmith was a tribute to the place where he had spent most of his life, a musical expression of the London borough (of Hammersmith), which begins with an attempt to recreate the haunting sound of the River Thames sleepily flowing its way.


          Gustav Holst had a lifetime of poor health worsened by a concussion during a backward fall from the conductor's podium, from which he never fully recovered. In his final 4 years, Holst grew ill with stomach problems. One of his last compositions, The Brook Green Suite, named after the land on which St Pauls Girls School was built, was performed for the first time a few months before his death. Gustav Holst died on May 25, 1934, of complications following stomach surgery, in London. His ashes were interred at Chichester Cathedral in West Sussex, with Bishop George Bell giving the memorial oration at the funeral.


          


          Audio Biography


          In 2007, BBC Radio 4 produced a radio play "The Bringer of Peace" by Martyn Wade, which is an intimate biographical portrait of composer Gustav Holst. The play follows his early dismay at his lack of composing success, to the creation of the Planets Suite; it is in seven tiers, following the structure of the Planets Suite. Adrian Scarborough played Gustav Holst. The producer was David Hitchinson.


          Selected works


          The following are some of the compositions by Gustav Holst:


          
            	
              First Suite in Eb for Military Band (1909)

              
                	Chaconne


                	Intermezzo


                	March

              

            


            	
              Second Suite in F for Military Band (1911)

              
                	March: Morris Dance, Swansea Town, Claudy Banks


                	Song Without Words "I Love my Love"


                	Song of the Blacksmith


                	Fantasia on the "Dargason"

              

            


            	
              St Paul's Suite Op.29 No.2 (Finale is another arrangement of the 4th movement in Second Suite) (1913)

              
                	Jig


                	Ostinato


                	Intermezzo


                	Finale (The Dargason)

              

            


            	
              The Planets Suite Op. 32 (1916)

              
                	Mars, the Bringer of War


                	Venus, the Bringer of Peace


                	Mercury, the Winged Messenger


                	Jupiter, the Bringer of Jollity (main theme:" I Vow to Thee, My Country")


                	Saturn, the Bringer of Old Age


                	Uranus, the Magician


                	Neptune, the Mystic

              

            


            	
              Brook Green Suite

              
                	Prelude


                	Air


                	Dance
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              	Motto:"One people, one nation, one destiny"
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              	Capital

              (and largest city)

              	Georgetown

            


            
              	Official languages

              	English
            


            
              	Recognised regionallanguages

              	Guyanese Creole, Akawaio, Hindi, Macushi, Wai-Wai, Arawakan, Cariban
            


            
              	Demonym

              	Guyanese
            


            
              	Government

              	Semi-presidential republic
            


            
              	-

              	President

              	Bharrat Jagdeo
            


            
              	-

              	Prime Minister

              	Sam Hinds
            


            
              	Independence
            


            
              	-

              	from the United Kingdom

              	May 26, 1966
            


            
              	Area
            


            
              	-

              	Total

              	214,970km( 84th)

              83,000 sqmi
            


            
              	-

              	Water(%)

              	8.4
            


            
              	Population
            


            
              	-

              	March 2008estimate

              	751,0001( 162nd)
            


            
              	-

              	2007census

              	769,095
            


            
              	-

              	Density

              	3.5/km( 217th)

              9.1/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$1.378 billion( 157th)
            


            
              	-

              	Per capita

              	$4,612( 106th)
            


            
              	HDI(2007)

              	▲ 0.750(medium)( 97th)
            


            
              	Currency

              	Guyanese dollar ( GYD)
            


            
              	Time zone

              	( UTC-4)
            


            
              	Internet TLD

              	.gy
            


            
              	Calling code

              	+592
            


            
              	1

              	Population includes excess mortality caused by AIDS. Around one-third of the population (230,000) live in the capital, Georgetown.
            

          


          Guyana (pronounced /ɡaɪˈnə/ or /ɡuyːˈɑːnə/), officially the Co-operative Republic of Guyana and previously known as British Guiana, is the only nation state of the Commonwealth of Nations on the mainland of South America. Bordered to the east by Suriname, to the south and southwest by Brazil and to the west by Venezuela, it is the third-smallest country on the mainland of South America. It is one of four non-Spanish-speaking territories on the continent, along with the countries of Brazil (Portuguese), Suriname (Dutch) and the French overseas region of French Guiana (French). Culturally, Guyana associates primarily with the English-speaking Caribbean countries such as Jamaica, or Trinidad and Tobago.


          


          History


          The first Europeans arrived in the area around 1500. Guyana was inhabited by the Arawak and Carib tribes of Amerindians. Although Christopher Columbus sighted Guyana during his third voyage (in 1498), the Dutch were first to establish colonies: Essequibo (1616), Berbice (1627), and Demerara (1752). The British assumed control in the late 18th century, and the Dutch formally ceded the area in 1814. In 1831 the three separate colonies became a single British colony known as British Guiana.
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              The State House, Guyana's Presidential Residence.
            

          


          Escaped slaves formed their own settlements known as Maroon communities. With the abolition of slavery in 1834 many of the former enslaved people began to settle in urban areas. Indentured labourers from modern day Portugal (1834), Germany (first in 1835), Ireland (1836), Scotland (1837), Malta (1839), China and India (beginning in 1838) were imported to work on the sugar plantations.


          In 1889 Venezuela claimed the land up to the Essequibo. Ten years later an international tribunal ruled the land belonged to British Guiana.


          During World War II the United States arranged for its air force to use British airports in South America, including those in British Guiana.


          Guyana achieved independence from the United Kingdom in 1966 and became a republic on 23 February 1970, remaining a member of the Commonwealth. The United States State Department and the United States Central Intelligence Agency (CIA), along with the British government, played a strong role in influencing who would politically control Guyana during this time. They provided secret financial support and political campaign advice to pro-western Guyanese of African descent, especially Forbes Burnham's People's National Congress to the detriment of the Cheddi Jagan-led People's Progressive Party, mostly supported by Guyanese of Indian descent, which had ties with the Soviet Union. In 1978, Guyana received considerable international attention when 918 almost entirely American members of the Peoples Temple died in Jonestown, Georgetown and at a Temple attack at a small airstrip which resulted in the murder of five people, including the only Congressman murdered in the line of duty in U.S. history, Leo Ryan.


          


          Geography
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          Guyana can be divided into four natural regions: a narrow and fertile marshy plain along the Atlantic (low coastal plain) coast where most of the population lives, then a white sand belt more inland (hilly sand and clay region), containing most of Guyana's mineral deposits, the dense rainforests (Forested Highland Region) across the middle of the country, the grassy flat savannah in the south and finally the larger interior highlands (interior savannah) consisting mostly of mountains that gradually rise to the Brazilian border.


          Guyana's main mountains are contained here, including Mount Ayanganna (6,699 ft (2,042 m)) and on Mount Roraima (9,301ft (2,835m)  the highest mountain in Guyana) on the Brazil-Guyana-Venezuela tripoint, part of the Pakaraima range. Roraima and Guyana's tepuis are said to have been the inspiration for Sir Arthur Conan Doyle's 1912 novel The Lost World. There are also many steep escarpments and waterfalls, including the famous Kaieteur Falls. Between the Rupununi River and the border with Brazil lies the Rupununi savannah, south of which lie the Kanuku Mountains.


          There are many rivers in the country, the three main ones being (west to east) the Essequibo, the Demerara, and the Berbice. There is also the Corentyne along the border with Suriname. At the mouth of the Essequibo are several large islands. The 90- mile (145 km) Shell Beach along the north-west coasts. Guyana is a major breeding area for sea turtles (mainly Leatherbacks) and other wildlife.


          The local climate is tropical and generally hot and humid, though moderated by northeast trade winds along the coast. There are two rainy seasons, the first from May to mid-August, the second from mid-November to mid-January.


          


          Boundary disputes


          Guyana was in a border dispute with both Suriname, which claimed the land east of the Corentyne River in southeastern Guyana, and Venezuela which claims the land west of the Essequibo River as part of Guayana Esequiba. The dispute with Suriname was arbitrated by the United Nations Convention on Law of the Sea and a ruling in favour of Guyana was announced in September, 2007.


          When the British surveyed British Guiana in 1840, they included the entire Cuyuni River basin within the colony. Venezuela did not agree with this as it claimed all lands west of the Essequibo River. In 1898, at Venezuela's request, an international arbitration tribunal was convened and in 1899 they issued an award giving about 94% percent of the disputed territory to British Guiana. Venezuela and Great Britain accepted the award by treaty in 1905, but Venezuela raised the issue again at the time of Guyana's independence, and continues to claim Guayana Esequiba..


          


          Demographics


          The present population of Guyana is racially and ethnically heterogeneous, composed chiefly of the descendants of immigrants who came to the country either as enslaved people or as indentured labourers. The population therefore comprises groups of persons with nationality backgrounds from Europe (especially the United Kingdom, the Netherlands, and Portugal), Africa, China, India, and the Middle East, with the Aboriginal Indians as the indigenous population. These groups of diverse nationality backgrounds have been fused together by a common language, i.e., English and Creole.


          The largest nationality sub-group is that of the descendants of India, also known as East Indians (Indo-Guyanese), comprising 43.5 percent of the population in 2002. They are followed by people of African heritage (Afro-Guyanese) (30.2 percent). The third in number are those of mixed heritage (16.7 percent), while the Aboriginal Indians are fourth with 9.2 percent. The smallest groups are European, including Portuguese, (0.06 percent or 476 persons) and the Chinese (0.19 percent or 1395). A small group (0.01 percent or 112 persons) did not identify their race/ethnic background.


          The population distribution in 2002 was determined by nationality background. The distribution pattern has been similar to those of the 1980 and 1991 censuses, but the share of the two main groups has declined. The East Indians were 51.9 percent of the total population in 1980, but by 1991 had fallen to 48.6 percent, and then 43.5 percent in 2002 census. Those of African descent increased slightly from 30.8 to 32.3 percent during the first period (1980 and 1991) before falling to 30.2 percent in the 2002 census. With small growth in the population, the decline in the shares of the two larger groups has resulted in the relative shares of the Mixed and Amerindian groups. The Amerindian population rose by 22,097 persons between 1991 and 2002. This represents an increase of 47.3 percent or annual growth of 3.5 percent. Similarly, the Mixed population increased by 37,788 persons, representing a 43.0 percent increase or annual growth rate of 3.2 percent from the base period of 1991 census. The whites and Chinese populations which declined between 1980 and 1991 regained in numbers by the 2002 census by 54.4 percent (168 persons) and 8.1 percent (105 persons) respectively. However, because of their relatively small sizes, the increase has effectively a zero effect on the overall change. The Portuguese group has declined constantly over the decades.


          


          Languages


          English is the official language of Guyana. In addition, Amerindian languages are spoken by a small minority, while Guyanese Creole (an English-based creole with African and Indian syntax) is widely spoken. Grammar is not standardized.


          In addition to English, other languages of Guyana include Guyanese Creole, Akawaio, Wai-Wai, Arawak and Macushi.


          


          Regions and neighbourhood councils
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          Guyana is divided into 10 regions:


          
            
              	No

              	Region

              	Area km

              	Population

              	Population

              per km
            


            
              	1

              	Barima-Waini

              	20339

              	24275

              	1,2
            


            
              	2

              	Pomeroon-Supenaam

              	6195

              	49253

              	8,0
            


            
              	3

              	Essequibo Islands-West Demerara

              	3755

              	103061

              	27,5
            


            
              	4

              	Demerara-Mahaica

              	2232

              	310320

              	139,0
            


            
              	5

              	Mahaica-Berbice

              	4190

              	52428

              	12,5
            


            
              	6

              	East Berbice-Corentyne

              	36234

              	123695

              	3,4
            


            
              	7

              	Cuyuni-Mazaruni

              	47213

              	17597

              	0,4
            


            
              	8

              	Potaro-Siparuni

              	20051

              	10095

              	0,5
            


            
              	9

              	Upper Takutu-Upper Essequibo

              	57750

              	19387

              	0,3
            


            
              	10

              	Upper Demerara-Berbice

              	17040

              	41112

              	2,4
            


            
              	

              	Guyana

              	214999

              	751223

              	3,5
            

          


          The regions are divided into 27 neighbourhood councils.


          


          Politics


          Politics of Guyana takes place in a framework of a semi-presidential representative democratic republic, whereby the President of Guyana is the head of government, and of a multi-party system. Executive power is exercised by the government. Legislative power is vested in both the government and the National Assembly of Guyana. The Judiciary is independent of the executive and the legislature. The 2006 national elections were the first peaceful elections in recent times. The elections were free and fair and were a welcome departure from the turmoil of previous elections.


          Historically, politics is a source of tension in the country and violent riots have often broken out during elections. During the 1970s and 1980s, the political landscape was dominated by the People's National Congress, who retained their power by skewing election results. In 1992, the first "free and fair" elections were overseen by former American president Jimmy Carter, and the People's Progressive Party has led the country since. The two parties are principally organized along ethnic lines and as a result often clash on issues related to the allocation of resources.


          


          Economy


          
            [image: Tractor in a rice field on Guyana's coastal plain.]
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          Guyana's economy depends on agriculture. Chronic problems include a shortage of skilled labour and a deficient infrastructure. Until recently, the government was juggling a sizable external debt against the urgent need for expanded public investment. Low prices for key mining and agricultural commodities combined with troubles in the bauxite and sugar industries had threatened the government's tenuous fiscal position and dimmed prospects for the future. However, the Guyanese economy has rebounded slightly and exhibited moderate economic growth since 1999, based on an expansion in the agricultural and mining sectors, a more favorable atmosphere for business initiatives, a more realistic exchange rate, fairly low inflation, and the continued support of international organizations. Exports of Guyana include rice, sugar, molasses, bauxite, gold, furniture, electrical and household appliances, alcoholic beverages, chemicals and pharmeceuticals, wood, wood products, processed food, spices, fish, fruits, vegetables, hides, skins, leather and leather products, flowers and plants, textiles, yarns, fabrics, gold jewelry, toys and games, travel goods, stationery, paper products, ceramics, handicrafts, wildlife, packaged foods, and tobacco.


          The main economic activities in Guyana are agriculture (producing rice and Demerara sugar), bauxite mining, gold mining, timber, shrimp fishing and minerals. The sugar industry, which accounts for 28% of all export earnings, is largely run by Guysuco, which employs more people than any other industry. Many industries have a large foreign investment. The mineral industry, for example, is heavily invested in by the American company Reynolds Metals, the Canadian Alcan and the Korean/Malaysian Barama Company has a large stake in the logging industry.
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          The production of balat (natural latex) was once big business in Guyana. Most of the balata bleeding in Guyana took place in the foothills of the Kanuku Mountains in the Rupununi. Early exploitation also took place in the North West District, but most of the trees in the area were destroyed by illicit bleeding methods that involved cutting down the trees rather than making incisions in them.


          Folk uses of balat included the making of homegrown cricket balls, the temporarily filling of troublesome tooth cavities, and the crafting of figurines and other decorative items (particularly by the Macushi people of the Kanuku mountains).


          Major private sector organizations include the Private Sector Commission (PSC) and the Georgetown Chamber of Commerce & Industry (GCCI); See a list of companies in Guyana.


          In addition, the government initiated a major overhaul of the tax code with the start of 2007. The Value Added Tax (VAT) was brought into effect, replacing six different taxes. Prior to the implementation of the VAT it had been relatively easy to evade sales tax and many businesses were in violation of tax code. Many businesses were very opposed to VAT introduction because of the extra paperwork required; however, the Government has remained firm on the VAT. By replacing several taxes with one flat tax rate, it will also be easier for government auditors to spot embezzlement. While the adjustment to VAT has been a tough one, it may improve day-to-day life because of the significant additional funds the government will have available for public spending.


          President Bharrat Jagdeo has made debt relief a foremost priority of his administration. He has been quite successful, getting US$800 million8 of debt written off by the IMF, the World Bank and the Inter-American Development Bank (IDB), in addition to millions more from other industrial nations. Mr.Jagdeo was lauded by IDB President Moreno for his strong leadership and negotiating skills in pursuing debt relief for Guyana and several other regional countries.


          


          Summary


          
            
              	
                
                  	GDP/ PPP (2006 estimate)


                  	US$3.757 billion (US$4,900 per capita)


                  	Real growth rate 


                  	5.4%


                  	Inflation 


                  	6.0%


                  	Unemployment 


                  	9.1% (2000, understated)


                  	Arable land 


                  	2%


                  	Labour force 


                  	418,000 (2001 estimate)


                  	Agricultural produce


                  	sugar, rice, wheat, vegetable oils; beef, pork, poultry, dairy products; fish, shrimps


                  	Industrial produce 


                  	bauxite, sugar, rice milling, timber, textiles, gold mining

                

              

              	

              	
                
                  	Natural resources 


                  	bauxite, gold, diamonds, hardwood timber, shrimp, fish


                  	Exports 


                  	US$621.6 million (2006 estimate)

                  sugar, gold, bauxite/alumina, rice, shrimps, molasses, rum, timber.


                  	Imports 


                  	US$706.9 million (2006 estimate)

                  manufactured items, machinery, petroleum, food.


                  	Major trading partners


                  	Canada, U.S., UK, Portugal, Jamaica, Trinidad and Tobago, China, Cuba (2005)

                

              

              	
                



                


              
            

          


          


          Communications


          
            	Telephones


            	110,100 main lines ( ITU, 2005)

            400,000 mobile cellular (2007)


            	Radio broadcast stations


            	1 (government-owned, broadcasting on AM, FM, and shortwave)


            	Television broadcast stations


            	21 (in 2007; one government-owned station; the rest are private stations which relay a variety of American programmes via satellite services)


            	Internet hosts


            	3,000 (ITU, 2006)


            	Internet users


            	160,000 (ITU, 2005)

          


          


          Transport


          
            [image: Cross-border bridge from Guyana to Brazil under construction near Lethem.]

            
              Cross-border bridge from Guyana to Brazil under construction near Lethem.
            

          


          
            	Railways


            	Total 116 miles (187km), all dedicated to ore transport (2001 estimate)


            	Highways


            	Total 4,952 miles (7,970km), of which 367 miles (590km) paved and 4,586 miles (7,380km) unpaved (1999 estimate)


            	Waterways


            	669 miles (1,077km)


            	Ports and harbors


            	Georgetown, Port Kaituma


            	Airports


            	1 international airport ( Cheddi Jagan International Airport, Timehri); 1 regional int'l airport ( Ogle Airport); and about 90 airstrips, 9 of which have paved runways (2006 estimate).

          


          


          Culture


          
            
              Holidays
            

            
              	Date

              	Name
            


            
              	January 1

              	New Year's Day
            


            
              	February 23

              	Mashramani-Republic Day
            


            
              	variable

              	Phagwah
            


            
              	variable

              	Eid-ul-Fitr
            


            
              	variable

              	Youm Un Nabi
            


            
              	variable

              	Good Friday
            


            
              	variable

              	Easter Monday
            


            
              	May 1

              	Labour Day
            


            
              	May 5

              	Indian Arrival Day
            


            
              	May 26

              	Independence Day
            


            
              	First Monday in July

              	CARICOM Day
            


            
              	August 1

              	Emancipation Day
            


            
              	variable

              	Diwali
            


            
              	December 25

              	Christmas
            


            
              	December 26 or 27

              	Boxing Day
            

          


          Guyana, along with Suriname, French Guiana, and Brazil, is one of the four non-Hispanic nations in South America. Guyana's culture is very similar to that of the English-speaking Caribbean, to the extent that Guyana is included and accepted as a Caribbean nation and is a founding member of the Caricom (Caribbean Community) economic bloc and also the home of the Bloc's Headquarters, the CARICOM Secretariat. Its geographical location, its sparsely populated rain forest regions, and its substantial Amerindian population differentiate it from English-speaking Caribbean countries. Its blend of Indo-Guyanese (East Indian) and Afro-Guyanese (African) cultures gives it similarities to Trinidad and distinguishes it from other parts of the Americas. Guyana shares similar interests with the islands in the West Indies, such as food, festive events, music, sports, etc. Guyana plays international cricket as a part of the West Indies cricket team, and the Guyana team plays first class cricket against other nations of the Caribbean. In addition to its CARICOM membership, Guyana is a member of CONCACAF, the international football federation for North and Central America and the Caribbean. Another aspect of Guyanese culture is its rich folklore about Jumbees.


          


          Religion


          According to the 2002 Census, Guyana's religions breakdown is 28.4% Hindu, 16.9% Pentecostal, 8.1% Roman Catholic, 7.3% Muslim, 6.9% Anglican, 3% Seventh-day Adventist, 16.5% other Christian denominations, 4.3% no religion, 0.5% Rastafarian, 0.1% Bah', and 2.2% other faiths. Most Guyanese Christians are either Protestants or Roman Catholics and include a mix of all races. Hinduism is dominated by the Indians who came to the country in the early 1800s, while Islam varies between the Afro-Guyanese, and Indian-Guyanese.


          


          Events


          Mashramani (Mash) Phagwah ( Holi) Deepavali (Diwali)


          


          Education
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          Guyana's educational system was at one time considered to be among the best in the Caribbean, but it significantly deteriorated in the 1980s because of the emigration of highly educated citizens and the lack of appropriate funding. Although the education system has recovered somewhat in the 1990s, it still does not produce the quality of educated students necessary for Guyana to modernize its workforce. The country lacks a critical mass of expertise in many of the disciplines and activities on which it depends.


          The educational system does not sufficiently focus on the training of Guyanese in science and technology, technical and vocational subjects, business management, nor computer sciences. The Guyanese education system is modeled after the former British education system. Students are expected to write SSEE (secondary school entrance exam) by grade 6 for entrance into High School in grade 7. They write CXC at the end of high school. Recently they have introduced the CAPE exams which all other Caribbean countries have now introduced. The A-level system left over from the British era has all but disappeared and is now offered only in a few schools (current as at January 2007). The reason for the insufficient focus or various disciplines can be directly attributed to the common choices made by students to specialize in areas that are similar (math/chemistry/physics or geography/history/economics). With the removal of the old A-level system that encouraged this specialization, it is thought that it will be more attractive for students to broaden their studies.


          There are wide disparities among the geographical regions of the country in the availability of quality education, and the physical facilities which are provided are in poor condition.


          Further adding to the problems of the educational system, many of the better-educated professional teachers have emigrated to other countries over the past two decades, mainly because of low pay, lack of opportunities and crime. As a result, there is a lack of trained teachers at every level of Guyana's educational system.


          There are however several very good Private schools that have sprung up over the last fifteen years. Those schools offer a varied and balanced curriculum.


          


          Public health


          


          Service delivery


          The delivery of health services is provided at five different levels in the public sector:


          
            	Level I: Local Health Posts (166 in total) that provide preventive and simple curative care for common diseases and attempt to promote proper health practices. Community health workers staff them.


            	Level II: Health Centres (109 in total) that provide preventive and rehabilitative care and promotion activities. These are ideally staffed with a medical extension worker or public health nurse, along with a nursing assistant, a dental nurse and a midwife.


            	Level III: Nineteen District Hospitals (with 473 beds) that provide basic in-patient and outpatient care (although more the latter than the former) and selected diagnostic services. They are also meant to be equipped to provide simple radiological and laboratory services, and to be capable of gynecology, providing preventive and curative dental care. They are designed to serve geographical areas with populations of 10,000 or more.


            	Level IV: Four Regional Hospitals (with 620 beds) that provide emergency services, routine surgery and obstetrical and gynecological care, dental services, diagnostic services and specialist services in general medicine and pediatrics. They are designed to include the necessary support for this level of medical service in terms of laboratory and X-ray facilities, pharmacies and dietetic expertise. These hospitals are located in Regions 2, 3, 6 and 10.


            	Level V: The National Referral Hospital (937 beds) in Georgetown that provides a wider range of diagnostic and specialist services, on both an in-patient and out-patient basis; the Psychiatric Hospital in Canje; and the Geriatric Hospital in Georgetown. There is also one childrens rehabilitation centre.

          


          This system is structured so that its proper functioning depends intimately on a process of referrals. Except for serious emergencies, patients are to be seen first at the lower levels, and those with problems that cannot be treated at those levels are referred to higher levels in the system. However, in practice, many patients by-pass the lower levels.


          The health sector is currently unable to offer certain sophisticated tertiary services and specialized medical services, the technology for which is unaffordable in Guyana, or for which the required medical specialists simply do not exist. Even with substantial improvements in the health sector, the need for overseas treatment for some services might remain. The Ministry of Health provides financial assistance to patients requiring such treatment, priority being given to children whose condition can be rehabilitated with significant improvements to their quality of life.


          In addition to the facilities mentioned above, there are 10 hospitals belonging to the private sector and to public corporations, plus diagnostic facilities, clinics and dispensaries in those sectors. These ten hospitals together, provide for 548 beds.


          Eighteen clinics and dispensaries are owned by GUYSUCO.


          The Ministry of Health and Labour is responsible for the funding of the National Referral Hospital in Georgetown, which has recently been made a public corporation managed by an independent Board. Region 6 is responsible for the management of the National Psychiatric Hospital. The Geriatric Hospital, previously administered by the Ministry of Labour, became the responsibility of the Ministry of Human Resources and Social Security in December 1997.


          


          Health conditions


          One of the most unfortunate consequences of Guyana's economic decline in the 1970s and 1980s was that it led to very poor health conditions for a large part of the population. Basic health services in the interior are primitive to non-existent and some procedures are not available at all. The U.S. State Department Consular Information Sheet warns "Medical care is available for minor medical conditions. Emergency care and hospitalization for major medical illnesses or surgery is limited, because of a lack of appropriately trained specialists, below standard in-hospital care, and poor sanitation. Ambulance service is substandard and may not routinely be available for emergencies." Many Guyanese seek medical care in the United States, Trinidad or Cuba.


          Compared with other neighboring countries, Guyana ranks poorly in regard to basic health indicators. In 1998, life expectancy at birth was estimated at 66.0 years for Guyana, 71.6 for Suriname, 72.9 for Venezuela; 73.8 for Trinidad and Tobago, 74.7 for Jamaica, and 76.5 for Barbados. In Guyana, the infant mortality rate in 1998 was 24.2, in Barbados 14.9; in Trinidad and Tobago 16.2; in Venezuela 22; in Jamaica 24.5; and in Suriname 25.1.


          Maternal mortality rates in Guyana are also relatively high, being estimated at 124.6/1000 for 1998. Comparable figures for other Caribbean countries are 50/1000 for Barbados, 75/1000 for Trinidad and 100/1000 for Jamaica.


          It must be emphasized, however, that although Guyana's health profile still falls short in comparison with many of its Caribbean neighbours, there has been remarkable progress since 1988, and the Ministry of Health is constantly upgrading conditions, procedures, and facilities. Open heart surgery is now available in the country, and in the second half of 2007 an ophthalmic centre will open.


          The leading causes of mortality for all age groups are cerebrovascular diseases (11.6%); ischemic heart disease (9.9%); immunity disorders (7.1%); diseases of the respiratory system (6.8%); diseases of pulmonary circulation and other forms of heart disease (6.6%); endocrine and metabolic diseases (5.5%); diseases of other parts of the Digestive System (5.2%); violence (5.1%); certain condition originating in the prenatal period (4.3%); and hypertensive diseases (3.9%).


          The picture in regard to morbidity patterns differs. The ten leading causes of morbidity for all age groups are, in decreasing order: malaria; acute respiratory infections; symptoms, signs and ill defined or unknown conditions; hypertension; accident and injuries; acute diarrhoeal disease; diabetes mellitus; worm infestation; rheumatic arthritis; and mental and nervous disorders.


          This morbidity profile indicates that it can be improved substantially through enhanced preventive health care, better education on health issues, more widespread access to potable water and sanitation services, and increased access to basic health care of good quality.


          Guyana also suffers from the highest suicide rate of any South America country. The Guyana Health Minister, Leslie Ramsammy, estimates that at least 200 people commit suicide each year in Guyana, or 27.2 people for each 100,000 people each year.


          


          Environment and biodiversity
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          Guyana abounds with plant and animal life. Each region boasts unique species.


          The following habitats have been categorized for Guyana: coastal, marine, littoral, estuarine palustrine, mangrove, riverine, lacustrine, swamp, savannah, white sand forest, brown sand forest, montane, cloud forest, moist lowland and dry evergreen scrub forests (NBAP, 1999). About 14 areas of biological interest have been identified as possible hotspots for a National Protected Area System.


          More than 80% of Guyana is still covered by forests, ranging from dry evergreen and seasonal forests to montane and lowland evergreen rain forests. These forests are home to more than a thousand species of trees. Guyana's tropical climate, unique geology, and relatively pristine ecosystems support extensive areas of species-rich rain forests and natural habitats with high levels of endemism. Approximately eight thousand species of plants occur in Guyana, half of which are found nowhere else.


          Guyana is one of the countries with the highest biodiversity in the world. Guyana, with 1,168 vertebrate species, 1600 bird species, boasts one of the richest mammalian fauna assemblages of any comparably sized area in the world.


          The Guiana Shield region is little known and extremely rich biologically. Unlike other areas of South America, over 70% of the natural habitat remains pristine.


          The rich natural history of British Guiana was described by early explorers Sir Walter Raleigh and Charles Waterton and later by naturalists Sir David Attenborough and Gerald Durrell.


          


          Ecology and World Heritage Site status


          Countries interested in the conservation and protection of natural and cultural heritage sites of the world accede to the Convention Concerning the Protection of the World Cultural and Natural Heritage that was adopted by UNESCO in 1972. Guyana is no exception, and signed the treaty in 1977. In fact, Guyana was the first Caribbean State Party to sign the treaty. Sometime in the latter half of the mid-1990s, Guyana seriously began the process of selecting sites for World Heritage nomination and three sites were considered: Kaieteur National Park, Shell Beach and Historic Georgetown. By 1997, work on Kaieteur National Park was started and in 1998 work on Historic Georgetown was begun. To date, however, Guyana has not made a successful nomination.
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          In 2000, Guyana submitted the Kaieteur National Park, including the Kaieteur Falls, to UNESCO as its first World Heritage Site nomination. The proposed area and surrounds have some of Guyana's most diversified life zones with one of the highest levels of endemic species found anywhere in South America. The Kaieteur Falls is the most spectacular feature of the park falling a distance of 226m and exceeding the height of Niagara Falls (USA/Canada) five times. Unfortunately, the nomination of Kaieteur Park as a World Heritage Site was not successful, primarily because the area was seen by the evaluators as being too small, especially when compared with the Central Suriname Nature Reserve that had just been nominated as a World Heritage Site (2000). The dossier was thus returned to Guyana for revision.


          Guyana continues in its bid for a World Heritage Site. Work continues, after a period of hiatus, on the nomination dossier for Historic Georgetown. A Tentative List indicating an intention to nominate Historic Georgetown was submitted to UNESCO in December 2004. There is now a small committee put together by the Guyana National Commission for UNESCO to complete the nomination dossier and the management plan for the site. Recently, in April 2005, two Dutch experts in conservation spent two weeks in Georgetown supervising architecture staff and students of the University of Guyana in a historic building survey of the selected area. This is part of the data collection for the nomination dossier.


          Meanwhile, as a result of the Kaieteur National Park being considered too small, there is a proposal to prepare a nomination for a Cluster Site that will include the Kaieteur National Park, the Iwokrama Forest and the Kanuku Mountains. The Iwokrama Rain Forest, an area rich in biological diversity, has been described by Major General (Retired) Joseph Singh as a flagship project for conservation. The Kanuku Mountains area is in a pristine state, and is home to more than four hundred species of birds and other animals.


          There is much work to be done for the successful nomination of these sites to the World Heritage List. The State, the private sector and the ordinary Guyanese citizens each have a role to play in this process and in the later protection of the sites. Inscription on the UNESCO World Heritage will open Guyana to more serious tourists thereby assisting in its economic development.


          Guyana exhibits two of the World Wildlife Fund's Global 200 eco-regions most crucial to the conservation of global biodiversity, Guianan moist forests and Guyana Highlands moist forests and is home to several endemic species including the tropical hardwood Greenheart (Chlorocardium rodiei).


          


          Landmarks
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            	St. George's Anglican Cathedral


            	One of the tallest wooden structures in the world, and the second tallest wooden church after the Todaiji Temple in Japan.


            	Demerara Harbour Bridge


            	The world's fourth-longest floating bridge (formerly the longest).


            	Kaieteur Falls


            	One of the most spectacular waterfalls in the world.


            	Caribbean Community (CARICOM) Building


            	Houses the largest and most powerful political union in the Caribbean.


            	Providence Stadium


            	Situated in Providence on the east bank of the Demerara River and built in time for the ICC World Cup 2007, it is the largest sports stadium in the country. It is also near the Providence Mall, forming a major spot for leisure in Guyana.


            	Guyana International Conference Centre


            	Presented as a gift from the People's Republic of China to the Government of Guyana. It is the only one of its kind in the country.


            	Stabroek Market


            	A large cast-iron colonial structure that looked like a statue was located next to the Demerara River.


            	The City Hall


            	A beautiful wooden structure also from the colonial era.


            	Queen's College


            	Top educational institution in Guyana

          


          


          Military


          
            	Forces


            	Guyana Defence Force (GDF; includes Ground Forces, Coast Guard, and Air Corps) Guyana People's Militia (now Defunct);(GPM) Guyana National Service (now defunct);(GNS) Guyana Police Force


            	Available manpower


            	206,199 males aged 15 to 49, of which 155,058 are fit for service (2002 estimates)
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        Gwynedd in the High Middle Ages
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          Gwynedd in the High Middle Ages is a period in the History of Wales spanning the 11th, 12th, and 13th centuries (AD 10001300). The High Middle Ages were preceded by the Early Middle Ages and followed by the Late Middle Ages. Gwynedd is located in the north of Wales.


          Distinctive achievements in Gwynedd during this period include further development of medieval Welsh literature, known as the Beirdd y Tywysogion ( Welsh for Poets of the Princes), the reformation of bardic schools, and the continued development of Cyfraith Hywel (The Law of Hywel, or Welsh law); all three of which further contributed to the development of a Welsh national identity in the face of Anglo-Norman encroachment of Wales.


          Gwynedd's traditional territory included Anglesey (Ynys Mn) and all of north Wales between the River Dyfi in the south and River Dee ( Welsh Dyfrdwy) in the northeast. The Irish Sea (Mr Iwerddon) lies to the north and west, and lands formerly part of the Powys border the south-east. Gwynedd's strength was due in part to the region's mountainous geography which made it difficult for foreign invaders to campaign in the country and impose their will effectively.


          Gwynedd emerged from the Early Middle Ages having suffered from increasing Viking raids and various occupations by rival Welsh princes, causing political and social upheaval. With the historic Aberffraw family displaced, by the mid 11th century Gwynedd was united with the rest of Wales by the conquest of Gruffydd ap Llywelyn, followed by the Norman invasions between 1067 and 1100.


          After the restoration of the Aberffraw family in Gwynedd, a series of successful rulers such as Gruffydd I and Owain I in the late 11th and 12th century, and Llywellyn I and Llywelyn II in the 13th century, led to the emergence of the Principality of Wales, based on Gwynedd.


          The emergence of the principality in the 13th century was proof that all the elements necessary for the growth of Welsh statehood were in place, and Wales was independent de facto, wrote historian Dr. John Davies. As part of the Principality of Wales, Gwynedd would retain Welsh laws and customs and home rule until the Edwardian Conquest of Wales of 1282.
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          11th Century


          


          Norse raids; Aberffraw dispossessed


          The latter part of the 10th century, and the whole of the 11th century, was an exceptionally tumultuous period for Gwynedd's Welsh population. Deheubarth's ruler Maredudd ab Owain deposed Gwynedd's ruler Cadwallon ab Ieuaf of the House of Aberffraw in 986, annexing Gwynedd into his enlarged domain, which came to include most of Wales.


          The Hiberno-Norse from Dublin and the Isle of Man routinely raided the coasts of Wales, with the Welsh of Ynys Mn and the Llŷn Peninsula suffering the most in Gwynedd. In 987 a Norse raiding party landed on Mn and captured as many as two thousand of the island's residents, selling them as slaves across northern Europe. Historian and author Dr. John Davies argues that it is during this period that the Norse name for Mn, Anglesey, came into existence and was later adopted into English. In 989 Meredudd ab Owain bribed the Norse not to raid that year. However the Norse resumed significant raids on Mn in 993, as well as other parts of Wales for the remainder of the century.


          In 999 Meredudd ab Owain of Deheubarth died, and Cynan ap Hywel was able to wrestle back Gwynedd for the Aberffraw dynasty. However, Cynan himself was deposed by Aeddan ap Blegywryd in 1005. Aeddan was not himself connected to the Aberffraw family, and was perhaps a minor commote lord. Aeddan ruled Gwynedd until 1018, when he and his four sons were defeated in battle by Llywelyn ap Seisyll, lord of Rhuddlan in lower Gwynedd.


          Llywelyn ap Seisyll married Anghared, daughter of Meredudd ab Owain of Deheubarth, and ruled Gwynedd until his death in 1023, when Iago ab Idwal recovered the rulership of Gwynedd for the senior line of the Aberffraw house. Iago reigned in Gwynedd until 1039 when he was murdered by his own men, perhaps under the direction of Gruffydd of Rhuddlan, Llywelyn ap Seisyll's eldest son.


          At age four, the Aberffraw heir Cynan ab Iago escaped with his mother to exile in Dublin.


          


          Gruffydd ap Llywelyn; 1039-1063


          Gruffydd ap Llywelyn seized control of Gwynedd in 1039 with the death of Iago ab Idwal and, after taking possession of Powys, struck at Mercia slaying Edwin of Mercia, brother of Leofric, Earl of Mercia. Gruffydd's decisive defeat of the Mercians in battle at Rhyd y Groes on the Severn (near Welshpool), neutralized Mercian incursions on Gwynedd and Powys' eastern borders as many of Mercia's leading magnates were also slain alongside Edwin of Mercia.


          


          Conquest of South Wales


          Gruffydd then turned his attention to the conquest of Deheubarth, ruled by his maternal cousin Hywel ab Edwin of the House of Dinefwr. The latter was "by no means easy to dislodge", wrote Lloyd. Gruffydd raided Deheubarth's province of Ceredigion in 1036, ravaging the lands of the monastic community of Llanbadarn Fawr (Great Llanbadarn). Hywel of Deheubarth was able to defend Deheubarth against Gruffydd's raids until he was defeated in 1041 at the Battle of Pencader, after which Gruffydd captured Hywel's wife and became master of Ceredigion.


          After the Battle of Pencader, Hywel retained Dyfed ( Pembrokeshire) and Ystrad Tywi ( Carmarthenshire), the heart of Deheubarth. However he was expelled by Gruffydd in 1043 after an unrecorded event, and sought refuge in Ireland. In 1044 Hywel returned to recover Deheubarth with an army of Hiberno-Norse, but was slain and defeated in the Battle of Aber Tywi by Gruffydd ap Llywelyn.


          Between 1044 and 1055 Gruffydd ap Llywelyn fought Gruffydd ap Rhydderch of Gwent for control of Deheubarth. Following the defeat of Hywel by Gruffydd ap Llywelyn, Gruffydd ap Rhydderch of Gwent was able to "stir up" the minor commote lords of Deheubarth on his behalf, and was able to call up an army to resist Gruffydd ap Llywelyn, wrote Lloyd. By 1046 Gruffydd ap Llywelyn allied with Sweyn Godwinson, Earl of Hereford, and the two of them campaigned in South Wales against Gruffydd of Gwent. In 1047 the lords of Ystrad Tywi, the heart of Deheubarth and the seat of the Dinefwr family, led an army which totally defeated the 150-strong teulu, or household guard, of Gruffydd ap Llywelyn, who was narrowly able to escape. In retaliation against the resurgent nobles of Ystrad Tywi and Dyfed, Gruffydd ap Llywelyn devastated those provinces, but "in vain," wrote Lloyd, "as his authority in South Wales was ... shattered" by Gruffydd ap Rhydderch of Gwent who was now firmly in control of Ystrad Tywi and Dyfed.


          In the summer of 1052 Gruffydd ap Llywelyn raided the Norman settlements in Herefordshire in retaliation for the displacement of his former ally Sweyn Godwinson. Sweyn Godwinson and his family were forced into exile and replaced by the Norman Ralph the Timid. Gruffydd defeated the mixed force of Norman and English sent against his raiding party near Leominster.


          In 1055 Gruffydd ap Llywelyn defeated and killed his southern rival Gruffydd ap Rhydderch and took possession of Deheubarth, later driving out Meurig ap Hywel and Cadwagan ap Hywel of Gwent, and so becoming master over the whole of Wales.


          


          Wars with England


          Gruffydd allied with lfgar, Earl of East Anglia (and son of Leofric, Earl of Mercia), who had been dispossessed of his earldom on charges of treason, charges which may or may not have been substantiated.


          On 24th October, 1055, Gruffydd, lfgar, and lfgar's Hiberno-Norse mercenaries, attacked the Norman settlement at Hereford, defeating Ralph, Earl of Hereford, and razing Hereford Castle. In the looting which followed, Gruffydd and lfgar raided Hereford Cathedral of its rich vessels and furnishing, killing seven of the canons who sought to bar the cathedral doors against the raiders.


          Edward the Confessor, King of England, commissioned Harold Godwinson, Earl of Wessex, to respond to Gruffydd's raid on Hereford. However Harold was unable to penetrate into Wales but for a few miles beyond the Dyffryn Dŵr (Valley of Dore). Unable to campaign in Wales, a peace accord was reached between Gruffydd, lfgar, and Harold of Wessex, and Edward the Confessor at Billingsley, near Boulston in Archenfield, with lfgar regaining his earldom of East Anglia.


          Despite the peace of Billingsley, cross border raids continued. In June 1056 Leofgar, Bishop of Hereford, led an army into Wales in revenge for the earlier raid committed by Gruffydd and lfgar. Gruffydd defeated Bishop Leofgar on June 16 in a battle in Dyffryn Machawy, with the bishop among those slain. The following year the men of Hereford raised another army against the Welsh, but their army was dogged by skirmishes and defeat, and they were obliged to negotiate for a peace.


          


          King of Wales


          Gruffydd and his "ever-victorious Welshmen", argued Lloyd, continued to poise a threat to the west of England. In 1056 a treaty was reached between Gruffydd, master of Wales and of the Welsh marches, and the leading magnates of England, which included Earl Harold Godwinson, Earl Leofric of Mercia, and Aldred of Worcester (the soon-to-be Archbishop of York). Gruffydd would be recognized in all of his conquests if he would swear fealty to King Edward the Confessor, becoming an " under-king" in a similar manner to the King of Scots. Agreeing to the terms, Gruffydd traveled from Chepstow to Gloucester where he and King Edward the Confessor met, and the treaty terms performed.


          From his family seat at Rhuddlan, Gruffydd ruled the whole of Wales as king.


          Gruffydd's position was futher strengthened in 1057 when his friend and ally, lfgar, Earl of East Anglia, inherited Mercia on the death of his father, Earl Leofric. Their alliance was cemented with a dynastic marriage, as Gruffydd married ldyth, lfgar's daughter, around this time. As allied neighbors, Gruffydd and lfgar were "fortified against all attack," argued Lloyd, as their territory included Gruffydd's Wales, and lfgar's Mercia and Anglia.


          However, Earl lfgar died in 1062 and was succeeded by his young and inexperienced son Edwin. The loss of a strong Mercian ruler exposed Gruffydd's position. Following King Edward's Christmas court held at Gloucester, "at a time most unusual for campaigning in Wales," noted Lloyd, Harold Godwinson led a small force of huscarls from Chester into Wales, boldly striking Gruffydd's court at Rhuddlan. However, Gruffydd received warning beforehand, and escaped on a small ship into the River Clwyd just as Harold's forces took Rhuddlan.


          Though having failed to take Gruffydd in the winter of 1062, Harold Godwinson began preparations for a spring campaign in Wales. Tostig Godwinson, Earl of Northumbria, brought a force into North Wales, aiming to conquer Ynys Mn, while Harold assembled a light infantry at Bristol, where they boarded ships sailing for North Wales. On landing first in South Wales, and seeing the English army, the local magnates of Deheubarth came to terms with Harold and gave hostages as a guarantee of peace. Harold continued on to Gwynedd, where Gruffydd was already besieged by Tostig's army and "driven from one hiding place to another", wrote Lloyd. Harold landed in Wales and joined in the hunt, and offered peace to the Welsh of Gwynedd in exchange for Gruffydd's head. Desperate to end the Anglo-Saxon siege, Gruffydd's own men murdered him on August 5, 1063.


          


          Mathrafal Ascendency; 1063-1081


          Harold Godwinson did not undertake the conquest or occupation of Wales; there was not the planning or resources, nor any national will to conquer Wales. Harold's war goal was the elimination of Gruffydd and any centralized authority in Wales.


          Gruffydd ap Llywelyn's maternal half brothers Bleddyn ap Cynfyn and Rhiwallon ap Cynfyn of the Mathrafal house of Powys divided Gwynedd and Powys between them, swearing fealty to Edward the Confessor who endorsed their seizure, and with Deheubarth, Glamorgan, and Gwent returned to their historic dynasties.


          


          Alliance with Mercia and Northumbria
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          Bleddyn ap Cynfyn allied with the Anglo-Saxons of Northern England to resist the threat from William the Conqueror following the Norman Conquest of England in 1066. In 1067 Bleddyn and Rhiwallon joined with the Mercian Eadric the Wild in an attack on the Normans at Hereford Castle, and ravaged the Norman lands in Herefordshire along the River Lugg, "causing serious damage" to the Normans, wrote Llwyd.


          Between 1068 and 1070 Bleddyn allied with Edwin, Earl of Mercia, Gospatric, Earl of Northumbria and Morcar of Northumbria in an alliance against the Normans during the Harrowing of the North. However the defeat of the Saxons in 1070 exposed lower Gwynedd, the Perfeddwlad, to Norman incursions, with Robert "of Rhuddlan" taking Rhuddlan Castle and establishing himself firmly at the mouth of the Clwyd river by 1073.


          Bleddyn was killed in 1075 by Rhys ab Owain, Prince of Deheubarth, an ally of the dispossessed Aberffraw heir of Gwynedd, Gruffydd ap Cynan, who was attempting to recover his inheritance. Rhys ab Owain was able to recover Deheubarth for the House of Dinefwr following the death of Gruffydd ap Llywelyn in 1063. However, Trahaearn ap Caradog of Arwystli, Bleddyn's cousin, took control of Gwynedd and by 1078 defeated Rhys ab Owain at the Battle of Goodwick. Trahaearn allied with Caradog ap Gruffydd of Gwent against Deheubarth.


          Gruffydd ap Cynan, who grew up in exile in Dublin and was himself half Hiberno-Norse on his mother's side, made his first attempt to recover Gwynedd in 1075 when he landed on Ynys Mn with a Norse force, and mercenary troops provided by Robert of Rhuddlan. Gruffydd ap Cynan first defeated and killed Cynwrig ap Rhiwallon, an ally of Trahaearn who held Llŷn, then defeated Trahaearn himself in the Battle of Gwaed Erw in Meirionnydd, gaining control of Gwynedd.


          Gruffydd then led his forces eastwards into lower Gwynedd, the Perfeddwlad, to recover lands lost to the Normans. Despite the "assistance" previously given by Robert of Rhuddlan, Gruffydd attacked and destroyed Rhuddlan castle. However, tension between Gruffydd's Hiberno-Norse bodyguard and the local Welsh led to a rebellion in Llŷn, and Trahaearn took the opportunity to counterattack, defeating Gruffydd at the Battle of Bron yr Erw, above Clynnog Fawr, that same year.


          Gruffydd fled to Ireland but in 1081 returned and made an alliance with Rhys ap Tewdwr, the new Prince of Deheubarth following the death of his cousin. Rhys had been attacked by Caradog ap Gruffydd of Gwent and Morgannwg, and had been forced to flee from his fortress of Dinefwr to St David's Cathedral in Penfro ( Pembrokeshire).


          Gruffydd this time embarked from Hiberno-Norse Waterford in Ireland with a Norse army and landed near Tyddewi (St David's) joining his ally Rhys ap Tewdwr of Deheubarth. He was joined here by his supporters from Gwynedd, and he and Rhys marched north to seek Trahaearn ap Caradog and Caradog ap Gruffydd of Powys, who had themselves made an alliance and been joined by Meilyr ap Rhiwallon of Powys.


          The armies of the two confederacies met at the Battle of Mynydd Carn, with Gruffydd and Rhys victorious and Trahaearn, Caradog and Meilyr all killed. Gruffydd was thus able to seize power in Gwynedd for the second time.


          


          The Norman invasion of Gwynedd; 1081-1100


          However, Gruffydd's victory was short-lived as the Normans launched an invasion of Wales following the Saxon revolt in northern England. Shortly after the Battle of Mynydd Carn in 1081, Gruffydd was lured into a trap with the promise of an alliance but seized by Hugh the Fat, 1st Earl of Chester in an ambush at Rug, near Corwen. Earl Hugh claimed the Perfeddwlad up to the Clwyd river (the commotes of Tegeingl and Rhufoniog; the modern counties of Denbighshire, Flintshire and Wrexham) as part of Chester, and viewed the restoration of the Aberffraw family in Gwynedd as a threat to his own expansion into Wales. The lands west of the Clwyd were intended for his cousin Robert of Rhuddlan, and their advance extended to the Llŷn peninsula by 1090.


          Once in power, the Normans sought control over the spiritual traditions and ecclesiastical institutions in Wales. In his effort further to consolidate control over Gwynedd, Earl Hugh of Chester had forced the election of Herv the Breton upon the Bangor diocese in 1092, with Herv's consecration as Bishop of Bangor performed by Thomas of Bayeux, the Archbishop of York. It was hoped that placing a prelate loyal to the Normans over the traditionally independent Welsh Church in Gwynedd would help pacify the local inhabitants.


          However, the Welsh parishioners remained hostile to Herv's appointment, and the bishop was forced to carry a sword with him and rely on a contingent of Norman knights for his protection. Additionally, Herv routinely excommunicated parishioners who he perceived as challenging his spiritual and temporal authority.


          


          Aberffraw resistance
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          By 1094 almost the whole of Wales was occupied by Norman forces. However, although they erected many castles, Norman control in most regions of Wales was tenuous at best. Motivated by local anger over the "gratuitously cruel" invaders and led by the historic ruling houses such as Gwynedd's Aberffraw family, represented by Gruffydd ap Cynan, Welsh control over the greater part of Wales was restored by 1100.


          Gruffydd escaped Norman imprisonment in Chester, and slew Robert of Rhuddlan in a beach side battle at Deganwy on 3 July 1093. Gruffydd recovered Gwynedd by 1095, and by 1098 he allied with Cadwgan ap Bleddyn of the Mathrafal house of Powys, their traditional dynastic rivalries notwithstanding. Gruffydd and Cadwgan led the Welsh resistance to the Norman occupation in north and mid Wales. However, by 1098 Earl Hugh of Chester and Hugh of Montgomery, 2nd Earl of Shrewsbury advanced their army to the Menai Strait, with Gruffydd and Cadwgan regrouping on defensible Ynys Mn, where they planned to make retaliatory strikes from their island fortress. Gruffydd hired a Norse fleet from a settlement in Ireland to patrol the Menai and prevent the Norman army from crossing; however the Normans were able to pay off the fleet to ferry them to Mn instead. Betrayed, Gruffydd and Cadwgan were forced to flee to Ireland in a skiff.


          The Normans landed on Mn, and their furious 'victory celebrations' which followed were exceptionally violent, with rape and carnage committed by the Norman army left unchecked. The earl of Shrewsbury had an elderly priest mutilated, and made the church of Llandyfrydog a kennel for his dogs.
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          During the 'celebrations', a Norse fleet led by Magnus Barefoot, king of Norway, appeared off the coast at Ynys Seiriol (Puffin Island), and in the battle that followed, known as the Battle of Anglesey Sound, Magnus shot dead the earl of Shrewsbury with an arrow to the eye. The Norse left as suddenly and as mysteriously as they had arrived, however leaving the Norman army weakened and demoralized.


          The Norman army retired to England, leaving a Welshman, Edwin ap Goronwy, lord of Tegeingl, in command of a token force to control Ynys Mn and upper Gwynedd, and ultimately abandoning any colonization plans there. Edwin ap Goronwy transferred his allegiance to Chester following the defeat of his ally Trahaearn ap Caradog in 1081, a move which earned him the epithet Bradwr, traitor, among the Welsh.


          [bookmark: 12th_Century]


          12th Century


          


          Pura Wallia and Marchia Wallie


          In late 1098 Gruffydd and Cadwgan landed in Wales and recovered Ynys Mn without much difficulty, with Herv the Breton fleeing Bangor for safety in England. Over the course of the next three years, Gruffydd was able to recover upper Gwynedd to the Conwy, defeating Hugh, Earl of Chester. In 1101, after Earl Hugh's death, Gruffydd and Cadwgan came to terms with England's new king, Henry I, who was consolidating his own authority and also eager to come to terms.


          In the negotiations which followed Henry I recognized Gruffydd's ancestral claims of Mn, Llŷn, Dunoding ( Eifionydd and Ardudwy) and Arllechwedd (Mn, Caernarfonshire and northern Merionethshire), the lands of upper Gwynedd to the Conwy which were already firmly in Gruffydd's control. Cadwgan regained Ceredigion, and his share of the family inheritance in Powys, from the new earl of Shrewsbury, Robert of Bellme.


          With the settlement reached between Henry I and Gruffydd I, and other Welsh lords, the division of Wales between Pura Wallia, the two-thirds of Wales under Welsh control; and Marchia Wallie, the remaining one-third of Wales under Norman control, came into existence. Author and historian John Davies notes that the border shifted on occasion, "in one direction and in the other", but remained more or less stable for almost the next two hundred years.


          


          Consolidation 1101-1132


          After generations of incessant warfare, Gruffydd began the reconstruction of Gwynedd, intent on bringing stability to his country. According to Davies, Gruffydd sought to give his people the peace to "plant their crops in the full confidence that they would be able to harvest them". Gruffydd consolidated princely authority in north Wales, and offered sanctuary to displaced Welsh from the Perfeddwlad, particularly from Rhos, at the time harassed by Richard, 2nd Earl of Chester.


          Alarmed by Gruffydd's growing influence and authority in north Wales, and on the pretext that Gruffydd sheltered rebels from Rhos against Chester, Henry I launched a campaign against Gwynedd and Powys in 1114, which included a vanguard commanded by King Alexander I of Scotland. While Owain ap Cadwgan of Ceredigion sought refuge in Gwynedd's mountains, Maredudd ap Bleddyn of Powys made peace with the English king as the Norman army advanced. There were no battles or skirmishes fought in the face of the vast host brought into Wales, rather Owain and Gruffydd entered into truce negotiations. Owain ap Cadwgan regained royal favour relatively easily. However Gruffydd I was forced to render homage and fealty and pay a heavy fine, though he lost no land or prestige.


          The invasion left a lasting impact on Gruffydd, who by 1114 was in his 60s and had failing eyesight. For the remainder of his life, while Gruffydd I continued to rule in Gwynedd, his sons Cadwallon, Owain, and Cadwaladr, would lead Gwynedd's army after 1120. Gruffydd's policy, which his sons would execute and later rulers of Gwynedd adopted, was to recover Gwynedd's primacy without blatantly antagonizing the English crown.
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          In 1120 a minor border war between Lywarch ab Owain, lord of a commote in the Dyffryn Clwyd cantref, and Hywel ab Ithel, lord of Rhufoniog and Rhos (all three part of either Conwy county or Denbighshire) brought Powys and Chester into conflict in the Perfeddwlad. Powys brought a force of 400 warriors to the aid of its ally Rhufoniog, while Chester sent Norman knights from Rhuddlan to the aid of Dyffryn Clwyd. The bloody Battle of Maes Maen Cymro, fought a mile to the north-west of Ruthin, ended with Lywarch ab Owain slain and the defeat of Dyffryn Clwyd. However, it was a pyrrhic victory as the battle left Hywel ab Ithel mortally wounded. The last of his line, when Hywel ab Ithel died six weeks later he left Rhufoniog and Rhos bereft. Powys, however, was not strong enough to garrison Rhufoniog and Rhos, nor was Chester able to exert influence inland from its coastal holdings of Rhuddlan and Deganwy. With Rhufoniog and Rhos abandoned, Gruffydd I annexed the cantrefi.


          On the death of Einion ap Cadwgan, lord of Meirionydd, a quarrel engulfed his kinsmen on who should succeed him. Meirionydd was then a vassel cantref of Powys, and the family there a cadet of the Mathrafal house of Powys. Gruffydd gave license to his sons Cadwallon and Owain to press the opportunity the dynastic strife in Meirionydd presented. The brothers raided Meirionydd with the Lord of Powys as important there as he was in the Perfeddwlad. However it would not be until 1136 that the cantref was firmly within Gwynedd's control.


          Perhaps because of their support of Earl Hugh of Chester, Gwynedd's rival, in 1124 Cadwallon slew the three rulers of Dyffryn Clwyd, his maternal uncles, bringing the cantref firmly under Gwynedd's vassalage that year. And in 1125 Cadwallon slew the grandsons of Edwin ap Goronwy of Tegeingl, leaving Tegeingl bereft of lordship.


          However, in 1132 while on campaign in the commote of Nanheudwy, near Llangollen, 'victorious' Cadwallon was defeated in battle and slain by an army from Powys. The defeat checked Gwynedd's expansion for a time, "much to the relief of the men of Powys", wrote historian Sir John Edward Lloyd (J.E Lloyd).


          


          During England's Anarchy 1135-1157


          


          The Great Revolt; 1136-1137
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          By 1136 an opportunity arose for the Welsh to recover lands lost to the Marcher lords after Stephen de Blois had displaced his cousin Empress Matilda from succeeding her father to the English throne the previous year, sparking the Anarchy in England. The usurpation and conflict it caused eroded central authority in England. The revolt began in south Wales, as Hywel ap Maredudd, lord of Brycheiniog ( Brecknockshire), gathered his men and marched to the Gower, defeating the Norman and English colonists there. Inspired by Hywel of Brycheiniog's success, Gruffydd ap Rhys, Prince of Deheubarth, hastened to meet with Gruffydd I of Gwynedd, his father-in-law, to enlist his aid in the revolt. However, with Gruffydd ap Rhys' absence the Normans increased their incursions into Deheubarth. Gruffydd ap Rhys' wife Gwenllian, Princess of Deheubarth, gathered a host for the defense of her country.


          Gwenllian was the youngest daughter of Gruffydd I of Gwynedd, and after she eloped with the Prince of Deheubarth she joined him resisting Norman occupation in south Wales. Husband and wife led retaliatory strikes on Norman positions in Deheubarth, taking goods from the Norman, English, and Flemish colonists and redistributing them to Deheubarth's displaced Welsh, "as a pair of Robin Hoods of Wales", wrote historian Philip Warner.


          With her husband meeting with her father in Gwynedd, Gwenllian raised an army to counter Norman incursions ravaging Deheubarth. Gwenllian met the Norman army, led by Maurice of London, near Kidwelly Castle. Gwenllian's forces were routed, and she was captured and beheaded by the Normans. Though defeated, her 'patriotic revolt' inspired others in south Wales to rise. The Welsh of Gwent, led by Iowerth ab Owain (grandson of Caradog ap Gruffydd, Gwent's Welsh ruler displaced by the Norman invasions), ambushed and slew Richard Fitz Gilbert, the Norman lord who controlled Ceredigion.


          When word reached Gwynedd of Gwenllain's death and the revolt in Gwent, Gruffydd I's sons Owain and Cadwaladr invaded Norman controlled Ceredigion, taking Llanfihangel, Aberystwyth, and Llanbadarn Fawr. Liberating Llanbadarn, one local chronicler hailed Owain and Cadwaladr both as "bold lions, virtuous, fearless and wise, who guard the churches and their indwellers, defenders of the poor [who] overcome their enemies, affording a safest retreat to all those who seek their protection". The brothers restored the Welsh monks of Llanbadarn, who had been displaced by monks from Gloucester brought there by the Normans who had controlled Ceredigion.


          By late September 1136 a vast Welsh host gathered in Ceredigion, which included the combined forces of Gwynedd, Deheubarth, and Powys; and met the Norman army at the Battle of Crug Mawr at Cardigan Castle. The battle turned into a rout, and then into a resounding defeat of the Normans.


          Realizing how vulnerable they were to a resurgent Wales during the Great Revolt, the Marcher lords became estranged from Stephen of England due in large part to his lackluster response to the Welsh resurgence. These lords began shifting their allegiance back to the cause of Empress Matilda and the return of a strong royal government.


          


          Owain I of Gwynedd
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          When their father Gruffydd I died in 1137, the brothers Owain and Cadwaladr were on a second campaign in Ceredigion, and took the castles of Ystrad Meurig, Lampeter (Stephen's Castle), and Castell Hywel (Humphries Castle)


          Owain I ap Gruffydd succeeded his father to the greater portion of Gwynedd in accordance to Welsh law, the Cyfraith Hywel, the Laws of Hywel; and became known as Owain Gwynedd to differentiate him from another Owain ap Gruffydd, the Mathrafal ruler of Powys, known as Owain Cyfeiliog. Cadwaladr, Gruffydd's youngest son, inherited the commote of Aberffraw on Ynys Mn, and the recently conquered Meirionydd and northern Ceredigion, that is Ceredigion between the rivers Aeron and Dyfi.


          By 1141 Cadwaladr and Madog ap Maredudd of Powys led a Welsh vanguard as an ally of the Earl of Chester in the Battle of Lincoln, and joined in the rout which made Stephen of England prisoner of Empress Matilda for a year. Owain, however, did not participate in the battle, keeping the majority of Gwynedd's army at home. Owain, of restrained and prudent temperament, may have judged that aiding Stephen's capture would lead to the restoration of Matilda and a strong royal government in England; a government which would support Marcher lords, support absent since Stephen's usurpation.


          Owain and Cadwaladr came to blows in 1143 when Cadwaladr was implicated in the murder of Prince Anarawd ap Gruffydd of Deheubarth, Owain's ally and future son-in-law, on the eve of Anarawd's wedding to Owain's daughter. Owain followed a diplomatic policy of binding other Welsh rulers to Gwynedd through dynastic marriages, and Cadwaladr's border dispute and murder of Anarawd threatened Owain's efforts and credibility.As ruler of Gwynedd, Owain stripped Cadwaladr of his lands, with Owain's son Hywel dispatched to Ceredigion, where he burned Cadwaladr's castle at Aberystwyth. Cadwaladr fled to Ireland and hired a Norse fleet from Dublin, bringing the fleet to Abermenai to compel Owain to reinstate him. Taking advantage of the brotherly strife, and perhaps with the tacit understanding of Cadwaladr, the marcher lords mounted incursions into Wales. Realizing the wider ramifications of the war before him, Owain and Cadwaladr came to terms and reconciled, with Cadwaladr restored to his lands. Peace between the brothers held until 1147, when an unrecorded event occurred which led Owain's sons Hywel and Cynan to drive Cadwaladr out of Meirionydd and Ceredigion, with Cadwaladr retreating to Mn. Again an accord was reached, with Cadwaladr retaining Aberffraw until a more serious breach occurred in 1153, when he was forced into exile in England, where his wife was the sister of Gilbert de Clare, 2nd Earl of Hertford and the niece of Ranulph de Gernon, 2nd Earl of Chester.


          In 1146 news reached Owain that his favoured eldest son and heir, Rhun, died. Owain was overcome with grief, falling into a deep melancholy from which none could console him, until news reached him that Mold castle in Tegeingl (Flintshire) had fallen to Gwynedd, "[reminding Owain] that he had still a country for which to live," wrote historian Sir John Edward Lloyd.


          Between 1148 and 1151, Owain I of Gwynedd fought against Madog ap Maredudd of Powys, Owain's son-in-law, and against the Earl of Chester for control of Il, with Owain having secured Rhuddlan Castle and all of Tegeingl from Chester. "By 1154 Owain had brought his men within sight of the red towers of the great city on the Dee", wrote Lloyd."


          


          Henry II's 1157 Campaign


          Having spent three years consolidating his authority in the vast Angevin Empire, Henry II of England resolved on a strategy against Owain I of Gwynedd by 1157. By now, Owain's enemies had joined Henry II's camp, enemies such as his wayward brother Cadwaladr and in particular Madog of Powys. Henry II raised his feudal host and marched into Wales from Chester. Owain positioned himself and his army at Dinas Basing ( Basingwerk), barring the road to Rhuddlan, setting up a trap in which Henry II would send his army along the direct road along the coast, while he crossed through the woods to outflank Owain. The Prince of Gwynedd anticipated this, and dispatched his sons Dafydd and Cynan into the woods with an army, catching Henry II unaware.


          In the mele which followed Henry II would have been slain, had not Roger, Earl of Hertford rescued him. Henry II retreated and made his way back to his main army, by now slowly advancing towards Rhuddlan. Not wishing to engage the Norman army directly, Owain repositioned himself first at St. Asaph, then further west, clearing the road for Henry II to enter into Rhuddlan "ingloriously". Once in Rhuddlan, Henry II received word that his naval expedition had failed. Instead of meeting Henry II at Deganwy or Rhuddlan as the king had commanded, the English fleed had gone to plunder Mn.


          The naval expedition was led by Henry II's maternal uncle (Empress Matilda's half-brother), Henry FitzRoy; and when they landed on Mn, Henry FitzRoy had the churches of Llanbedr Goch and Llanfair Mathafarn Eithaf torched. During the night the men of Mn gathered together, and the next morning fought and defeated the Norman army, with Henry FitzRoy falling under a shower of lances. The defeat of his navy and his own military difficulties had convinced Henry II that he had "gone as far as was practical that year" in his effort to subject Owain, and the king offered terms to the prince.


          Owain I of Gwynedd, "ever prudent and sagacious", wrote Lloyd, recognized that he needed time to consolidate power further, and agreed to the terms. Owain was to render homage and fealty to the King, and resign Tegeingl and Rhuddlan to Chester, and restore Cadwaladr to his possessions in Gwynedd.


          The death of Madog ap Meredudd of Powys in 1160 opened an opportunity for Owain I of Gwynedd to press Gwynedd's influence further at the expense of Powys. However, Owain continued to further Gwynedd's expansion without rousing the English crown, maintaining his 'prudent policy' of Quieta non movere (don't move settled things), as Lloyd wrote. It was a policy of outward conciliation, while masking his own consolidation of authority. To further demonstrate his goodwill, in 1160 Owain handed over to the English crown the fugitive Einion Clud. By 1162 Owain was in possession of the Powys cantref of Cyfeiliog, and its castle of Tafolwern; and ravaged another Powys cantref of Arwystli, slaying its lord, Hywel ab Ieuaf. Owain's strategy was in sharp contrast to Rhys ap Gruffydd, prince of Deheubarth, who in 1162 rose in open revolt against the Normans in south Wales, drawing Henry II back to England from the continent.


          


          The Great Revolt of 1166


          In 1163 Henry II quarrelled with Thomas Becket, the Archbishop of Canterbury, causing growing divisions between the king's supporters and the archbishop's supporters. With discontent mounting in England, Owain I of Gwynedd joined with Rhys ap Gruffydd of Deheubarth in a second grand Welsh revolt against Henry II. England's king, who only the previous year had pardoned Rhys ap Gruffydd for his 1162 revolt, assembled a vast host against the allied Welsh, with troops drawn from all over the Angevin empire assembling in Shrewsbury, and with the Norse of Dublin paid to harass the Welsh coast. While his army gathered on the Welsh frontier, Henry II left for the continent to negotiate a truce with France and Flanders in order not to disturb his peace while campaigning in Wales.


          However, when Henry II returned to England he found that the war had already begun, with Owain's son Dafydd raiding Angevin positions in Tegeingl, exposing the castles of Rhuddlan and Basingwerk to "serious dangers", wrote Lloyd. Henry II rushed to north Wales for a few days to shore up defences there, before returning to his main army now gathering in Croesoswallt (Oswestry).


          The vast host gathered before the allied Welsh principalities represented the largest army yet assembled for their conquest, a circumstance which further drew the Welsh allies into a closer confederacy, wrote Lloyd. With Owain I of Gwynedd the overall battle commander, and with his brother Cadwaladr as his second, Owain assembled the Welsh host at Corwen in the vale of Edeyrion where he could best resist Henry II's advance.


          The Angevin army advanced from Oswestry into Wales crossing the mountains towards Mur Castell, and found itself in the thick forest of the Ceiriog Valley where it was forced into a narrow thin line. Owain I had positioned a band of skirmishers in the thick woods overlooking the pass, which harassed the exposed army from a secured position. Henry II ordered the clearing of the woods on either side to widen the passage through the valley, and to lessen the exposure of his army. The road his army travelled later became known as the Ffordd y Saeson, the Englishmen's Road; it led through heath and bog towards the Dee. In a dry summer the moors may have been passable, however "on this occasion the skies put on their most wintry aspect; and the rain fell in torrents [...] flooding the mountain meadows" until the great Angevin encampment became a " morass," wrote Lloyd. In the face of "hurricane" force wind and rain, diminishing provisions and an exposed supply line stretching through hostile country subject to enemy raids, and with a demoralized army, Henry II was forced into a complete retreat without even a semblance of a victory.


          In frustration, Henry II had twenty-two Welsh hostages mutilated; the sons of Owain' supporters and allies, including two of Owain's own sons. In addition to his failed campaign in Wales, Henry's mercenary Norse navy, which he had hired to harass the Welsh coast, turned out to be too small to be useful, and was disbanded without engagement.


          Henry II's Welsh campaign was a complete failure, with the king abandoning all plans for the conquest of Wales, returning to his court in Anjou and not returning to England for another four years. Lloyd wrote;


          
            It is true that [Henry II] did not cross swords with [Owain I], but the elements had done their work for [the Welsh]; the stars in their courses had fought against the pride of England and humbled it to the very dust. To conquer a land which was defended, not merely by the arms of its valiant and audacious sons, but also by tangled woods and impassable bogs, by piercing winds and pitiless storms of rain, seemed a hopeless task, and Henry resolved to no longer attempt it.

          


          Owain expanded his international diplomatic offensive against Henry II by sending an embassy to Louis VII of France in 1168, led by Arthur of Bardsey, Bishop of Bangor (1166-1177), who was charged with negotiating a joint alliance against Henry II. Distracted by his widening quarrel with Thomas Becket, Owain's army recovered Tegeingl for Gwynedd by 1169. The following year, Prince Owain ap Gruffydd died, and was interned in Bangor Cathedrial, near his father Gruffydd ap Cynan.


          


          Interregnum; 1170-1200


          As the eldest surviving son and elding, Hywel succeeded his father in 1170 as Prince of Gwynedd in accordance with Welsh law and custom. However, the new prince was immediately confronted by a coup instigated by his step-mother Cristin, Dowager Princess of Gwynedd. The dowager princess plotted to have her eldest son Dafydd usurp the Throne of Gwynedd from Hywel, and with Gwynedd divided between Dafydd and her other sons Rhodri and Cynan. The speed with which Cristen and her sons acted suggest that the conspiracy may have had roots before Owain's death. Additionally, the complete surprise of the elder sons of Owain suggests that the scheme had been a well kept secret.


          
            [image: Dolwyddelan Castle, birthplace of Llywelyn the Great c. 1173]

            
              Dolwyddelan Castle, birthplace of Llywelyn the Great c. 1173
            

          


          Within months of his succession Hywel was forced to flee to Ireland, returning later that year with a Hiberno-Norse army and landing on Mn, where he may have had Maelgwn's support. Dafydd himself landed his army on the island and caught Hywel off guard at Pentraeth, defeating his army and killing Hywel. Following Hywel's death and the defeat of the legitimist army, the surviving sons of Owain came to terms with Dafydd. Iorwerth was apportioned the commotes of Arfon and Arllechwedd, with his seat at Dolwyddelan, with Maelgwn retaining Ynys Mn, and with Cynan receiving Meirionydd. However by 1174 Iorwerth and Cynan were both dead and Maelgwn and Rhodri were imprisoned by Dafydd, who was now master over the whole of Gwynedd.


          During the upheavals of 1173-4 Dafydd had remained loyal to Henry II, and as if in reward for his loyalty, but also in recognition of Dafydd's appearent supremacy in north Wales, Dafydd married the king's half-sister Emma of Anjou. Henry II did not approve of the match, but needed a Welsh ally to distract from the resurgant Welsh of South Wales under The Lord Rhys, Prince of Deheubarth and rebellious marcher lords. However, Dafydd's ascendency was short-lived as Rhodri had escaped his imprisionment and recovered Arfon, Llŷn, Ynys Mn, and Arllechwedd, with Meirionydd, Ardydwy, and Eifionydd returned to Gruffydd and Meredudd ap Cynan. Though Henry II continued to recognize his brother-in-law Dafydd as Prince of Gwynedd he did not send aid to him, and Dafydd effectively had to content himself with the rule of lower Gwynedd, the Perfeddwlad, establishing court at Rhuddlan Castle. The following year Dafydd joined with other Welsh rulers in swearing fealty to Henry II at Oxford.


          By 1187, on reaching his majority in Welsh law at age 14, Llywelyn ab Iorwerth began asserting his senior claim as Prince of Gwynedd over those of his paternal uncles Dafydd and Rhodri, harrassing their positions with the aid of Gruffydd Maelor, lord of Powys Fadog and his maternal uncle; as attested to by Gerald of Wales who was traveling through north Wales in 1188 recruiting soliders for the Third Crusade. Llywelyn ab Iorwerth was raised in exile with his mother's Mathrafal family in Powys, primarily in the court of Powys Fadog in Maelor.


          While Dafydd maintained his allience with the English Crown, Rhodri allied with The Lord Rhys, Prince of Deheubarth, who was now the pre-eminate prince in Wales. Rhodri was beset by his nephews Gruffydd and Meredudd ap Cynan, the two brothers ejecting Rhodri from Mn in 1190. That same year, Rhodri allied with Ragnald IV of the Isle of Man, solidifying their allience with a diplomatic marriage. By summer of 1193 Rhodri and a contigent of allied Manx forces recovered Mn, a periode known as the 'Gaelic Summer' "so called, no doubt, because of the influx of Gaelic-speaking allies from Man into Gwynedd", argued J.E. Lloyd.


          [bookmark: 13th_Century]


          13th Century


          


          Llywelyn I of Wales 1195-1240
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          By 1200 Owain Gwynedd's grandson Llywelyn I Fawr (the Great) ruled over all of Gwynedd, with England endorsing all of Llywellyn I's holdings that year . England's endorsement was part of a larger strategy of reducing the influence of Powys Wenwynwyn, as King John had given William de Breos license in 1200 to "seize as much as he could" from the native Welsh . However, de Breos was in disgrace by 1208, and Llywelyn seized both Powys Wenwynwyn and northern Ceredigion.


          In his expansion, the Prince was careful not to antagonise King John, his father-in-law . Llywelyn had married Joan, King John's illegitimate daughter, in 1204. In 1209 Prince Llywelyn joined King John on his campaign in Scotland.


          However, by 1211 King John recognized the growing influence of Prince Llywelyn as a threat to English authority in Wales. King John invaded Gwynedd and reached the banks of the Menai, and Llywelyn was forced to cede the Perfeddwlad, and recognize John as his heir if Llywelyn I's marriage with Joan did not produce any legitimate successors. Succession was a complicated matter given that Welsh law recognized children born out of wedlock as equal to those in born in wedlock . Llywelyn had by then had several children with a mistress.


          Many of Llywelyn I's Welsh allies had abandoned him during England's invasion of Gwynedd, preferring an overlord far away rather than one nearby. These Welsh lords expected an unobtrusive English crown, however King John had castles built in Ystwyth, and John's direct interference in Powys and the Perfeddwlad caused many of these Welsh lords to rethink their position.
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          Llywelyn capitalized on Welsh resentment against King John, and led a church sanctioned revolt against him. As King John was an enemy of the church, Innocent III gave his blessing to Llywelyn's revolt. Early in 1212 Llywelyn had regained the Perfeddwlad and burned the castle at Ystwyth.


          Llywelyn's revolt caused John to postpone his invasion of France, and Philip Augustus, the King of France, was so moved as to contact Prince Llywelyn I and propose that they ally against the English king King John ordered the execution by hanging of his Welsh hostages, the sons of many of Llywelyn's supporters


          


          Prince of Wales


          Llywelyn I was the first prince to receive the fealty of other Welsh lords with the 1216 Council of Aberdyfi, thus becoming the de facto Prince of Wales and giving substance to the long-standing Aberffraw claims of primacy over the whole of Wales.


          


          Culture and society


          


          Settlements, archetecture, and economy


          When Gruffydd I ap Cynan died in 1137 he left a more stable realm than had hitherto existed in Gwynedd for more then 100 years. No foreign army was able to cross the Conwy into upper Gwynedd. The stability in upper Gwynedd provided by Gruffydd I and his son Owain I, between 1101 and 1170, allowed Gwynedd's Welsh to plan for the future without fear that home and harvest would "go to the flames" from invaders.


          Settlements in Gwynedd became more permanent, with buildings of stone replacing timber structures. Stone churches in particular were built across Gwynedd, with so many limewashed that "Gwynedd was bespangled with them as is the firmament with stars". Gruffydd had built stone churches at his princely manors, and Lloyd suggests Gruffydd's example led to the rebuilding of churches with stone in Penmon, Aberdaron, and Towyn in the Norman fashion.


          By the 13th century Gwynedd was part of the Principality of Wales (that is Pura Wallia), which came to encompass three quarters of the surface area of modern Wales; "from Anglesea to Machen, from the outskirts of Chester to the outskirts of Cydweli," wrote Davies. By 1271, Prince Llywelyn II could claim a growing population of about 200,000 people, or a little less than three fourths of the total Welsh population.
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          Population increase was common throughout Europe in the 13th century, but in Wales it was more pronounced. By Llywelyn II's reign as much as 10 per cent of the population were town-dwellers. Additionally, "unfree slaves... had long disappeared" from within Pura Wallia due in large part form the social upheavals of the 11th cenury," argued Davies. The increase in free men allowed the prince to call on and field a far more substantial and professional army.


          The increase in the Welsh population in Gwynedd, and in the Principality of Wales as a whole, allowed a greater diversification of the economy. The Meirionnydd tax rolls evidence the thirty-seven various professions present in Meirionnydd directly before the Edwardian Conquest of 1282.


          Of these professions, there were eight gold-smiths, four professional bards (poets), twenty-six shoemakers, a doctor in Cynwyd and an hotel keeper in Maentwrog, and twenty-eight priests; two of whom were university graduates. Also present were a significant number of fishermen, administrators and clerics, professional men and craftsmen.


          With the average temperature of Wales a degree or two higher then it is today, more Welsh lands were arable, "a crucial bonus for a country like Wales," wrote historian Dr John Davies.


          Of significant importance for the Welsh of Gwynedd and Pura Wallia were more developed trade routes, which allowed the introduction of the windmill, the fulling-mill, and the horse collar (the horse collar doubled the efficiency of horse-power).


          Gwynedd traded cattle, skins, cheese, timber, horses, wax, dogs, hawks, and fleeces, and also flannel (with the growth of fulling mills). Flannel was second only to cattle among the principalitys exports. In exchange, the principality imported salt, wine, wheat, and other luxuries from London and Paris. But most importantly for the defense of the principality, iron and specialized weaponry were also imported.


          Welsh dependence on foreign imports was a tool that England used to wear down Gwynedd and the Principality of Wales during times of conflict between the two countries.


          


          Poetry, literature, and music


          Main artical Medieval Welsh literature
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          A more stable social and political environment provided by the Aberffraw administration allowed for the natural development of Welsh culture, particularly in literature. Tradition originating from The History of Gruffydd ap Cynan attributes Gruffydd I as reforming the orders of bards and musicians. Welsh literature of the High Middle Ages demonstrated "vigor and a sense of commitment" as new ideas reached Wales, even in "the wake of the invaders", according to historian John Davies. Additionally, contacts with continental Europe "sharpened Welsh pride", argues Davies.


          In Welsh this period is known as Beirdd y Tywysogion (Poets of the Princes) or Y Gogynfeirdd (The Less Early Poets). The main source for the poetry of the twelfth and thirteenth centuries is the Hendregadredd manuscript, an anthology of court poetry brought together at the Cistercian Strata Florida Abbey from about 1282 until 1350.


          The bards of this period were schooled professionals and members of a guild of poets, a kind of Bardic Guild whose rights and responsibilities were enshrined in native Welsh law. Members of this bardic guild worked within a developed literary culture and with prescribed literary and oral syntax. Bardic families were common -- the poet Meilyr Brydydd had a poet son and at least two poet grandsons -- but it was becoming more and more usual for the craft of poetry to be taught formally, in bardic schools which might only be run by the pencerdd (chief musician).


          According to Welsh law, the prince retained the skills of several bards at court, the chief of which were the pencerdd and the bardd teulu. The pencerdd, the head bard, was the top of his profession and a special chair was set aside for him in the princely court in an honoured position next to the heir, the edling. When the pencerdd performed he was expected to sing twice: once in honour of God, and once in honour of the prince. The bardd teulu was part of the prince's teulu, or household guard, and was responsible for singing for the military retinue before going into battle, and also for successful military campaigns. Additionally, the bardd teulu held a further responsibility composing for and singing to the princess, often privately at her leisure. A private performance by a bard was a sign of high status and prestige. The cerddorion were poet-musicians, considered the lowest tier in bardic schools, and perhaps the entry level position.


          The poetry praises the military prowess of the prince in a language that is deliberately antiquarian and obscure, echoing the earlier praise poetry tradition of Taliesin. There are also some religious poems and poetry in praise of women.


          With the death of the last native prince of Wales in 1282 the tradition gradually disappears. In fact, Gruffudd ab yr Ynad Coch's (fl. 1277-83) elegy on the death of Llywelyn ap Gruffudd, is one of the most notable poems of the era. Other prominent poets of this period include:


          
            	Meilyr Brydydd, fl. ca. 1100-1137; the earliest of the Gogynfeirdd


            	Bleddyn Fardd, fl. ca. 1258-1284;


            	Cynddelw Brydydd Mawr; fl. ca. 1155-1200;


            	Dafydd Benfras, fl. ca. 1220-58; and


            	Llywarch ap Llywelyn (also known as Prydydd y Moch), fl. 1174/5-1220.

          


          A rather different poet of this period was Hywel ab Owain Gwynedd (d. 1170), known as the Poet-Prince, who as the son and heir of Prince Owain Gwynedd, was not a professional poet.


          


          The Welsh Church in Gwynedd


          


          Celtic Christian traditions
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          Prior to the Norman invasions between 1067-1101, Christians of Gwynedd shared many of the spiritual traditions and ecclesiastical institutions found throughout Wales and other Celtic nations, customs inherited from 'Celtic Christianity' of the Early Middle Ages. The Celtic Church was an integral part of the universal Christian Church, venerating the Papacy as the successor Church to the ministry of St. Peter.


          However, Welsh ecclesiastics questioned to what degree the Papacy could impose Canon law upon them, especially with regard to the marriage of priests, the role of women both in the Church and in society, and the status of "illegitimate" children in society, with canon law conflicting with native Welsh law and customs. Additionally, Welsh bishops ( Welsh sing. esgob, pl. esgobion) rejected the premise that the Archbishop of Canterbury held authority over them. Professor John Davies argued that there were dangers inherent for Welsh Bishops submitting to an ecclesiastical authority "that would, by necessity, be heavily under the influence ... of an English king".
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          By the 11th century, the Welsh Church consisted of three dioceses which were tied closely together by a strong sense of community and a shared sentiment in religious practice, but were independent of each other and whose boundaries were somewhat indeterminate. Central to this organizational approach was the rural nature of Welsh settlements which favored localized and autonomous monastic communities called clasau (sing. clas).


          Clasau were ruled by an abbot (Welsh: abad) and contained a number of small churches and dormitory huts. Welsh monasticism highly valued asceticism, and the most celebrated Welsh ascestic was the 6th century St. David, who developed a monastic rule which emphasized hard work, encouraged vegetarianism, and promoted temperance. Women, who held a higher status in Welsh law and custom than elsewhere in Europe, could hold quasi-sacerdotal (semi-priestly) roles in the Welsh Church, noted Davies. As celibacy was not an important aspect of the Welsh Church, many priests married and supported families of their own, with some monastaries serving as single or extended family endeavors, and some ecclesiastical offices becoming hereditary. For many Welsh, monasticism was a familial way of life spent in devotion to Christ. As marriage was viewed as a secular social contract and governed by the well established Welsh law, divorce was recognized by the Welsh Church.


          The Diocese of Bangor served as the episcopal see for all of upper and lower Gwynedd.


          


          Latin Christianity


          Post-Norman Invasion


          Gruffydd I of Gwynedd promoted the primacy of the episcopal see of Bangor in Gwynedd, and funded the building of Bangor Cathedral during the episcopate of David the Scot, Bishop of Bangor, between 1120-1139. Gruffydd's remains were interred in a tomb in the presbytery of Bangor Cathedral.


          


          Government and law
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          The traditional sphere of Aberffraw influence in north Wales included Ynys Mn as their early seat of authority, and Gwynedd-Uwch-Conwy (Gwynedd above the Conwy, or upper Gwynedd), and the Perfeddwlad (the Middle Country) also known as Gwynedd-Is-Conwy (Gwynedd below the Conwy, or lower Gwynedd). Additional lands were acquired through vassalage or conquest, and by regaining lands lost to Marcher lords, particularly those of Ceredigion, Powys Fadog, and Powys Wenwynwyn. However these areas were always considered additions to Gwynedd, never as part of Gwynedd.


          The extent of the kingdom varied with the strength of the current ruler. Gwynedd was traditionally divided into "Gwynedd Uwch Conwy" and "Gwynedd Is Conwy" (with the River Conwy forming the dividing line between the two); the latter included Mn (Anglesey). The kingdom was administered under Welsh custom through thirteen Cantrefi each containing, in theory, one hundred settlements or Trefi. Most cantrefs were also divided into cymydau (English commotes).


          


          Gwynedd at war


          According to Sir John Edward Lloyd, the challenges of campaigning in Gwynedd and Wales as a whole were exposed during the 20 year Norman invasions between 1081-1101. If a defender could bar any road, control any river-crossing or mountain pass, and control the coastline around Wales, then the risks of extended campaigning in Wales were too great. With control of the Menai Strait, an army could regroup on Mn, without control of the Menai an army could be stranded there, and any occupying force on Mn could deny the vast harvest of the island from the Welsh. And the Welsh throughout Wales were able to lead retaliatory strikes from mountainous strongholds or remote forested glens.


          The Welsh were revered for the skills of their bowmen. Additionally, the Welsh learned from their Norman rivals. During the generations of warfare and close contact with the Normans, Gruffydd I and other Welsh leaders learned the arts of knighthood and adapted them for Wales. By Gruffydd's death in 1137 Gwynedd could field hundreds of heavy well-armed cavalry as well as their traditional bowmen and infantry.


          In the end Wales was defeated militarily by the improved ability of the English navy to blockade or seize areas essential for agricultural production such as Anglesey. Lack of food would force the disbandment of any large Welsh force besieged within the mountains. Following the occupation Welsh soldiers were conscripted to serve in the English Army. During the revolt of Owain Glyndwr the Welsh adapted the new skills they had learnt to guerilla tactics and lightning raids. Owain Glyndwr reputedly used the mountains with such advantage that many of the exasperated English soldiery suspected him of being a magician able to control the natural elements.
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          Gyeongju is a Administrative divisions of South Korea and one of the most popular tourist destinations in South Korea. It lies in the far southeastern corner of North Gyeongsang Province, on the coast of the East Sea ( Sea of Japan). Nearby cities include the industrial centers Ulsan and Pohang. Numerous low mountains, outliers of the Taebaek range, are scattered around the city.


          Gyeongju was the capital of the ancient kingdom of Silla. The Silla kingdom arose at the turn of the 1st millennium, and ruled most of the Korean Peninsula by the 7th century until the 9th centuries. A vast number of archaeological sites from this period remain in the city.


          Today Gyeongju is a typical medium-sized city sharing the economic, demographic, and social trends that have shaped modern South Korean culture. While tourism remains the major economic driver, some manufacturing activities have developed thanks to its proximity to major industrial centers such as Ulsan. Gyeongju is connected to nationwide rail and highways,which facilitate both industrial and tourist traffic.


          


          Geography and climate
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          Gyeongju lies in the southeastern corner of North Gyeongsang Province, and is therefore bounded by the metropolitan city of Ulsan on the south. Within the province, its neighbors include Pohang on the north, Cheongdo County on the southwest, and Yeongcheon on the northwest. To the east, it has no neighbour but the sea.


          Low mountains are widespread throughout Gyeongju. The highest of these are the Taebaek Mountains, which run along the city's western border. Gyeongju's highest point, Munbok Mountain, is 1013 meters above sea level. This peak lies in Sannae-myeon, on the border with Cheongdo. East of the Taebaek range, other western peaks lie within the Jusa subrange. The city's eastern peaks, such as Toham Mountain, belong to the Dongdae Mountains, another minor subrange.


          Gyeongju's drainage patterns are shaped by these lines of mountains. The Dongdae Mountains divide a narrow piedmont area on their east, and various internal river systems to the west. Most of the city's interior is drained by the small Hyeongsan River, which flows north from Ulsan and meets the sea at Pohang Harbour. The Hyeongsan's chief tributaries include the Bukcheon and Namcheon, which join it in Gyeongju Basin. The southwestern corner of Gyeongju, on the far side of the Taebaek range, drains into the Geumho River, which then flows into the Nakdong. A small area of the south, just west of the Dongdae range, drains into the Taehwa River, which flows into the Bay of Ulsan.
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          The Gyeongju coastline runs for 33 kilometers between Pohang in the north and Ulsan in the south. There are no islands or large bays, only the small indentations made by the small streams flowing off the Dongdae ridgeline. Because of this, the city has no significant ports. However, there are 12 small harbors. One such harbour in Gyeongju's southeast corner is home to the Ulsan base of the National Maritime Police. This base is responsible for security over a wide area of South Korea's east-central coast.


          Thanks to its coastal location, Gyeongju has a slightly milder and wetter climate than more inland regions of Korea. In general, however, the city's climate is typical of South Korea. It has hot summers and cool winters, with a monsoon season between late June and early August. As on the rest of Korea's east coast, autumn typhoons are not uncommon. The average annual rainfall is 1,091 millimeters, and the average annual temperature is 12.2 C.


          Gyeongju's historic city centre lies on the banks of the Hyeongsan in Gyeongju Basin. This lowlying area has been subject to repeated flooding throughout recorded history, often as a result of typhoons. On average, chronicles report a major flood every 27.9 years, beginning in the first century. Modern flood control mechanisms brought about a dramatic reduction in flooding in the later 20th century. The last major flood occurred in 1991, when the Deokdong Lake reservoir overflowed due to Typhoon Gladys.


          


          History
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          The early history of Gyeongju is closely tied to that of the Silla kingdom, of which it was the capital. Gyeongju first enters non-Korean records as Saro-guk, during the Samhan period in the early Common Era. Korean records, probably based on the dynastic chronicles of Silla, record that Saro-guk was established in 57 BCE, when six small villages in the Gyeongju area united under Bak Hyeokgeose. As the kingdom expanded, it changed its name to Silla.


          After the unification of the peninsula in the mid-7th century, Gyeongju became the centre of Korean political and cultural life. The city was home to the Silla court, and the great majority of the kingdom's elite. Its prosperity became legendary, and was reported as far away as Egypt. The population probably exceeded one million. Many of Gyeongju's most famous sites date from this Unified Silla period, which ended in the late ninth century.


          Under the subsequent Goryeo (9351392) and Joseon (13921910) dynasties, Gyeongju was no longer of national importance. However, it remained a regional centre. The city was made the seat of Yeongnam Province in the 10th century. It had jurisdiction over a wide area, including much of east-central Yeongnam, although this area was greatly reduced in the 13th century. In 1601, the city ceased to be the provincial capital.
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          Over these centuries, the city's relics suffered numerous assaults. In the 13th century, Mongol forces destroyed a nine-story wooden pagoda at Hwangnyongsa. During the Seven Year War, Japanese forces burned the wooden structures at Bulguksa. Not all damage was due to invasions, however. In the early Joseon period, a great deal of damage was done to Buddhist sculptures on Namsan by Neo-Confucian radicals, who hacked arms and heads off statuary.


          In the 20th century the city has remained relatively small, no longer ranking among the major cities of Korea. In the early 20th century many archaeological excavations took place, mostly on the many tombs which survived the centuries fairly well. A museum, the forerunner of the present-day Gyeongju National Museum, was set up in 1915 to exhibit the finds.


          Gyeongju emerged as a railroad junction in the later years of the Japanese Occupation, as the Donghae Nambu Line and Jungang Line were established. Thanks to these improved connections, the town began to emerge as a centre of tourism. In the 1970s, Korea saw substantial industrial development, much of it centered in the Yeongnam region of which Gyeongju is a part. The POSCO steel mill in neighboring Pohang commenced operations in 1973, and the chemical manufacturing complex in Ulsan emerged in the same year. These developments helped to support the emergence of Gyeongju's manufacturing sector.


          


          Government
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          The executive branch of the government is headed by a mayor and vice-mayor. As in other South Korean cities and counties, the mayor is elected directly, while the vice-mayor holds an appointed post. The current mayor is Baek Sang Seung (백상승), elected in 2002. He is Gyeongju's third mayor to be directly elected, the fifth to preside over the city in its present form, and the 29th mayor since 1955. Like most heads of government in this region, he is a member of the conservative Grand National Party.


          The legislative branch consists of the Gyeongju City Council, which has 24 members. The present City Council was formed from the merger of the old Gyeongju City Council with the Wolseong County Council in 1991. Most of the subdivisions of Gyeongju elect a single member to represent them in the Council, although two members represent two dong each and Angang-eup is represented by two members because of its large population. Like the mayor, the council members were last elected in 2002, except for a small number elected in more recent by-elections. In April 2004, the city government employed 1,434 people. The central administration is composed of 4 departments, 2 subsidiary organs, a chamber (the auditor), and 8 business offices. The departments oversee a total of 21 sections. In addition, there are 25 local administrative divisions, as detailed below. Each such division has a small administrative staff and a local office.


          


          Subdivisions
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          The city is divided into 4 eup, 8 myeon, and 13 dong. These units are the same into which all of the cities and counties of South Korea are divided. The dong units occupy the area of the city centre, which was formerly occupied by Gyeongju-eup. Eup are typically substantial villages, whereas myeon are more rural. The current divisions are as follows:


          
            
              	Romanization

              	Hangul

              	Hanja

              	Pop. (2004)*

              	Area (km)
            


            
              	1. Sannae-myeon

              	산내면

              	山內面

              	3,695

              	142.25
            


            
              	2. Seo-myeon

              	서면

              	西面

              	4,437

              	52.86
            


            
              	3. Hyeongok-myeon

              	현곡면

              	見谷面

              	11,535

              	55.88
            


            
              	4. Angang-eup

              	안강읍

              	安康邑

              	35,753

              	139.08
            


            
              	5. Gangdong-myeon

              	강동면

              	江東面

              	9,006

              	81.48
            


            
              	6. Cheonbuk-myeon

              	천북면

              	川北面

              	6,133

              	58.21
            


            
              	7. Yangbuk-myeon

              	양북면

              	陽北面

              	4,524

              	120.06
            


            
              	8. Gampo-eup

              	감포읍

              	甘浦邑

              	7,935

              	44.75
            


            
              	9. Yangnam-myeon

              	양남면

              	陽南面

              	6,860

              	84.95
            


            
              	10. Oedong-eup

              	외동읍

              	外東邑

              	18,347

              	110.34
            


            
              	11. Naenam-myeon

              	내남면

              	內南面

              	6,062

              	121.96
            


            
              	12. Geoncheon-eup

              	건천읍

              	乾川邑

              	12,235

              	90.46
            


            
              	13. Seondo-dong

              	선도동

              	仙桃洞

              	12,753

              	28.02
            


            
              	14. Seonggeon-dong

              	성건동

              	城乾洞

              	19,043

              	6.44
            


            
              	15. Hwangseong-dong

              	황성동

              	隍城洞

              	31,381

              	3.84
            


            
              	16. Yonggang-dong

              	용강동

              	龍江洞

              	16,628

              	5.06
            


            
              	17. Bodeok-dong

              	보덕동

              	普德洞

              	2,266

              	80.94
            


            
              	18. Bulguk-dong

              	불국동

              	佛國洞

              	3,498

              	37.26
            


            
              	19. Tapjeong-dong

              	탑정동

              	塔正洞

              	5,924

              	19.67
            


            
              	20. Jungbu-dong

              	중부동

              	中部洞

              	7,595

              	0.93
            


            
              	21. Hwango-dong

              	황오동

              	皇吾洞

              	6,764

              	0.69
            


            
              	22. Dongcheon-dong

              	동천동

              	東川洞

              	27,126

              	5.1
            


            
              	23. Wolseong-dong

              	월성동

              	月城洞

              	7,036

              	31.4
            


            
              	24. Hwangnam-dong

              	황남동

              	皇南洞

              	4,287

              	0.83
            


            
              	25. Seongdong-dong

              	성동동

              	城東洞

              	5,319

              	0.64
            

          


          *Figures based on resident registration figures made available by local government offices. For more detailed source information, see Subdivisions of Gyeongju.



          


          Demographics


          In recent years, Gyeongju has followed the same trends that have affected the rest of South Korea. Like the country as a whole, Gyeongju has seen its population age and the size of families shrink. For instance, the mean household size is 2.8. Because this has fallen in recent years, there are more households in the city now (100,514) than there were in 1999, even though the population has fallen.


          Like most of South Korea's smaller cities, Gyeongju has seen a steady drop in population in recent years. From 1999 to 2003, the city lost 9,500 people. The primary reason for this is the number of people leaving the city, mostly seeking jobs in major cities. In the early 2000s, about 4,000 more people moved away from the city each year than moved in. During the same period, births exceeded deaths by roughly 1,000 per year, a significant number but not enough to offset the losses due to migration.


          Gyeongju has a small but growing population of non-Koreans. In 2003, there were 1,778 foreigners living in Gyeongju. This number, although still a tiny fraction of the total population, was nearly double the number resident there in 1999. The growth was largely in immigrants from other Asian countries, many of whom are employed in the automotive parts industry. Countries of origin whose numbers have risen include the Philippines, China, Taiwan, Indonesia, and Vietnam. The number of residents from Japan, the United States, and Canada fell significantly in the 19992003 period.


          


          People and culture
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          Gyeongju has produced notable individuals throughout its history. Notable Gyeongju residents in the Silla period included most of the kingdom's leading figures, not only rulers but scholars such as Choe Chi-won and generals like Kim Yu-sin. The city continued to contribute to traditional Korean thought in subsequent dynasties. Relatives of Choe Chi-won played an important role in establishing the structures of early Goryeo. In the Joseon period, Gyeongju joined the rest of Gyeongsang in becoming a hotbed of the conservative Sarim faction. Notable Gyeongju members of this faction included the 15th-century intellectual Yi Eon-jeok. In modern times the city produced writer Park Mok-wol, who did a great deal to popularize the region's culture, as well as Choe Jun, a wealthy businessman who established the Yeungnam University Foundation.


          Many Korean family clans trace their origins to Gyeongju, often to the ruling elites of Silla. For example, the Gyeongju Kim clan claims descent from the rulers of later Silla. The Gyeongju Park and Gyeongju Seok clans trace their ancestry to Silla's earlier ruling families. These three royal clans played a strong role in preserving the historical precincts of Gyeongju into modern times. The Gyeongju Choe and Lee clans also trace their ancestry to the Silla elites. However, not all Gyeongju clans date to the Silla period; for instance, the Gyeongju Bing clan was founded in the early Joseon Dynasty. (For more information on the Korean clan structure, see the main article on Korean names.)


          The city remains an important centre of Korean Buddhism. East of the downtown lies Bulguksa, one of South Korea's largest Buddhist temples; nearby is Seokguram, a famed Buddhist shrine. Traditional prayer locations are found on mountains throughout Gyeongju. Such mountains include Namsan near the city centre, Danseok-san and Obong-san in the west, and the low peak of Hyeong-san on the Gyeongju-Pohang border. Namsan in particular is often referred to as "the sacred mountain," due to the Buddhist shrines and statues which cover its slopes.


          The city has a distinctive dialect, which it shares with northern portions of Ulsan. This dialect is similar to the general Gyeongsang dialect, but retains distinctive features of its own. Some linguists have treated the distinctive characteristics of the Gyeongju dialect as vestiges of the Silla language. For instance, the contrast between the local dialect form "소내기" (sonaegi) and the standard "소나기" (sonagi, meaning "rainshower"), has been seen as reflecting the ancient phonemic character of the Silla language.


          Gyeongju's cuisine is largely identical with general Korean cuisine. However, the city is known for some local specialties. The most famous of these is " Gyeongju bread," a red-bean pastry first baked in 1939 and now sold throughout the country. Local specialties with a somewhat longer pedigree include beopju, a traditional Korean liquor.


          


          Tourism
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          Gyeongju is a major tourist destination for South Koreans as well as foreign visitors. It boasts the 1000 years of Shilla heritage with vast number of ancient ruins and archaeological sites found throughout the city.The city government has successfully parlayed its historic status into a basis for other tourism-related developments such as conferences, festivals, and resorts.


          Many Silla sites are located in Gyeongju National Park such as the Royal Tomb Complex, the Cheomseongdae observatory, the Anapji royal pond garden, and the Gyerim forest. Gyeongju National Museum hosts many important artifacts and national treasures that have been excavated from sites within the city and surrounding areas.


          
            [image: Bulguksa temple near Gyeongju.]

            
              Bulguksa temple near Gyeongju.
            

          


          Much of Gyeongju's heritage are related to the Silla kingdom's patronage of Buddhism. The grotto of Seokguram and the temple of Bulguksa were the first Korean sites to be included on the UNESCO World Heritage List, in 1995. In addition, the ruins of the old Hwangnyongsa temple, said to have been Korean's largest, are preserved on the slopes of Toham Mountain. Various Silla-era stone carvings of Buddhas and bodhisattvas are found on mountainsides throughout the city, particularly on Namsan.


          A significant portion of Gyeongju's tourist traffic is due to the city's successful promotion of itself as a site for various festivals, conferences, and competitions. Every year since 1962 a Silla cultural festival has been held in October to celebrate and honour the dynasty's history and culture. It is one of the major festivals of Korea. It features athletic events, folk games, music, dance, literary contests and Buddhist religious ceremonies. Other festivals include the Cherry Blossom Marathon in April, the Korean Traditional Liquor and Cake festival in March, and memorial ceremonies for the founders of the Silla Dynasty and General Kim Yu-sin.


          


          Economy
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          The economy of Gyeongju is more diverse than the city's image as a tourist haven would suggest. Although tourism is an important component of the city's economy, most residents work in fields not related to tourism. More than 27,000 are employed in manufacturing, as compared to roughly 13,500 in the hospitality industry. Furthermore, the number involved in tourism has remained constant over recent years, whereas the manufacturing sector added 6,000 jobs from 1999 to 2003.


          The manufacturing sector is closely tied to that in nearby cities, depending on Gyeongju's ready transit links with Ulsan, Pohang, and Daegu. The automotive parts industry, also powerful in Ulsan and Daegu, plays an important role. Indeed, of the 938 incorporated businesses in Gyeongju, more than a third are involved in the manufacture of automotive parts.


          In addition, agriculture continues to play a key role, particularly in the outlying regions of Gyeongju. The city plays a leading role in the domestic production of beef and mushrooms. Fishing also takes place in coastal towns, especially in Gampo-eup in the city's northeast. There are a total of 436 registered fishing craft in the city. Much of the catch from these boats never leaves Gyeongju, going directly from the harbour to Gyeongju's many seafood restaurants.


          Other sectors are also active. For instance, a small amount of quarrying activity takes place in the city. There are 57 active mines and quarries in Gyeongju. Most are engaged in the extraction of kaolin and fluorspar. A nuclear power plant is located on the coast in Yangnam-myeon. It supplies about 5% of South Korea's electricity.


          


          Education


          Formal education has a longer history in Gyeongju than anywhere else in South Korea. The Gukhak, or national academy, was established here in the 7th century, at the beginning of the Unified Silla period. Its curriculum focused on the Confucian classics. After the fall of Silla in the 10th century, the Gukhak closed. However, thanks to Gyeongju's role as a provincial centre under the Goryeo and early Joseon dynasties, the city was home to state-sponsored provincial schools ( hyanggyo) under both dynasties. During the later Joseon dynasty there were several seowon, or private Confucian academies, were set up in the city.


          Today, the educational system of Gyeongju is the same as elsewhere in the country. Schooling begins with preschools, of which there are 65 in the city. This is followed by 6 years in elementary schools, of which Gyeongju has 46. Subsequently students pass through 3 years of middle school. There are 19 middle schools in Gyeongju. High-school education, which lasts for three years, is not compulsory, but the most students do attend and graduate from high school. Gyeongju is home to 21 high schools, of which 11 provide specialized technical training. At each of these levels, there is a mix of public and private institutions. All are overseen by the Gyeongju bureau of North Gyeongsang's Provincial Office of Education. Gyeongju is also home to a school for the mentally disabled, which provides education to students from preschool to adult age.


          Gyeongju is also home to four institutions of tertiary education. The smallest of these, Sorabol College, is a small technical college of the sort found in many small Korean cities. Each of Gyeongju's three universities reflects the city's unique role. Dongguk and Uiduk universities are Buddhist institutions, reflecting that religion's enduring link to the city. Gyeongju University, formerly Korea Tourism University, is strongly focused on tourism, reflecting the importance of tourism in the region.


          


          Transportation


          The city lies at the junction of two minor lines operated by the Korean National Railroad. The Jungang Line runs from Seoul to Gyeongju, and also carries trains from the Daegu Line, which originates in Dongdaegu. In Gyeongju, the Jungang line connects to the Donghae Nambu Line which goes between Pohang and Busan.


          The Gyeongbu Expressway, which runs from Seoul to Busan, passes through Gyeongju. In addition, there are six national highways which crisscross the city. Thanks to the city's popularity as a tourist destination, nonstop bus service is available from most major cities in South Korea.


          High-speed rail does not currently serve Gyeongju, in part because the KTX Gyeongbu Line does not pass through the city. However, high-speed service will be available after the completion of the Daegu-Busan portion of the KTX line, scheduled for 2010. The trains will stop at Singyeongju Station, in Geoncheon-eup, south of Gyeongju's city centre.


          


          Sister Cities
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        Gymnastics
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          Gymnastics is a sport involving performance of exercises requiring physical strength, agility and coordination. The modern form of gymnastics typically involves exercises on uneven bars, balance beam, floor exercise, and vault (for women), and high bar and parallel bars, still rings, floor exercise, vault, and pommel horse (for men). It evolved from exercises used by the ancient Greeks, including skills for mounting and dismounting a horse, and circus performance skills.


          


          History
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          To the Ancient Greeks, physical fitness was paramount, and all Greek cities had a gymnasia, a courtyard for jumping, running, and wrestling. As the Roman Empire ascended, Greek gymnastics gave way to military training. The Romans, for example, introduced the wooden horse. In 393 AD the Emperor Theodosius abolished the Olympic Games, which by then had become corrupt, and gymnastics, along with other sports declined. Later, Christianity, with its medieval belief in the base nature of the human body, had a deleterious effect on gymnastics. For centuries, gymnastics was all but forgotten.


          In the late eighteenth and early nineteenth centuries, however, two pioneer physical educators  Johann Friedrich GutsMuth (1759  1839) and Friedrich Ludwig Jahn (1778  1852) - created exercises for boys and young men on apparatus they designed that ultimately led to what is considered modern gymnastics. In particular, Jahn crafted early models of the horizontal bar, the parallel bars (from a horizontal ladder with the rungs removed), and the vaulting horse.


          By the end of the nineteenth century, men's gymnastics competition was popular enough to be included in the first "modern" Olympic Games in 1896. However, from then on until the early 1950s, both national and international competitions involved a changing variety of exercises gathered under the rubric gymnastics that would seem strange to today's audiences: synchronized team floor calisthenics, rope climbing, high jumping, running, horizontal ladder, etc. During the 1920s, women organized and participated in gymnastics events, and the first women's Olympic competition  primitive, for it involved only synchronized calisthenics - was held at the 1928 Games in Amsterdam.


          By the 1954 Olympic Games apparatus and events for both men and women had been standardized in modern format, and uniform grading structures (including a point system from 1 to 10) had been agreed upon. At this time, Soviet gymnasts astounded the world with highly disciplined and difficult performances, setting a precedent that continues to inspire. The new medium of television helped publicize and initiate a modern age of gymnastics. Both men's and women's gymnastics now attract considerable international interest, and excellent gymnasts can be found on every continent.


          Nadia Comaneci received the first perfect score, at the 1976 Olympic Games held in Montreal, Canada. She was coached by the famous Romanian, Bela Karolyi. According to Sports Illustrated, Comaneci scored four of her perfect tens on the uneven bars, two on the balance beam and one in the floor exercise. Unfortunately, even with Nadia's perfect scores, the Romanians lost the gold medal to the Soviets. Nadia will always be remembered as "a fourteen year old, ponytailed little girl" who showed the world that perfection could be achieved.


          In 2006, a new points system was put into play. Instead of being marked 1 to 10, the gymnast's start value depends on the difficulty rating of the exercise routine. Also, the deductions became higher: before the new point system developed, the deduction for a fall was 0.5, and now it is 0.8. The motivation for a new point system was to decrease the chance of gymnasts getting a perfect score. The sport can include children as young as three years old and sometimes younger doing kindergym and children's gymnastics, recreational gymnasts of all ages, competitive gymnasts at varying levels of skill, as well as world class athletes.


          


          Forms


          


          Artistic gymnastics


          Artistic Gymnastics is usually divided into Men's and Women's Gymnastics. Each group does different events; Men compete on Floor Exercise, Pommel Horse, Still Rings, Vault, Parallel Bars, and High Bar, while women compete on Vault, Uneven Bars, Beam, and Floor Exercise. In some countries, women at one time competed on the rings, high bar, and parallel bars (for example, in the 1950s in the USSR). Though routines performed on each event may be short, they are physically exhausting and push the gymnast's strength, flexibility, endurance and awareness to the limit.


          Traditionally, at the international level, competitions on the various apparatus consisted of two different performance categories: compulsory and optional. For the compulsory event, each gymnast performing on a specific apparatus executed the same required routine. At the optional level, the gymnast performed routines that he or she choreographed. Nowadays, each country may use compulsory and optional routines at their discretion in the training of young gymnasts.


          


          Women's events
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            	Vault


            	In the vaulting events gymnasts: sprint down a 25 meter (about 82 feet) runway, jump onto a beatboard - a kind of springboard, (run/ take-off segment), land momentarily, generally inverted on the hands, on the vaulting horse or vaulting table, (pre flight segment), then spring or block off of this platform to a two footed landing (post flight segment). The post flight segment may include one or more multiple saltos or somersaults, and or twisting movements.


            	In 2001 the traditional vaulting horse was replaced with a new apparatus, sometimes known as a tongue or table. The new apparatus is more stable, wider, and longer than the older vaulting horse - approx. 1m in length and 1m in width, gives gymnasts a larger blocking surface, and is therefore safer than the old vaulting horse. With the addition of this new, safer vaulting table, gymnasts are attempting more difficult and dangerous vaults.

          


          
            	Uneven Bars


            	On the uneven bars (also known as asymmetric bars, UK), the gymnast navigates two horizontal bars set at different heights. The height is generally fixed, but the width may be adjusted. Gymnasts perform swinging, circling, transitional, and release moves,that may pass over, under, and between the two bars. Movements may pass through the handstand. Gymnasts often mount the Uneven Bars using a beatboard (springboard).

          


          
            	Balance Beam


            	The gymnast performs a choreographed routine from 60 to 80 seconds in length consisting of leaps, acrobatic skills, somersaults, turns and dance elements on a padded sprung beam. Apparatus norms set by the International Gymnastics Federation (used for Olympic and most elite competitions) specify the beam must be 125 cm (4' 1") high, 500 cm (16' 5") long, and 10 cm (4") wide. The event requires in particular, balance, flexibility and strength.

          


          
            	Floor


            	The floor event occurs on a carpeted 12m  12m square, usually consisting of hard foam over a layer of plywood, which is supported by springs or foam blocks generally called a "sprung" floor. This provides a firm surface that will respond with force when compressed, allowing gymnasts to achieve extra height and a softer landing than would be possible on a regular floor. Female gymnasts perform a choreographed exercise 70 to 90 seconds long. In levels 7 and up, they can choose an accompanying music piece, which must be instrumental and cannot include vocals. In the USA the other levels must perform a routine that is choreographed for them by USAG and these routines come with music. The routines of a female gymnast consist of tumbling passes, series of jumps, dance elements, acrobatic skills, and turns. A gymnast usually performs three or four tumbling passes that include three or more skills or "tricks". If the gymnast is an elite they can have up to six or seven tumbling passes.

          


          At the compulsory levels (1-6) gymnasts are judged on a scale of 10, but as they reach the higher levels, particularly levels 9 and 10, the gymnasts' start-values may vary depending upon a number of different factors such as skill level and skill combinations. Also, every skill has a letter grade describing its difficulty. At level nine, to reach a start value of ten, the gymnast has to acquire bonus points, which she can achieve by connecting two or more skills of a certain high level of difficulty.


          Compulsory levels of gymnastics have choreographed routines, and all women competing at that level do the same routines. In the United States, compulsory levels go from 1-6; most gymnasts start at levels 1-4 . In optional level competitions, however, all routines are different and have different floor music. Optional levels in the U.S. include levels 7 - 10 (elite). The Olympics, and college level gymnastics are also optional. In the Olympics, gymnasts are considered elite level gymnasts, which is higher level than the U.S. level 10.


          


          Men's events


          
            	Floor Exercise


            	Male gymnasts also perform on a 12m. by 12m. sprung floor A series of tumbling passes are performed to demonstrate flexibility, strength, and balance. The gymnast must also show strength skills, including circles, scales, and press handstands. Men's floor routines usually have four passes that will total between 6070 seconds and are performed without music, unlike the women's event. Rules require that gymnasts touch each corner of the floor at least once during their routine.
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            	Pommel Horse


            	A typical pommel horse exercise involves both single leg and double leg work. Single leg skills are generally found in the form of scissors, an element often done on the pommels. Double leg work however, is the main staple of this event. The gymnast swings both legs in a circular motion (clockwise or counterclockwise depending on preference) and performs such skills on all parts of the apparatus. To make the exercise more challenging, gymnasts will often include variations on a typical circling skill by turning (moores and spindles) or by straddling their legs (Flares). Routines end when the gymnast performs a dismount, either by swinging his body over the horse, or landing after a handstand.

          


          
            	Still Rings


            	Still Rings is arguably the most physically demanding event. The rings are suspended on wire cable from a point 5.75 meters off the floor, and adjusted in height so the gymnast has room to hang freely and swing. He must perform a routine demonstrating balance, strength, power, and dynamic motion while preventing the rings themselves from swinging. At least one static strength move is required, but some gymnasts may include two or three. A routine must begin with an impressive mount, and must conclude with an equally impressive dismount.

          


          
            	Vault


            	Gymnasts sprint down a runway, which is a maximum of 25 meters in length, before hurdling onto a spring board. The body position is maintained while "punching" (blocking using only a shoulder movement) the vaulting platform. The gymnast then rotates to a standing position. In advanced gymnastics, multiple twists and somersaults may be added before landing. Successful vaults depend on the speed of the run, the length of the hurdle, the power the gymnast generates from the legs and shoulder girdle, the kinesthetic awareness in the air, and the speed of rotation in the case of more difficult and complex vaults.

          


          
            	Parallel Bars


            	Men perform on two bars slightly further than a shoulder's width apart and usually 1.75m high while executing a series of swings, balances, and releases that require great strength and coordination.

          


          
            	High Bar


            	A 2.4cm thick steel bar raised 2.5m above the landing area is all the gymnast has to hold onto as he performs giants (revolutions around the bar), release skills, twists, and changes of direction. By using all of the momentum from giants and then releasing at the proper point, enough height can be achieved for spectacular dismounts, such as a triple-back salto. Leather grips are usually used to help maintain a grip on the bar.

          


          As with the women, male gymnasts are also judged on all of their events, for their execution, degree of difficulty, and overall presentation skills.


          


          Rhythmic gymnastics


          The discipline of rhythmic gymnastics is competed only by women (although there is a new version of this discipline for men being pioneered in Japan, see Men's rhythmic gymnastics), and involves the performance of five separate routines with the use of five apparatus  ball, ribbon, hoop, clubs, rope  on a floor area, with a much greater emphasis on the aesthetic rather than the acrobatic. Rhythmic routines are scored out of a possible 20 points, and the music used by the gymnast can contain vocals, but may not contain words.


          


          Trampolining and Tumbling


          Trampolining consists of four events, individual, synchronized, double mini and tumbling. Only individual trampoline is included in the Olympics. Individual routines in trampolining involve a build-up phase during which the gymnast jumps repeatedly to achieve height, followed by a sequence of ten leaps without pauses during which the gymnast performs a sequence of aerial tumbling skills. Routines are marked out of a maximum score of 10 points. Additional points (with no maximum at the highest levels of competition) can be earned depending on the difficulty of the moves. Synchronized trampoline is similar except that both competitors must perform the routine together and marks are awarded for synchronicity as well as the form of the moves. Double mini trampoline involves a smaller trampoline with a run-up, two moves are performed and the scores marked in a similar manner to individual trampoline. In power tumbling, athletes perform an explosive series of flips and twists down a sprung tumbling track. Scoring is similar to trampolining.


          


          Display gymnastics


          General gymnastics enables people of all ages and abilities to participate in performance groups of 6 to more than 150 athletes. They perform synchronized, choreographed routines. Troupes may be all one gender or mixed. There are no age divisions in general gymnastics. The largest general gymnastics exhibition is the quadrennial World Gymnaestrada which was first held in 1939.


          


          Aerobic gymnastics


          Aerobic gymnastics (formally Sport Aerobics) involves the performance of routines by individuals, pairs, trios or groups up to 6 people, emphasizing strength, flexibility, and aerobic fitness rather than acrobatic or balance skills. Routines are performed on a small floor area and generally last 60-90 seconds.


          


          Acrobatic Gymnastics


          Acrobatic Gymnastics (formerly Sports Acrobatics), often referred to as acrobatics, "acro" sports or simply sports acro, is a group gymnastic discipline for both men and women. Acrobats in groups of two, three and four perform routines with the heads, hands and feet of their partners. They may pick their own music, but lyrics or Disney music are not allowed.


          Performers must compete in preparatory grades A and B, then move on to grades 1, 2, 3, 4 and 5; by 3, 4 and 5 two routines are required, one for balances and another for tempos.


          


          TeamGym


          TeamGym originates from Scandinavia and this particular type of Gymnastics has been a major event for over 20 years. A team in this sport can have from 6 to 12 members, either all male, all female or a mixed squad. The team shows three disciplines, Trampette, Tumbling and Floor.


          In every run of Tumbling and Trampette only six gymnasts compete. They stream their abilities (meaning that one gymnast goes after one another very quickly) The best move is the one performed last. Both are performed to music.


          
            	Floor


            	All members of the Team take part here. It is a mixture of Dance, flexibility and skill. The routine has to be skillfully choreographed and the judges look out for changes in shape. There need's to be at least two body waves involved, one spin, two balance's and some actual gymnastic acrobatics. The Floor is performed to music.

          


          
            	Trampette


            	Here a trampette is used. There are two components of this; Vault and the Trampette on its' own. There has to be three runs in total. At least one of these runs has to be a vault run. Another run has to include all the gymnasts doing the same move. This is generally the first run. This is also performed to music.

          


          
            	Tumbling


            	Again, here there are three runs (rounds) involved. One of which has to include all six gymnasts doing a forwards series. Another run also has to include the gymnasts completing the same move. Each series must have at least three different acrobatic elements.

          


          


          Former apparatus & events


          


          Rope Climb


          Generally, competitors climbed either a 6m (6.1m = 20 ft in USA) or an 8m (7.6m = 25 ft in USA), 38mm (1.5") diameter natural fibre rope for speed, starting from a seated position on the floor and using only the hands and arms. Kicking the legs in a kind of "stride" was normally permitted.


          


          Flying Rings


          Flying Rings was an event similar to Still Rings, but with the performer swinging back and forth while executing a series of stunts. It was a gymnastic event sanctioned by both the NCAA and the AAU until the early 1960s.


          


          Cautions


          Gymnastics is considered to be a dangerous sport, due in part to the height of the apparatus, the speed of the exercises and the impact on competitors' joints, bones and muscles. In several cases, competitors have suffered serious, lasting injuries and paralysis after severe gymnastics-related accidents. For instance, in 1998, at the Goodwill Games, world-class Chinese artistic gymnast Sang Lan was paralyzed after falling on vault.


          Artistic gymnastics injuries have been the subject of several international medical studies, and results have indicated that more than half of all elite-level participants may eventually develop chronic injuries. In the United States, injury rates range from a high 56% for high school gymnasts to 23% for club gymnasts. However, the rates for participants in recreational or lower-level gymnastics are lower than that of high-level competitors. Conditioning, secure training environments with appropriate mats, and knowledgeable coaching can also lessen the frequency or occurrence of injuries.


          


          Popular Culture


          


          Film


          
            	Stick It


            	Gymkata


            	Peaceful Warrior


            	Perfect Body
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                  Desert rose, 10 cm long
                

              
            


            
              	General
            


            
              	Category

              	Mineral
            


            
              	Chemical formula

              	CaSO42H2O
            


            
              	Identification
            


            
              	Colour

              	White to grey, pinkish-red
            


            
              	Crystal habit

              	Massive, flat. Elongated and generally prismatic crystals
            


            
              	Crystal system

              	Monoclinic 2/m
            


            
              	Twinning

              	common {110}
            


            
              	Cleavage

              	2 good (66 and 114)
            


            
              	Fracture

              	Conchoidal, sometimes fibrous
            


            
              	Mohs Scale hardness

              	1.5-2
            


            
              	Luster

              	Vitreous to silky or pearly
            


            
              	Refractive index

              	=1.520, =1.523, =1.530
            


            
              	Optical Properties

              	2V = 58 +
            


            
              	Pleochroism

              	None
            


            
              	Streak

              	White
            


            
              	Specific gravity

              	2.31 - 2.33
            


            
              	Fusibility

              	3
            


            
              	Solubility

              	hot, dilute HCl
            


            
              	Diaphaneity

              	transparent to translucent
            


            
              	Major varieties
            


            
              	Satin Spar

              	Pearly, fibrous masses
            


            
              	Selenite

              	Transparent and bladed crystals
            


            
              	Alabaster

              	Fine-grained, slightly colored
            

          


          Gypsum is a very soft mineral composed of calcium sulfate dihydrate, with the chemical formula CaSO42H2O.


          


          Crystal varieties
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              Gypsum from New South Wales, Australia
            

          


          Gypsum occurs in nature as flattened and often twinned crystals and transparent cleavable masses called selenite. It may also occur silky and fibrous, in which case it is commonly called satin spar. Finally it may also be granular or quite compact. In hand-sized samples, it can be anywhere from transparent to opaque. A very fine-grained white or lightly-tinted variety of gypsum is called alabaster, which is prized for ornamental work of various sorts. In arid areas, gypsum can occur in a flower-like form typically opaque with embedded sand grains called desert rose. The most visually striking variety, however, is the giant crystals from Naica Mine. Up to the size of 11m long, these megacrystals are among the largest crystals found in nature. A recent publication shows that these crystals are grown under very constant temperature such that large crystals can grow slowly but steadily without excessive nucleation.


          


          Occurrence


          Gypsum is a very common mineral, with thick and extensive evaporite beds in association with sedimentary rocks. The largest deposits known occur in strata from the Permian age. Gypsum is deposited in lake and sea water, as well as in hot springs, from volcanic vapors, and sulfate solutions in veins. Hydrothermal anhydrite in veins is commonly hydrated to gypsum by groundwater in near surface exposures. It is often associated with the minerals halite and sulfur.
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              Fibrous Gypsum from Brazil
            

          


          The word gypsum is derived from the aorist form of the Greek verb ύ, "to cook", referring to the burnt or calcined mineral. Because the gypsum from the quarries of the Montmartre district of Paris has long furnished burnt gypsum used for various purposes, this material has been called plaster of Paris. It is also used in foot creams, shampoos and many other hair products.


          Because gypsum dissolves over time in water, gypsum is rarely found in the form of sand. However, the unique conditions of the White Sands National Monument in the US state of New Mexico have created a 710 km (275 sq mile) expanse of white gypsum sand, enough to supply the construction industry with drywall for 1,000 years. Commercial exploitation of the area, strongly opposed by area residents, was permanently prevented in 1933 when president Herbert Hoover declared the gypsum dunes a protected national monument.


          Commercial quantities of gypsum are found in Germany, Italy, England, Ireland, in British Columbia, Manitoba, Ontario, Nova Scotia and Newfoundland in Canada, and in New York, Michigan, Iowa, Kansas, Oklahoma, Arizona, New Mexico, Colorado, Utah and Nevada in the United States. There is also a large mine located at Plaster City, California in Imperial County. There are commercial quantities in East Kutai, Kalimantan.


          


          Uses of Gypsum


          1. Drywall


          2. Plaster ingredient.


          3. Fertilizer and soil conditioner.


          4. Plaster of Paris (surgical splints; casting moulds; modeling).


          5. A tofu (soy bean curd) coagulant, making it ultimately a major source of dietary calcium, especially in Asian cultures which traditionally use very little dairy products.


          
            Retrieved from " http://en.wikipedia.org/wiki/Gypsum"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  

OEBPS/Images/40316.jpg





OEBPS/Images/15558.jpg





OEBPS/Images/47926.jpg





OEBPS/Images/89162.jpg





OEBPS/Images/7736.jpg





OEBPS/Images/89912.jpg





OEBPS/Images/16375.jpg





OEBPS/Images/34110.jpg





OEBPS/Images/11872.jpg





OEBPS/Images/61531.jpg





OEBPS/Images/60955.jpg





OEBPS/Images/56968.jpg





OEBPS/Images/72.jpg





OEBPS/Images/81573.jpg





OEBPS/Images/78074.jpg





OEBPS/Images/60946.jpg





OEBPS/Images/38857.jpg





OEBPS/Images/16366.jpg





OEBPS/Images/80418.jpg





OEBPS/Images/79470.jpg





OEBPS/Images/47899.jpg





OEBPS/Images/7968.jpg





OEBPS/Images/79929.jpg





OEBPS/Images/90786.jpg





OEBPS/Images/72610.jpg





OEBPS/Images/74282.jpg
daden & ooty T anial ansl s

o Quaget o daf pares uen






OEBPS/Images/83763.jpg
.Y
T.. .
PR





OEBPS/Images/87560.jpg





OEBPS/Images/90962.jpg





OEBPS/Images/81958.jpg





OEBPS/Images/75317.jpg





OEBPS/Images/66169.jpg





OEBPS/Images/80427.jpg





OEBPS/Images/47852.jpg





OEBPS/Images/72889.jpg





OEBPS/Images/54375.jpg





OEBPS/Images/60311.jpg





OEBPS/Images/30730.jpg
T

b
X
A )i





OEBPS/Images/81564.jpg





OEBPS/Images/48637.jpg





OEBPS/Images/79623.jpg





OEBPS/Images/11617.jpg





OEBPS/Images/89139.jpg





OEBPS/Images/65296.jpg





OEBPS/Images/59581.jpg





OEBPS/Images/55122.jpg





OEBPS/Images/12337.jpg
; .N.‘
K~ W

ISRAEL F\Luz )

INEgey

fa0rRDAN

yaro?

North Arabian






OEBPS/Images/36194.jpg





OEBPS/Images/7959.jpg





OEBPS/Images/44349.jpg





OEBPS/Images/60937.jpg





OEBPS/Images/56495.jpg





OEBPS/Images/81012.jpg





OEBPS/Images/82622.jpg





OEBPS/Images/6113.jpg





OEBPS/Images/13789.jpg





OEBPS/Images/44586.jpg





OEBPS/Images/76699.jpg





OEBPS/Images/10314.jpg





OEBPS/Images/4159.jpg





OEBPS/Images/30597.jpg
Weld
ad

etched
z0ne

ptior
finish™





OEBPS/Images/67718.jpg





OEBPS/Images/78101.jpg





OEBPS/Images/87555.jpg





OEBPS/Images/35474.jpg





OEBPS/Images/81582.jpg





OEBPS/Images/40330.jpg





OEBPS/Images/57368.jpg





OEBPS/Images/16458.jpg





OEBPS/Images/52703.jpg





OEBPS/Images/10305.jpg





OEBPS/Images/44516.jpg





OEBPS/Images/55140.jpg





OEBPS/Images/62422.jpg
L
7Y






OEBPS/Images/20835.jpg





OEBPS/Images/45171.jpg





OEBPS/Images/45889.jpg





OEBPS/Images/570.jpg





OEBPS/Images/27490.jpg





OEBPS/Images/17559.jpg





OEBPS/Images/69782.jpg





OEBPS/Images/4130.jpg





OEBPS/Images/26979.jpg





OEBPS/Images/73825.jpg





OEBPS/Images/50263.jpg





OEBPS/Images/77586.jpg





OEBPS/Images/62645.jpg





OEBPS/Images/28701.jpg





OEBPS/Images/8400.jpg





OEBPS/Images/5231.jpg





OEBPS/Images/90953.jpg





OEBPS/Images/79452.jpg
F®
n
I\





OEBPS/Images/38199.jpg





OEBPS/Images/53326.jpg





OEBPS/Images/56666.jpg





OEBPS/Images/8386.jpg





OEBPS/Images/35251.jpg





OEBPS/Images/62447.jpg





OEBPS/Images/4146.jpg





OEBPS/Images/72468.jpg





OEBPS/Images/7306.jpg





OEBPS/Images/34788.jpg
b






OEBPS/Images/65348.jpg





OEBPS/Images/6820.jpg





OEBPS/Images/53378.jpg





OEBPS/Images/73776.jpg





OEBPS/Images/64869.jpg





OEBPS/Images/82701.jpg





OEBPS/Images/32915.jpg





OEBPS/Images/55126.jpg





OEBPS/Images/65832.jpg





OEBPS/Images/37448.jpg





OEBPS/Images/72623.jpg





OEBPS/Images/73172.jpg





OEBPS/Images/25681.jpg





OEBPS/Images/85874.jpg





OEBPS/Images/86822.jpg
GuvNEs





OEBPS/Images/40149.jpg





OEBPS/Images/54348.jpg





OEBPS/Images/6723.jpg





OEBPS/Images/15659.jpg





OEBPS/Images/74142.jpg





OEBPS/Images/47922.jpg





OEBPS/Images/79483.jpg





OEBPS/Images/50267.jpg





OEBPS/Images/62706.jpg





OEBPS/Images/3910.jpg





OEBPS/Images/25649.jpg





OEBPS/Images/78793.jpg





OEBPS/Images/4137.jpg





OEBPS/Images/85730.jpg





OEBPS/Images/89135.jpg





OEBPS/Images/79627.jpg





OEBPS/Images/53380.jpg





OEBPS/Images/17372.jpg





OEBPS/Images/65871.jpg





OEBPS/Images/53107.jpg





OEBPS/Images/78078.jpg





OEBPS/Images/83767.jpg





OEBPS/Images/72614.jpg





OEBPS/Images/556.jpg





OEBPS/Images/5656.jpg





OEBPS/Images/6793.jpg





OEBPS/Images/72452.jpg





OEBPS/Images/47992.jpg





OEBPS/Images/47895.jpg





OEBPS/Images/59585.jpg





OEBPS/Images/78403.jpg





OEBPS/Images/3329.jpg





OEBPS/Images/6336.jpg





OEBPS/Images/81591.jpg





OEBPS/Images/19995.jpg





OEBPS/Images/34491.jpg





OEBPS/Images/66494.jpg





OEBPS/Images/54332.jpg





OEBPS/Images/7702.jpg
780
‘.TH'E YEAR'S MOST
| CONTROVERSIAL
“ BESTSELLER «

ly ' The
Feminine
Mystique

|BETTY FRIEDAN

“Tha book we bavo been waiting for
< vt s, st st
indersasding und compossioncie
motant of comeporary Aarican
o grote probemo wamph






OEBPS/Images/90966.jpg





OEBPS/Images/59558.jpg





OEBPS/Images/84447.jpg





OEBPS/Images/250.jpg





OEBPS/Images/62260.jpg





OEBPS/Images/11169.jpg





OEBPS/Images/54371.jpg





OEBPS/Images/72741.jpg





OEBPS/Images/62461.jpg





OEBPS/Images/5630.jpg





OEBPS/Images/78105.jpg





OEBPS/Images/62720.jpg





OEBPS/Images/40334.jpg





OEBPS/Images/568.jpg





OEBPS/Images/50754.jpg





OEBPS/Images/86107.jpg





OEBPS/Images/44582.jpg





OEBPS/Images/32546.jpg





OEBPS/Images/80371.jpg





OEBPS/Images/41054.jpg





OEBPS/Images/8540.jpg





OEBPS/Images/70366.jpg





OEBPS/Images/44311.jpg





OEBPS/Images/35470.jpg





OEBPS/Images/73821.jpg





OEBPS/Images/75308.jpg





OEBPS/Images/8368.jpg





OEBPS/Images/10318.jpg





OEBPS/Images/3255.jpg





OEBPS/Images/70695.jpg
ok s ite e

02 as ser gt e
Foos G e Eoit
Py

Pon et Fora it
PSR i

e thobeipese 5y s
[t it oler e
G <l prcsarians foin

o Corermpemen 1l

(it <o g ofi wanle
Lo il

s A
P N

o 7 et s

P





OEBPS/Images/58751.jpg





OEBPS/Images/14079.jpg





OEBPS/Images/56662.jpg





OEBPS/Images/50281.jpg





OEBPS/Images/60960.jpg





OEBPS/Images/32388.jpg





OEBPS/Images/85313.jpg





OEBPS/Images/77582.jpg





OEBPS/Images/85870.jpg





OEBPS/Images/28705.jpg





OEBPS/Images/84206.jpg
e





OEBPS/Images/58737.jpg





OEBPS/Images/87546.jpg





OEBPS/Images/87503.jpg





OEBPS/Images/80542.jpg





OEBPS/Images/7961.jpg





OEBPS/Images/57970.jpg





OEBPS/Images/20839.jpg





OEBPS/Images/5972.jpg





OEBPS/Images/37015.jpg





OEBPS/Images/57456.jpg





OEBPS/Images/74128.jpg





OEBPS/Images/89175.jpg





OEBPS/Images/70350.jpg





OEBPS/Images/45175.jpg





OEBPS/Images/68900.jpg





OEBPS/Images/49094.jpg





OEBPS/Images/37216.jpg





OEBPS/Images/48259.jpg





OEBPS/Images/7705.jpg





OEBPS/Images/88403.jpg





OEBPS/Images/29587.jpg





OEBPS/Images/34044.jpg





OEBPS/Images/85878.jpg





OEBPS/Images/65844.jpg





OEBPS/Images/87568.jpg





OEBPS/Images/72891.jpg





OEBPS/Images/73176.jpg





OEBPS/Images/11736.jpg





OEBPS/Images/65836.jpg





OEBPS/Images/3326.jpg





OEBPS/Images/37212.jpg





OEBPS/Images/20402.jpg





OEBPS/Images/51749.jpg





OEBPS/Images/574.jpg





OEBPS/Images/55138.jpg





OEBPS/Images/67302.jpg





OEBPS/Images/1973.jpg





OEBPS/Images/54113.jpg





OEBPS/Images/79931.jpg





OEBPS/Images/38059.jpg





OEBPS/Images/74155.jpg





OEBPS/Images/53374.jpg





OEBPS/Images/6661.jpg





OEBPS/Images/9636.jpg





OEBPS/Images/56970.jpg





OEBPS/Images/54354.jpg





OEBPS/Images/3155.jpg





OEBPS/Images/84605.jpg





OEBPS/Images/81589.jpg





OEBPS/Images/34118.jpg





OEBPS/Images/79487.jpg





OEBPS/Images/9627.jpg





OEBPS/Images/60174.jpg





OEBPS/Images/68898.jpg





OEBPS/Images/52423.jpg





OEBPS/Images/64875.jpg





OEBPS/Images/14502.jpg





OEBPS/Images/54103.jpg





OEBPS/Images/73837.jpg





OEBPS/Images/92704.jpg





OEBPS/Images/53625.jpg





OEBPS/Images/59579.jpg





OEBPS/Images/55306.jpg





OEBPS/Images/30181.jpg
8,/

5%

[





OEBPS/Images/78781.jpg





OEBPS/Images/89184.jpg





OEBPS/Images/85387.jpg





OEBPS/Images/53098.jpg





OEBPS/Images/85728.jpg





OEBPS/Images/84987.jpg





OEBPS/Images/60309.jpg





OEBPS/Images/72618.jpg





OEBPS/Images/72635.jpg





OEBPS/Images/80957.jpg





OEBPS/Images/11171.jpg
1961 FORD TRUCKS






OEBPS/Images/85316.jpg





OEBPS/Images/79913.jpg





OEBPS/Images/70362.jpg





OEBPS/Images/80375.jpg





OEBPS/Images/57469.jpg





OEBPS/Images/70354.jpg





OEBPS/Images/54363.jpg





OEBPS/Images/78087.jpg





OEBPS/Images/49200.jpg





OEBPS/Images/33717.jpg





OEBPS/Images/6809.jpg





OEBPS/Images/47312.jpg
/P i
s,um.,. _u;.-,:%
Wi o 2o g
St T e

AR






OEBPS/Images/73860.jpg





OEBPS/Images/89202.jpg





OEBPS/Images/67293.jpg





OEBPS/Images/45391.jpg





OEBPS/Images/73917.jpg





OEBPS/Images/23178.jpg
it
&

L ale et





OEBPS/Images/85733.jpg





OEBPS/Images/85326.jpg





OEBPS/Images/84610.jpg





OEBPS/Images/16887.jpg





OEBPS/Images/73847.jpg





OEBPS/Images/59612.jpg





OEBPS/Images/4152.jpg





OEBPS/Images/61788.jpg
e g





OEBPS/Images/565.jpg





OEBPS/Images/47905.jpg





OEBPS/Images/48269.jpg





OEBPS/Images/34108.jpg





OEBPS/Images/54591.jpg





OEBPS/Images/37027.jpg





OEBPS/Images/3422.jpg





OEBPS/Images/62438.jpg





OEBPS/Images/87577.jpg
GERALTAR TULPHONE SUVICE

S

e ey
| e
iy
| ot N,

1 0 April 2001






OEBPS/Images/37019.jpg





OEBPS/Images/73193.jpg





OEBPS/Images/62703.jpg





OEBPS/Images/81025.jpg





OEBPS/Images/47325.jpg





OEBPS/Images/66744.jpg





OEBPS/Images/62444.jpg





OEBPS/Images/34179.jpg





OEBPS/Images/59598.jpg





OEBPS/Images/50163.jpg





OEBPS/Images/68904.jpg





OEBPS/Images/88793.jpg





OEBPS/Images/30173.jpg





OEBPS/Images/75305.jpg





OEBPS/Images/37634.jpg





OEBPS/Images/73852.jpg





OEBPS/Images/76082.jpg





OEBPS/Images/7320.jpg
2





OEBPS/Images/65362.jpg





OEBPS/Images/45873.jpg
—aQ





OEBPS/Images/50750.jpg





OEBPS/Images/67702.jpg





OEBPS/Images/73767.jpg





OEBPS/Images/80410.jpg





OEBPS/Images/81598.jpg





OEBPS/Images/34794.jpg





OEBPS/Images/63431.jpg





OEBPS/Images/49077.jpg





OEBPS/Images/10320.jpg





OEBPS/Images/85391.jpg
PREDERICR DOVGEASS






OEBPS/Images/5810.jpg





OEBPS/Images/80551.jpg





OEBPS/Images/78070.jpg





OEBPS/Images/21327.jpg





OEBPS/Images/87581.jpg





OEBPS/Images/85891.jpg





OEBPS/Images/29591.jpg





OEBPS/Images/11490.jpg





OEBPS/Images/87564.jpg





OEBPS/Images/88407.jpg





OEBPS/Images/62672.jpg





OEBPS/Images/6433.jpg





OEBPS/Images/42011.jpg





OEBPS/Images/54350.jpg





OEBPS/Images/37023.jpg





OEBPS/Images/34114.jpg





OEBPS/Images/4011.jpg





OEBPS/Images/55134.jpg





OEBPS/Images/82699.jpg





OEBPS/Images/6657.jpg





OEBPS/Images/3307.jpg





OEBPS/Images/78785.jpg





OEBPS/Images/61790.jpg





OEBPS/Images/92700.jpg





OEBPS/Images/62642.jpg





OEBPS/Images/27845.jpg





OEBPS/Images/10311.jpg





OEBPS/Images/60482.jpg
CuvANE

T tteron





OEBPS/Images/64871.jpg





OEBPS/Images/54107.jpg





OEBPS/Images/60693.jpg





OEBPS/Images/62940.jpg





OEBPS/Images/65292.jpg





OEBPS/Images/84727.jpg





OEBPS/Images/49577.jpg





OEBPS/Images/60952.jpg





OEBPS/Images/61373.jpg





OEBPS/Images/89900.jpg





OEBPS/Images/80549.jpg





OEBPS/Images/48611.jpg





OEBPS/Images/6972.jpg





OEBPS/Images/32537.jpg





OEBPS/Images/73180.jpg





OEBPS/Images/89141.jpg





OEBPS/Images/57074.jpg





OEBPS/Images/65379.jpg





OEBPS/Images/80423.jpg





OEBPS/Images/67715.jpg





OEBPS/Images/17339.jpg





OEBPS/Images/31072.jpg





OEBPS/Images/78553.jpg





OEBPS/Images/68894.jpg





OEBPS/Images/6616.jpg





OEBPS/Images/65366.jpg





OEBPS/Images/49073.jpg





OEBPS/Images/4128.jpg





OEBPS/Images/47316.jpg





OEBPS/Images/7324.jpg





OEBPS/Images/62712.jpg





OEBPS/Images/59566.jpg





OEBPS/Images/90914.jpg





OEBPS/Images/35478.jpg





OEBPS/Images/84614.jpg





OEBPS/Images/85322.jpg





OEBPS/Images/67684.jpg





OEBPS/Images/9642.jpg





OEBPS/Images/44318.jpg





OEBPS/Images/78083.jpg





OEBPS/Images/84983.jpg





OEBPS/Images/90957.jpg





OEBPS/Images/58343.jpg





OEBPS/Images/47901.jpg





OEBPS/Images/90783.jpg





OEBPS/Images/62457.jpg





OEBPS/Images/79461.jpg





OEBPS/Images/87292.jpg





OEBPS/Images/10309.jpg





OEBPS/Images/54367.jpg





OEBPS/Images/70358.jpg





OEBPS/Images/74136.jpg





OEBPS/Images/75746.jpg





OEBPS/Images/88433.jpg





OEBPS/Images/38731.jpg





OEBPS/Images/81016.jpg





OEBPS/Images/83775.jpg





OEBPS/Images/73913.jpg





OEBPS/Images/42058.jpg





OEBPS/Images/69772.jpg





OEBPS/Images/3048.jpg





OEBPS/Images/53370.jpg





OEBPS/Images/30177.jpg





OEBPS/Images/27519.jpg





OEBPS/Images/58743.jpg





OEBPS/Images/66403.jpg





OEBPS/Images/73856.jpg
-
&%J





OEBPS/Images/85737.jpg





OEBPS/Images/78010.jpg





OEBPS/Images/75744.jpg





OEBPS/Images/78068.jpg





OEBPS/Images/12498.jpg





OEBPS/Images/85307.jpg





OEBPS/Images/24779.jpg





OEBPS/Images/27832.jpg





OEBPS/Images/40312.jpg





OEBPS/Images/50748.jpg
.@?ﬁ.@ﬂ






OEBPS/Images/85378.jpg





OEBPS/Images/80379.jpg
et





OEBPS/Images/48265.jpg





OEBPS/Images/27002.jpg





OEBPS/Images/79478.jpg





OEBPS/Images/46864.jpg





OEBPS/Images/72605.jpg





OEBPS/Images/75085.jpg





OEBPS/Images/62957.jpg





OEBPS/Images/59551.jpg





OEBPS/Images/62440.jpg





OEBPS/Images/84209.jpg





OEBPS/Images/89170.jpg
—oalke 28





OEBPS/Images/53327.jpg





OEBPS/Images/78379.jpg





OEBPS/Images/66508.jpg





OEBPS/Images/6839.jpg





OEBPS/Images/22526.jpg





OEBPS/Images/41060.jpg





OEBPS/Images/71028.jpg





OEBPS/Images/61496.jpg





OEBPS/Images/60206.jpg
@"/";' L sy //-n/v//
vl

S ;‘QA ' n/’.

b

Pt iy oo ool
w,,.“:}.."" ;,5 -y





OEBPS/Images/49687.jpg





OEBPS/Images/58756.jpg





OEBPS/Images/28434.jpg





OEBPS/Images/57455.jpg





OEBPS/Images/48629.jpg





OEBPS/Images/65867.jpg





OEBPS/Images/66168.jpg





OEBPS/Images/10324.jpg





OEBPS/Images/84619.jpg





OEBPS/Images/57464.jpg
ol
4

!

Z I

Vg

L=





OEBPS/Images/11616.jpg





OEBPS/Images/72899.jpg





OEBPS/Images/89904.jpg





OEBPS/Images/65241.jpg





OEBPS/Images/33945.jpg
\
N
r.r

,5 B





OEBPS/Images/10966.jpg





OEBPS/Images/47909.jpg





OEBPS/Images/55301.jpg





OEBPS/Images/8390.jpg





OEBPS/Images/45879.jpg





OEBPS/Images/73619.jpg





OEBPS/Images/89145.jpg





OEBPS/Images/54369.jpg





OEBPS/Images/33033.jpg





OEBPS/Images/54385.jpg





OEBPS/Images/65876.jpg





OEBPS/Images/15557.jpg
&m)ﬂ?'mml
oo ey m;aﬁuz— %7 Hm’ |
7y
; RFAWITENGS |





OEBPS/Images/74292.jpg





OEBPS/Images/90938.jpg





OEBPS/Images/67726.jpg





OEBPS/Images/32554.jpg





OEBPS/Images/91746.jpg





OEBPS/Images/88344.jpg





OEBPS/Images/80361.jpg





OEBPS/Images/87554.jpg





OEBPS/Images/60945.jpg





OEBPS/Images/82706.jpg





OEBPS/Images/87500.jpg





OEBPS/Images/87284.jpg





OEBPS/Images/44578.jpg





OEBPS/Images/86111.jpg





OEBPS/Images/13797.jpg





OEBPS/Images/24439.jpg





OEBPS/Images/40322.jpg





OEBPS/Images/61818.jpg
=
MONTAGNE
BERG

[ & oRAND pLACE |
GROTE MARKT






OEBPS/Images/48253.jpg





OEBPS/Images/37636.jpg





OEBPS/Images/49707.jpg





OEBPS/Images/7987.jpg





OEBPS/Images/90961.jpg





OEBPS/Images/70369.jpg





OEBPS/Images/58749.jpg





OEBPS/Images/5662.jpg





OEBPS/Images/66409.jpg





OEBPS/Images/34120.jpg





OEBPS/Images/65858.jpg





OEBPS/Images/12201.jpg





OEBPS/Images/71871.jpg





OEBPS/Images/7816.jpg





OEBPS/Images/240.jpg





OEBPS/Images/43549.jpg





OEBPS/Images/78091.jpg





OEBPS/Images/6864.jpg





OEBPS/Images/3321.jpg





OEBPS/Images/75325.jpg





OEBPS/Images/37012.jpg





OEBPS/Images/50271.jpg





OEBPS/Images/15661.jpg





OEBPS/Images/9623.jpg





OEBPS/Images/44864.jpg





OEBPS/Images/88943.jpg





OEBPS/Images/7298.jpg





OEBPS/Images/1978.jpg





OEBPS/Images/28693.jpg





OEBPS/Images/5633.jpg





OEBPS/Images/38061.jpg





OEBPS/Images/49198.jpg





OEBPS/Images/60490.jpg





OEBPS/Images/69596.jpg





OEBPS/Images/49579.jpg





OEBPS/Images/73831.jpg





OEBPS/Images/6427.jpg





OEBPS/Images/83771.jpg





OEBPS/Images/63452.jpg





OEBPS/Images/47848.jpg





OEBPS/Images/26985.jpg





OEBPS/Images/46874.jpg





OEBPS/Images/60936.jpg





OEBPS/Images/66758.jpg





OEBPS/Images/35480.jpg





OEBPS/Images/54340.jpg





OEBPS/Images/62718.jpg





OEBPS/Images/44515.jpg





OEBPS/Images/30589.jpg





OEBPS/Images/1584.jpg





OEBPS/Images/57473.jpg





OEBPS/Images/85882.jpg





OEBPS/Images/92707.jpg





OEBPS/Images/85380.jpg





OEBPS/Images/31068.jpg





OEBPS/Images/44357.jpg





OEBPS/Images/44686.jpg





OEBPS/Images/62639.jpg





OEBPS/Images/62502.jpg





OEBPS/Images/68881.jpg





OEBPS/Images/220.jpg





OEBPS/Images/85303.jpg





OEBPS/Images/9632.jpg





OEBPS/Images/39646.jpg





OEBPS/Images/59602.jpg





OEBPS/Images/89908.jpg





OEBPS/Images/67836.jpg





OEBPS/Images/1969.jpg





OEBPS/Images/66382.jpg





OEBPS/Images/7314.jpg





OEBPS/Images/90920.jpg





OEBPS/Images/11612.jpg





OEBPS/Images/82233.jpg





OEBPS/Images/92696.jpg





OEBPS/Images/68885.jpg





OEBPS/Images/38741.jpg





OEBPS/Images/65356.jpg





OEBPS/Images/72895.jpg





OEBPS/Images/73923.jpg





OEBPS/Images/48271.jpg





OEBPS/Images/81006.jpg





OEBPS/Images/77567.jpg





OEBPS/Images/80388.jpg





OEBPS/Images/43230.jpg





OEBPS/Images/81964.jpg





OEBPS/Images/85328.jpg





OEBPS/Images/80397.jpg





OEBPS/Images/87572.jpg





OEBPS/Images/41699.jpg





OEBPS/Images/89149.jpg





OEBPS/Images/66164.jpg





OEBPS/Images/2247.jpg





OEBPS/Images/85731.jpg





OEBPS/Images/8595.jpg





OEBPS/Images/54389.jpg





OEBPS/Images/78408.jpg





OEBPS/Images/54115.jpg





OEBPS/Images/33037.jpg





OEBPS/Images/84437.jpg





OEBPS/Images/64525.jpg





OEBPS/Images/6826.jpg





OEBPS/Images/34106.jpg





OEBPS/Images/70691.jpg





OEBPS/Images/10633.jpg





OEBPS/Images/8394.jpg





OEBPS/Images/82702.jpg





OEBPS/Images/74287.jpg





OEBPS/Images/16369.jpg





OEBPS/Images/35081.jpg





OEBPS/Images/54099.jpg





OEBPS/Images/60949.jpg





OEBPS/Images/79917.jpg





OEBPS/Images/5646.jpg





OEBPS/Images/90934.jpg





OEBPS/Images/59560.jpg
.





OEBPS/Images/11724.jpg
\" y N/





OEBPS/Images/38739.jpg





OEBPS/Images/47695.jpg





OEBPS/Images/65347.jpg





OEBPS/Images/73178.jpg





OEBPS/Images/70826.jpg





OEBPS/Images/7271.jpg





OEBPS/Images/34489.jpg





OEBPS/Images/43545.jpg





OEBPS/Images/65374.jpg





OEBPS/Images/5243.jpg





OEBPS/Images/53108.jpg





OEBPS/Images/12205.jpg





OEBPS/Images/91742.jpg





OEBPS/Images/3413.jpg





OEBPS/Images/37672.jpg





OEBPS/Images/55752.jpg





OEBPS/Images/34534.jpg





OEBPS/Images/70822.jpg





OEBPS/Images/62635.jpg





OEBPS/Images/82618.jpg





OEBPS/Images/41026.jpg





OEBPS/Images/1980.jpg





OEBPS/Images/60186.jpg
= o

e






OEBPS/Images/87288.jpg





OEBPS/Images/75321.jpg





OEBPS/Images/67706.jpg





OEBPS/Images/49581.jpg





OEBPS/Images/80413.jpg





OEBPS/Images/73909.jpg





OEBPS/Images/38065.jpg





OEBPS/Images/4133.jpg





OEBPS/Images/54331.jpg





OEBPS/Images/1151.jpg





OEBPS/Images/61512.jpg





OEBPS/Images/59589.jpg





OEBPS/Images/6121.jpg





OEBPS/Images/89206.jpg





OEBPS/Images/69621.jpg





OEBPS/Images/81020.jpg





OEBPS/Images/61525.jpg





OEBPS/Images/4007.jpg





OEBPS/Images/74157.jpg





OEBPS/Images/60961.jpg





OEBPS/Images/45891.jpg





OEBPS/Images/84275.jpg





OEBPS/Images/49595.jpg





OEBPS/Images/66411.jpg





OEBPS/Images/60774.jpg
D






OEBPS/Images/66497.jpg





OEBPS/Images/59573.jpg





OEBPS/Images/46870.jpg





OEBPS/Images/40862.jpg





OEBPS/Images/59989.jpg





OEBPS/Images/85887.jpg





OEBPS/Images/17089.jpg
;'TWW IPTTT
O 1






OEBPS/Images/69592.jpg





OEBPS/Images/1580.jpg





OEBPS/Images/72627.jpg





OEBPS/Images/37444.jpg





OEBPS/Images/80457.jpg





OEBPS/Images/83453.jpg





OEBPS/Images/85384.jpg





OEBPS/Images/1165.jpg





OEBPS/Images/86109.jpg





OEBPS/Images/44511.jpg





OEBPS/Images/46414.jpg





OEBPS/Images/66396.jpg





OEBPS/Images/44353.jpg





OEBPS/Images/65302.jpg





OEBPS/Images/7760.jpg





OEBPS/Images/13198.jpg
1995-2004 Mean Temperatures

G5 1 45 6 o5 1 15 2
Teriiperature Anomaly (*C)





OEBPS/Images/38367.jpg





OEBPS/Images/73835.jpg





OEBPS/Images/16610.jpg





OEBPS/Images/78032.jpg





OEBPS/Images/90979.jpg





OEBPS/Images/26989.jpg





OEBPS/Images/47321.jpg





OEBPS/Images/66754.jpg





OEBPS/Images/85886.jpg





OEBPS/Images/73863.jpg





OEBPS/Images/84434.jpg





OEBPS/Images/7318.jpg





OEBPS/Images/60202.jpg





OEBPS/Images/24441.jpg





OEBPS/Images/66368.jpg





OEBPS/Images/35484.jpg





OEBPS/Images/44138.jpg





OEBPS/Images/54329.jpg





OEBPS/Images/44251.jpg





OEBPS/Images/62943.jpg





OEBPS/Images/73168.jpg
o





OEBPS/Images/80403.jpg





OEBPS/Images/49083.jpg





OEBPS/Images/67712.jpg





OEBPS/Images/78115.jpg





OEBPS/Images/60173.jpg





OEBPS/Images/45881.jpg





OEBPS/Images/79923.jpg





OEBPS/Images/7768.jpg





OEBPS/Images/81960.jpg





OEBPS/Images/89177.jpg





OEBPS/Images/59595.jpg





OEBPS/Images/6832.jpg





OEBPS/Images/65239.jpg





OEBPS/Images/65352.jpg





OEBPS/Images/83769.jpg





OEBPS/Images/11155.jpg





OEBPS/Images/69619.jpg





OEBPS/Images/73040.jpg





OEBPS/Images/90924.jpg





OEBPS/Images/92703.jpg





OEBPS/Images/74163.jpg





OEBPS/Images/69786.jpg





OEBPS/Images/80369.jpg





OEBPS/Images/8398.jpg





OEBPS/Images/32764.jpg





OEBPS/Images/80546.jpg





OEBPS/Images/84202.jpg





OEBPS/Images/7970.jpg





OEBPS/Images/47911.jpg





OEBPS/Images/66386.jpg





OEBPS/Images/7187.jpg





OEBPS/Images/48847.jpg





OEBPS/Images/60479.jpg





OEBPS/Images/3906.jpg





OEBPS/Images/7285.jpg





OEBPS/Images/61367.jpg





OEBPS/Images/41058.jpg





OEBPS/Images/37035.jpg





OEBPS/Images/73203.jpg





OEBPS/Images/81595.jpg





OEBPS/Images/238.jpg





OEBPS/Images/59605.jpg





OEBPS/Images/47699.jpg





OEBPS/Images/72449.jpg





OEBPS/Images/7275.jpg





OEBPS/Images/61529.jpg





OEBPS/Images/84443.jpg





OEBPS/Images/61820.jpg





OEBPS/Images/77572.jpg





OEBPS/Images/44566.jpg





OEBPS/Images/36198.jpg





OEBPS/Images/69599.jpg





OEBPS/Images/18659.jpg





OEBPS/Images/48257.jpg





OEBPS/Images/11165.jpg





OEBPS/Images/4142.jpg





OEBPS/Images/37686.jpg





OEBPS/Images/73933.jpg





OEBPS/Images/56960.jpg





OEBPS/Images/59615.jpg





OEBPS/Images/74154.jpg





OEBPS/Images/38745.jpg





OEBPS/Images/73257.jpg





OEBPS/Images/73927.jpg





OEBPS/Images/53117.jpg





OEBPS/Images/65426.jpg





OEBPS/Images/70346.jpg





OEBPS/Images/66741.jpg





OEBPS/Images/76701.jpg





OEBPS/Images/3251.jpg





OEBPS/Images/38751.jpg





OEBPS/Images/85330.jpg





OEBPS/Images/44306.jpg





OEBPS/Images/66392.jpg





OEBPS/Images/19673.jpg
gg rotamer gt rotamer tg rotamer





OEBPS/Images/36410.jpg





OEBPS/Images/61785.jpg





OEBPS/Images/62445.jpg





OEBPS/Images/65850.jpg





OEBPS/Images/38069.jpg





OEBPS/Images/73774.jpg





OEBPS/Images/84271.jpg





OEBPS/Images/87558.jpg
T





OEBPS/Images/27309.jpg





OEBPS/Images/68905.jpg





OEBPS/Images/90930.jpg





OEBPS/Images/72608.jpg





OEBPS/Images/3166.jpg





OEBPS/Images/25647.jpg





OEBPS/Images/37676.jpg





OEBPS/Images/62450.jpg





OEBPS/Images/36405.jpg
PRESIDENT'S SIGNATURE
-ENACTS CURRENCY LA

Wilson Declares It the First of Series
Constructive Acts to Aid Business.
gl Makes Speech 1o Broup of ',
* Demacrati Leadsrs, -
Coterace Reprt Aoped n
Senate by Yoteof 4310 %5, *

23 s A ver e County Hstent
ot el Resene Syten.

G i (s P B
A Crlos Pt

i g;;ag‘;‘gg,;gs*“:;:‘::;aw“::s:m

Aims 1o Make
Hane e






OEBPS/Images/79488.jpg





OEBPS/Images/85725.jpg





OEBPS/Images/78552.jpg





OEBPS/Images/3417.jpg





OEBPS/Images/815.jpg





OEBPS/Images/12500.jpg





OEBPS/Images/78400.jpg





OEBPS/Images/83457.jpg





OEBPS/Images/992.jpg





OEBPS/Images/74144.jpg





OEBPS/Images/34035.jpg





OEBPS/Images/11742.jpg





OEBPS/Images/80956.jpg





OEBPS/Images/41023.jpg





OEBPS/Images/59999.jpg





OEBPS/Images/60006.jpg





OEBPS/Images/50751.jpg





OEBPS/Images/81577.jpg





OEBPS/Images/30726.jpg
{





OEBPS/Images/66500.jpg





OEBPS/Images/60959.jpg





OEBPS/Images/62667.jpg





OEBPS/Images/44315.jpg





OEBPS/Images/66415.jpg





OEBPS/Images/84265.jpg





OEBPS/Images/53382.jpg





OEBPS/Images/65863.jpg





OEBPS/Images/73187.jpg





OEBPS/Images/62695.jpg





OEBPS/Images/47882.jpg





OEBPS/Images/63425.jpg





OEBPS/Images/43176.jpg





OEBPS/Images/50279.jpg





OEBPS/Images/72464.jpg





OEBPS/Images/30139.jpg





OEBPS/Images/8409.jpg





OEBPS/Images/49591.jpg





OEBPS/Images/89192.jpg





OEBPS/Images/64883.jpg





OEBPS/Images/86281.jpg





OEBPS/Images/78109.jpg





OEBPS/Images/32857.jpg





OEBPS/Images/57975.jpg





OEBPS/Images/72458.jpg





OEBPS/Images/16886.jpg





OEBPS/Images/12209.jpg





OEBPS/Images/58733.jpg





OEBPS/Images/58727.jpg





OEBPS/Images/62673.jpg





OEBPS/Images/74389.jpg





OEBPS/Images/60183.jpg
Qelpsasiaen
Arirtissecadiadutas






OEBPS/Images/49585.jpg





OEBPS/Images/54334.jpg





OEBPS/Images/16371.jpg





OEBPS/Images/5624.jpg





OEBPS/Images/42057.jpg





OEBPS/Images/16460.jpg





OEBPS/Images/55142.jpg





OEBPS/Images/11876.jpg





OEBPS/Images/56973.jpg





OEBPS/Images/80365.jpg





OEBPS/Images/69615.jpg





OEBPS/Images/4774.jpg





OEBPS/Images/62641.jpg





OEBPS/Images/79621.jpg





OEBPS/Images/79490.jpg
ot





OEBPS/Images/32768.jpg





OEBPS/Images/66173.jpg





OEBPS/Images/3330.jpg





OEBPS/Images/11159.jpg





OEBPS/Images/56497.jpg





OEBPS/Images/38056.jpg





OEBPS/Images/18963.jpg





OEBPS/Images/76090.jpg





OEBPS/Images/49087.jpg





OEBPS/Images/26981.jpg





OEBPS/Images/45885.jpg





OEBPS/Images/44134.jpg





OEBPS/Images/3249.jpg





OEBPS/Images/22964.jpg





OEBPS/Images/47311.jpg





OEBPS/Images/20833.jpg





OEBPS/Images/14085.jpg





OEBPS/Images/78022.jpg





OEBPS/Images/44343.jpg





OEBPS/Images/5237.jpg





OEBPS/Images/46878.jpg





OEBPS/Images/8372.jpg





OEBPS/Images/89898.jpg





OEBPS/Images/7279.jpg





OEBPS/Images/62495.jpg





OEBPS/Images/86829.jpg





OEBPS/Images/4387.jpg





OEBPS/Images/6119.jpg





OEBPS/Images/6441.jpg





OEBPS/Images/81447.jpg





OEBPS/Images/84615.jpg





OEBPS/Images/48625.jpg





OEBPS/Images/74150.jpg
zﬁgg





OEBPS/Images/4783.jpg





OEBPS/Images/54379.jpg





OEBPS/Images/59591.jpg





OEBPS/Images/11161.jpg





OEBPS/Images/44562.jpg





OEBPS/Images/28428.jpg





OEBPS/Images/47915.jpg





OEBPS/Images/57966.jpg





OEBPS/Images/62715.jpg





OEBPS/Images/87550.jpg
.

/)
g





OEBPS/Images/57064.jpg





OEBPS/Images/7281.jpg





OEBPS/Images/20842.jpg





OEBPS/Images/38862.jpg





OEBPS/Images/78099.jpg





OEBPS/Images/38749.jpg





OEBPS/Images/12199.jpg





OEBPS/Images/90928.jpg





OEBPS/Images/54381.jpg





OEBPS/Images/36729.jpg





OEBPS/Images/46405.jpg





OEBPS/Images/62686.jpg





OEBPS/Images/32396.jpg





OEBPS/Images/3162.jpg





OEBPS/Images/41064.jpg
o





OEBPS/Images/81028.jpg





OEBPS/Images/7294.jpg





OEBPS/Images/65854.jpg





OEBPS/Images/45383.jpg





OEBPS/Images/12195.jpg





OEBPS/Images/78095.jpg





OEBPS/Images/3677.jpg





OEBPS/Images/25643.jpg





OEBPS/Images/57477.jpg
1





OEBPS/Images/819.jpg





OEBPS/Images/81586.jpg
o
o si





OEBPS/Images/62682.jpg





OEBPS/Images/74148.jpg





OEBPS/Images/38360.jpg





OEBPS/Images/66402.jpg





OEBPS/Images/33059.jpg





OEBPS/Images/88947.jpg





OEBPS/Images/6543.jpg





OEBPS/Images/28684.jpg





OEBPS/Images/68891.jpg





OEBPS/Images/87280.jpg





OEBPS/Images/84211.jpg





OEBPS/Images/60310.jpg





OEBPS/Images/72632.jpg





OEBPS/Images/89168.jpg





OEBPS/Images/62454.jpg





OEBPS/Images/81443.jpg





OEBPS/Images/66373.jpg





OEBPS/Images/86816.jpg





OEBPS/Images/40326.jpg





OEBPS/Images/47886.jpg





OEBPS/Images/32.jpg
Ty

( \?:b A ,






OEBPS/Images/69586.jpg





OEBPS/Images/63421.jpg





OEBPS/Images/73183.jpg





OEBPS/Images/3260.jpg





OEBPS/Images/84269.jpg





OEBPS/Images/92687.jpg





OEBPS/Images/32551.jpg
)





OEBPS/Images/49589.jpg





OEBPS/Images/38373.jpg





OEBPS/Images/90784.jpg





OEBPS/Images/32853.jpg





OEBPS/Images/59995.jpg





OEBPS/Images/40856.jpg
abi T A
e






OEBPS/Images/54338.jpg





OEBPS/Images/50275.jpg





OEBPS/Images/28697.jpg





OEBPS/Images/74278.jpg





OEBPS/Images/75315.jpg





OEBPS/Images/78111.jpg





OEBPS/Images/12211.jpg





OEBPS/Images/55146.jpg





OEBPS/Images/66419.jpg





OEBPS/Images/86672.jpg





OEBPS/Images/72460.jpg





OEBPS/Images/8405.jpg





OEBPS/Images/30591.jpg





OEBPS/Images/83761.jpg





OEBPS/Images/68909.jpg





OEBPS/Images/73829.jpg





OEBPS/Images/76697.jpg





OEBPS/Images/7799.jpg





OEBPS/Images/44588.jpg





OEBPS/Images/13787.jpg





OEBPS/Images/40332.jpg





OEBPS/Images/58345.jpg





OEBPS/Images/62420.jpg





OEBPS/Images/73911.jpg





OEBPS/Images/11721.jpg





OEBPS/Images/81010.jpg





OEBPS/Images/65368.jpg





OEBPS/Images/44347.jpg





OEBPS/Images/5233.jpg





OEBPS/Images/7326.jpg





OEBPS/Images/74275.jpg





OEBPS/Images/61506.jpg





OEBPS/Images/45396.jpg





OEBPS/Images/6115.jpg





OEBPS/Images/35472.jpg





OEBPS/Images/41052.jpg





OEBPS/Images/84981.jpg





OEBPS/Images/10307.jpg





OEBPS/Images/62717.jpg





OEBPS/Images/10316.jpg





OEBPS/Images/50756.jpg





OEBPS/Images/7729.jpg





OEBPS/Images/84990.jpg





OEBPS/Images/62958.jpg





OEBPS/Images/35449.jpg





OEBPS/Images/11712.jpg





OEBPS/Images/36192.jpg





OEBPS/Images/30599.jpg





OEBPS/Images/57972.jpg





OEBPS/Images/57060.jpg





OEBPS/Images/69780.jpg





OEBPS/Images/73823.jpg





OEBPS/Images/88399.jpg





OEBPS/Images/8366.jpg





OEBPS/Images/87544.jpg





OEBPS/Images/44518.jpg
>

\ﬁw





OEBPS/Images/84208.jpg





OEBPS/Images/60189.jpg





OEBPS/Images/20837.jpg





OEBPS/Images/50265.jpg





OEBPS/Images/32548.jpg





OEBPS/Images/42513.jpg





OEBPS/Images/8402.jpg





OEBPS/Images/6838.jpg





OEBPS/Images/62670.jpg





OEBPS/Images/21136.jpg





OEBPS/Images/81580.jpg





OEBPS/Images/37218.jpg





OEBPS/Images/46866.jpg





OEBPS/Images/54321.jpg





OEBPS/Images/36428.jpg





OEBPS/Images/88338.jpg





OEBPS/Images/45173.jpg





OEBPS/Images/56664.jpg





OEBPS/Images/4772.jpg





OEBPS/Images/61524.jpg





OEBPS/Images/77588.jpg





OEBPS/Images/11730.jpg





OEBPS/Images/60939.jpg





OEBPS/Images/62643.jpg





OEBPS/Images/32859.jpg





OEBPS/Images/47960.jpg





OEBPS/Images/32913.jpg





OEBPS/Images/35796.jpg





OEBPS/Images/69613.jpg





OEBPS/Images/7308.jpg





OEBPS/Images/40318.jpg





OEBPS/Images/45387.jpg





OEBPS/Images/89164.jpg





OEBPS/Images/89910.jpg





OEBPS/Images/16377.jpg





OEBPS/Images/61371.jpg





OEBPS/Images/83450.jpg





OEBPS/Images/20398.jpg





OEBPS/Images/38364.jpg





OEBPS/Images/25683.jpg





OEBPS/Images/15657.jpg





OEBPS/Images/72621.jpg
National debt as % of GNP, 19291950

140%

120%

100%
0%

60%

40%

20%

0%

R A G

sourca: Historical Stats US series F32 and Y483





OEBPS/Images/62503.jpg





OEBPS/Images/60957.jpg





OEBPS/Images/56966.jpg





OEBPS/Images/60944.jpg





OEBPS/Images/72450.jpg





OEBPS/Images/75319.jpg





OEBPS/Images/22901.jpg
|Mretarr Mass TLINOS

TH athafros Prof Tiihing





OEBPS/Images/78795.jpg





OEBPS/Images/87720.jpg





OEBPS/Images/47854.jpg





OEBPS/Images/47897.jpg





OEBPS/Images/59583.jpg





OEBPS/Images/87562.jpg





OEBPS/Images/48635.jpg





OEBPS/Images/19997.jpg





OEBPS/Images/38864.jpg





OEBPS/Images/43228.jpg





OEBPS/Images/52419.jpg





OEBPS/Images/81562.jpg





OEBPS/Images/74280.jpg
7\
=\
\’Q;'// i

SS==






OEBPS/Images/6856.jpg





OEBPS/Images/7700.jpg





OEBPS/Images/66370.jpg





OEBPS/Images/5654.jpg





OEBPS/Images/65298.jpg





OEBPS/Images/26991.jpg





OEBPS/Images/68911.jpg





OEBPS/Images/69582.jpg





OEBPS/Images/55120.jpg





OEBPS/Images/59991.jpg





OEBPS/Images/60313.jpg





OEBPS/Images/54377.jpg





OEBPS/Images/53110.jpg





OEBPS/Images/57467.jpg
3





OEBPS/Images/80961.jpg





OEBPS/Images/79625.jpg





OEBPS/Images/65377.jpg





OEBPS/Images/32400.jpg





OEBPS/Images/62722.jpg





OEBPS/Images/36591.jpg





OEBPS/Images/52701.jpg





OEBPS/Images/6111.jpg





OEBPS/Images/59599.jpg





OEBPS/Images/50752.jpg





OEBPS/Images/70697.jpg





OEBPS/Images/78103.jpg





OEBPS/Images/61783.jpg





OEBPS/Images/59617.jpg





OEBPS/Images/54373.jpg





OEBPS/Images/322.jpg





OEBPS/Images/4162.jpg





OEBPS/Images/60176.jpg





OEBPS/Images/41701.jpg





OEBPS/Images/75306.jpg





OEBPS/Images/67689.jpg





OEBPS/Images/6883.jpg
Partof
England

ot
Teritories. C






OEBPS/Images/87557.jpg





OEBPS/Images/37031.jpg





OEBPS/Images/44584.jpg





OEBPS/Images/32544.jpg





OEBPS/Images/86105.jpg





OEBPS/Images/78119.jpg





OEBPS/Images/3257.jpg





OEBPS/Images/79927.jpg





OEBPS/Images/34033.jpg





OEBPS/Images/80373.jpg





OEBPS/Images/31797.jpg





OEBPS/Images/78409.jpg





OEBPS/Images/58735.jpg





OEBPS/Images/30169.jpg





OEBPS/Images/66365.jpg





OEBPS/Images/50283.jpg





OEBPS/Images/27855.jpg
o o 2 8 8 3

| |

49
8
1






OEBPS/Images/10303.jpg





OEBPS/Images/73848.jpg





OEBPS/Images/56660.jpg





OEBPS/Images/77584.jpg





OEBPS/Images/37029.jpg
» =z





OEBPS/Images/5228.jpg





OEBPS/Images/57458.jpg





OEBPS/Images/58753.jpg





OEBPS/Images/3183.jpg





OEBPS/Images/67691.jpg





OEBPS/Images/81023.jpg





OEBPS/Images/85311.jpg





OEBPS/Images/28703.jpg





OEBPS/Images/70368.jpg





OEBPS/Images/87548.jpg





OEBPS/Images/45177.jpg





OEBPS/Images/68902.jpg





OEBPS/Images/60185.jpg





OEBPS/Images/10987.jpg
Sl

TS





OEBPS/Images/59570.jpg





OEBPS/Images/70352.jpg





OEBPS/Images/980.jpg





OEBPS/Images/77440.jpg
_— }}

“n2?

arachidonic linoleie  linolenic






OEBPS/Images/55124.jpg





OEBPS/Images/8411.jpg





OEBPS/Images/74385.jpg





OEBPS/Images/2318.jpg





OEBPS/Images/80959.jpg





OEBPS/Images/46857.jpg





OEBPS/Images/65846.jpg





OEBPS/Images/44268.jpg





OEBPS/Images/73174.jpg





OEBPS/Images/35458.jpg





OEBPS/Images/49711.jpg





OEBPS/Images/69165.jpg





OEBPS/Images/84204.jpg





OEBPS/Images/60948.jpg





OEBPS/Images/72756.jpg





OEBPS/Images/64867.jpg





OEBPS/Images/50269.jpg





OEBPS/Images/80416.jpg





OEBPS/Images/62708.jpg





OEBPS/Images/3428.jpg





OEBPS/Images/7304.jpg





OEBPS/Images/4148.jpg





OEBPS/Images/67304.jpg





OEBPS/Images/61826.jpg





OEBPS/Images/29585.jpg





OEBPS/Images/47924.jpg





OEBPS/Images/59601.jpg





OEBPS/Images/84262.jpg





OEBPS/Images/45936.jpg





OEBPS/Images/78076.jpg





OEBPS/Images/40147.jpg





OEBPS/Images/74140.jpg





OEBPS/Images/75750.jpg





OEBPS/Images/66510.jpg





OEBPS/Images/79485.jpg





OEBPS/Images/81593.jpg





OEBPS/Images/61369.jpg





OEBPS/Images/30183.jpg





OEBPS/Images/89133.jpg





OEBPS/Images/53623.jpg





OEBPS/Images/5658.jpg





OEBPS/Images/80400.jpg





OEBPS/Images/48617.jpg





OEBPS/Images/79629.jpg





OEBPS/Images/41056.jpg





OEBPS/Images/72612.jpg
' gl

-





OEBPS/Images/58723.jpg





OEBPS/Images/83783.jpg





OEBPS/Images/39633.jpg





OEBPS/Images/81566.jpg





OEBPS/Images/7948.jpg





OEBPS/Images/72454.jpg





OEBPS/Images/47850.jpg





OEBPS/Images/6338.jpg





OEBPS/Images/19993.jpg





OEBPS/Images/11167.jpg





OEBPS/Images/89160.jpg





OEBPS/Images/62951.jpg





OEBPS/Images/33719.jpg





OEBPS/Images/81596.jpg





OEBPS/Images/54361.jpg
e,





OEBPS/Images/11728.jpg





OEBPS/Images/62692.jpg





OEBPS/Images/62668.jpg





OEBPS/Images/31070.jpg





OEBPS/Images/35603.jpg





OEBPS/Images/49075.jpg





OEBPS/Images/67704.jpg





OEBPS/Images/70356.jpg





OEBPS/Images/77571.jpg





OEBPS/Images/80377.jpg





OEBPS/Images/4126.jpg





OEBPS/Images/27834.jpg





OEBPS/Images/85324.jpg





OEBPS/Images/38737.jpg





OEBPS/Images/1884.jpg





OEBPS/Images/16889.jpg





OEBPS/Images/73862.jpg
5





OEBPS/Images/83777.jpg





OEBPS/Images/89204.jpg





OEBPS/Images/4150.jpg





OEBPS/Images/73845.jpg





OEBPS/Images/47903.jpg





OEBPS/Images/49575.jpg





OEBPS/Images/61786.jpg





OEBPS/Images/4135.jpg





OEBPS/Images/70364.jpg





OEBPS/Images/44580.jpg





OEBPS/Images/90916.jpg





OEBPS/Images/65860.jpg





OEBPS/Images/74138.jpg





OEBPS/Images/78089.jpg
{ I ‘;'.,: » i
g ,.'7"-"‘





OEBPS/Images/7269.jpg





OEBPS/Images/47323.jpg





OEBPS/Images/4358.jpg





OEBPS/Images/80412.jpg





OEBPS/Images/54346.jpg





OEBPS/Images/60200.jpg
Lw«uﬁwumummmmm
s Do AR






OEBPS/Images/87575.jpg





OEBPS/Images/76084.jpg





OEBPS/Images/65360.jpg





OEBPS/Images/73191.jpg





OEBPS/Images/85735.jpg





OEBPS/Images/37017.jpg





OEBPS/Images/58741.jpg





OEBPS/Images/48267.jpg





OEBPS/Images/84621.jpg





OEBPS/Images/65370.jpg





OEBPS/Images/73854.jpg
L J





OEBPS/Images/69778.jpg





OEBPS/Images/73765.jpg





OEBPS/Images/59596.jpg





OEBPS/Images/32917.jpg





OEBPS/Images/40310.jpg





OEBPS/Images/62442.jpg





OEBPS/Images/73771.jpg





OEBPS/Images/84436.jpg





OEBPS/Images/6822.jpg





OEBPS/Images/27004.jpg





OEBPS/Images/64864.jpg





OEBPS/Images/85333.jpg





OEBPS/Images/80553.jpg





OEBPS/Images/3022.jpg





OEBPS/Images/61536.jpg





OEBPS/Images/61366.jpg





OEBPS/Images/78121.jpg





OEBPS/Images/65834.jpg





OEBPS/Images/73839.jpg





OEBPS/Images/29589.jpg





OEBPS/Images/76737.jpg





OEBPS/Images/88401.jpg





OEBPS/Images/78079.jpg





OEBPS/Images/72893.jpg





OEBPS/Images/67300.jpg





OEBPS/Images/30171.jpg





OEBPS/Images/85876.jpg





OEBPS/Images/54111.jpg





OEBPS/Images/79933.jpg





OEBPS/Images/82700.jpg





OEBPS/Images/62701.jpg





OEBPS/Images/59608.jpg





OEBPS/Images/47920.jpg





OEBPS/Images/9638.jpg





OEBPS/Images/6655.jpg
0 T,





OEBPS/Images/75312.jpg





OEBPS/Images/3157.jpg





OEBPS/Images/37025.jpg





OEBPS/Images/53368.jpg





OEBPS/Images/55136.jpg





OEBPS/Images/69598.jpg





OEBPS/Images/20197.jpg





OEBPS/Images/4724.jpg
Maan Tanppishuro Anirmilies \ishet)






OEBPS/Images/11738.jpg





OEBPS/Images/68896.jpg





OEBPS/Images/6048.jpg





OEBPS/Images/9625.jpg





OEBPS/Images/60950.jpg





OEBPS/Images/34116.jpg





OEBPS/Images/54105.jpg





OEBPS/Images/6181.jpg





OEBPS/Images/54356.jpg





OEBPS/Images/32535.jpg





OEBPS/Images/92690.jpg





OEBPS/Images/1406.jpg





OEBPS/Images/72616.jpg





OEBPS/Images/85726.jpg





OEBPS/Images/82620.jpg





OEBPS/Images/60478.jpg





OEBPS/Images/90968.jpg





OEBPS/Images/85318.jpg





OEBPS/Images/80547.jpg





OEBPS/Images/62946.jpg





OEBPS/Images/48613.jpg





OEBPS/Images/53627.jpg





OEBPS/Images/56651.jpg





OEBPS/Images/59577.jpg





OEBPS/Images/89186.jpg
7





OEBPS/Images/6835.jpg





OEBPS/Images/65842.jpg





OEBPS/Images/85389.jpg





OEBPS/Images/64877.jpg





OEBPS/Images/37577.jpg





OEBPS/Images/55308.jpg





OEBPS/Images/4154.jpg





OEBPS/Images/60307.jpg





OEBPS/Images/59610.jpg





OEBPS/Images/81014.jpg





OEBPS/Images/67295.jpg





OEBPS/Images/34796.jpg
< w([; = §
) O
WL s






OEBPS/Images/53096.jpg





OEBPS/Images/55304.jpg





OEBPS/Images/49202.jpg





OEBPS/Images/35476.jpg





OEBPS/Images/59568.jpg





OEBPS/Images/70360.jpg





OEBPS/Images/78085.jpg





OEBPS/Images/39154.jpg





OEBPS/Images/75748.jpg





OEBPS/Images/90781.jpg





OEBPS/Images/58341.jpg





OEBPS/Images/87290.jpg





OEBPS/Images/37038.jpg





OEBPS/Images/49571.jpg





OEBPS/Images/37627.jpg





OEBPS/Images/62068.jpg





OEBPS/Images/73915.jpg





OEBPS/Images/47318.jpg





OEBPS/Images/73817.jpg





OEBPS/Images/44576.jpg





OEBPS/Images/90959.jpg





OEBPS/Images/8534.jpg





OEBPS/Images/54365.jpg





OEBPS/Images/87579.jpg





OEBPS/Images/9640.jpg





OEBPS/Images/67682.jpg





OEBPS/Images/46862.jpg





OEBPS/Images/83773.jpg





OEBPS/Images/13222.jpg
Temperaturs Increase {"C)





OEBPS/Images/73769.jpg





OEBPS/Images/77590.jpg





OEBPS/Images/49562.jpg





OEBPS/Images/85305.jpg





OEBPS/Images/66746.jpg





OEBPS/Images/4788.jpg





OEBPS/Images/67700.jpg





OEBPS/Images/15553.jpg





OEBPS/Images/62955.jpg





OEBPS/Images/40314.jpg





OEBPS/Images/48263.jpg





OEBPS/Images/65838.jpg





OEBPS/Images/65236.jpg





OEBPS/Images/65364.jpg





OEBPS/Images/7322.jpg





OEBPS/Images/73195.jpg





OEBPS/Images/6659.jpg





OEBPS/Images/43596.jpg





OEBPS/Images/80421.jpg





OEBPS/Images/55132.jpg





OEBPS/Images/83462.jpg





OEBPS/Images/32550.jpg





OEBPS/Images/6431.jpg





OEBPS/Images/11734.jpg





OEBPS/Images/13793.jpg





OEBPS/Images/4728.jpg





OEBPS/Images/53101.jpg





OEBPS/Images/52421.jpg





OEBPS/Images/85309.jpg





OEBPS/Images/34112.jpg





OEBPS/Images/88405.jpg





OEBPS/Images/53372.jpg





OEBPS/Images/10322.jpg





OEBPS/Images/54352.jpg





OEBPS/Images/40153.jpg





OEBPS/Images/54109.jpg





OEBPS/Images/65294.jpg





OEBPS/Images/67713.jpg





OEBPS/Images/35507.jpg





OEBPS/Images/61519.jpg





OEBPS/Images/30736.jpg





OEBPS/Images/60480.jpg





OEBPS/Images/37223.jpg





OEBPS/Images/11719.jpg





OEBPS/Images/88346.jpg





OEBPS/Images/64873.jpg





OEBPS/Images/60395.jpg





OEBPS/Images/74134.jpg





OEBPS/Images/7726.jpg





OEBPS/Images/78081.jpg





OEBPS/Images/89182.jpg





OEBPS/Images/80408.jpg





OEBPS/Images/3433.jpg





OEBPS/Images/69601.jpg





OEBPS/Images/72633.jpg





OEBPS/Images/34181.jpg





OEBPS/Images/11173.jpg





OEBPS/Images/20400.jpg





OEBPS/Images/85320.jpg





OEBPS/Images/92702.jpg





OEBPS/Images/67728.jpg





OEBPS/Images/90970.jpg





OEBPS/Images/6974.jpg





OEBPS/Images/48250.jpg





OEBPS/Images/49705.jpg





OEBPS/Images/70824.jpg





OEBPS/Images/810.jpg





OEBPS/Images/87286.jpg





OEBPS/Images/60188.jpg





OEBPS/Images/34478.jpg





OEBPS/Images/40324.jpg





OEBPS/Images/71873.jpg





OEBPS/Images/5660.jpg





OEBPS/Images/43547.jpg





OEBPS/Images/4762.jpg





OEBPS/Images/13795.jpg





OEBPS/Images/76820.jpg





OEBPS/Images/5644.jpg





OEBPS/Images/77578.jpg





OEBPS/Images/1167.jpg





OEBPS/Images/78789.jpg





OEBPS/Images/62459.jpg





OEBPS/Images/60963.jpg





OEBPS/Images/75084.jpg





OEBPS/Images/49597.jpg





OEBPS/Images/5241.jpg





OEBPS/Images/60312.jpg





OEBPS/Images/15663.jpg
i





OEBPS/Images/66756.jpg





OEBPS/Images/8374.jpg





OEBPS/Images/33193.jpg





OEBPS/Images/69594.jpg





OEBPS/Images/47846.jpg





OEBPS/Images/90972.jpg





OEBPS/Images/6429.jpg





OEBPS/Images/8536.jpg





OEBPS/Images/43232.jpg





OEBPS/Images/78066.jpg





OEBPS/Images/26983.jpg





OEBPS/Images/59571.jpg





OEBPS/Images/79633.jpg





OEBPS/Images/14362.jpg





OEBPS/Images/14087.jpg





OEBPS/Images/85301.jpg





OEBPS/Images/68883.jpg





OEBPS/Images/57471.jpg





OEBPS/Images/69603.jpg





OEBPS/Images/35482.jpg





OEBPS/Images/12190.jpg





OEBPS/Images/5635.jpg





OEBPS/Images/28691.jpg





OEBPS/Images/44355.jpg





OEBPS/Images/17087.jpg





OEBPS/Images/38365.jpg





OEBPS/Images/65234.jpg





OEBPS/Images/17371.jpg





OEBPS/Images/71026.jpg





OEBPS/Images/46403.jpg





OEBPS/Images/57973.jpg





OEBPS/Images/32921.jpg





OEBPS/Images/64879.jpg





OEBPS/Images/6970.jpg





OEBPS/Images/9630.jpg





OEBPS/Images/5626.jpg





OEBPS/Images/58754.jpg





OEBPS/Images/62948.jpg





OEBPS/Images/62646.jpg





OEBPS/Images/3150.jpg





OEBPS/Images/46876.jpg





OEBPS/Images/83442.jpg





OEBPS/Images/1408.jpg





OEBPS/Images/33943.jpg





OEBPS/Images/80424.jpg





OEBPS/Images/62070.jpg





OEBPS/Images/48627.jpg
$ g T





OEBPS/Images/41697.jpg





OEBPS/Images/87570.jpg





OEBPS/Images/37010.jpg





OEBPS/Images/75327.jpg





OEBPS/Images/82240.jpg





OEBPS/Images/79919.jpg





OEBPS/Images/65878.jpg





OEBPS/Images/10964.jpg





OEBPS/Images/82708.jpg





OEBPS/Images/15555.jpg





OEBPS/Images/84617.jpg





OEBPS/Images/84439.jpg





OEBPS/Images/10635.jpg





OEBPS/Images/57480.jpg





OEBPS/Images/4719.jpg
Schematic for Glabal
Atmospheric Model





OEBPS/Images/54383.jpg





OEBPS/Images/48814.jpg





OEBPS/Images/11722.jpg





OEBPS/Images/67717.jpg





OEBPS/Images/80419.jpg





OEBPS/Images/77592.jpg





OEBPS/Images/89143.jpg





OEBPS/Images/60134.jpg





OEBPS/Images/91748.jpg





OEBPS/Images/66366.jpg





OEBPS/Images/81022.jpg





OEBPS/Images/72638.jpg





OEBPS/Images/67305.jpg





OEBPS/Images/34532.jpg
; 1‘:'5'; Vi





OEBPS/Images/65372.jpg
o





OEBPS/Images/38369.jpg





OEBPS/Images/32849.jpg





OEBPS/Images/12203.jpg





OEBPS/Images/6812.jpg





OEBPS/Images/91744.jpg





OEBPS/Images/4131.jpg





OEBPS/Images/70828.jpg





OEBPS/Images/3411.jpg





OEBPS/Images/48255.jpg





OEBPS/Images/70820.jpg





OEBPS/Images/80381.jpg





OEBPS/Images/87502.jpg





OEBPS/Images/75323.jpg





OEBPS/Images/57056.jpg





OEBPS/Images/67708.jpg





OEBPS/Images/1753.jpg





OEBPS/Images/78402.jpg





OEBPS/Images/38063.jpg





OEBPS/Images/47907.jpg





OEBPS/Images/42009.jpg





OEBPS/Images/4009.jpg





OEBPS/Images/66495.jpg





OEBPS/Images/84608.jpg





OEBPS/Images/17632.jpg





OEBPS/Images/81439.jpg





OEBPS/Images/80455.jpg





OEBPS/Images/72629.jpg





OEBPS/Images/76734.jpg





OEBPS/Images/23960.jpg





OEBPS/Images/55794.jpg





OEBPS/Images/74159.jpg





OEBPS/Images/85382.jpg





OEBPS/Images/37442.jpg





OEBPS/Images/81569.jpg





OEBPS/Images/62446.jpg





OEBPS/Images/26987.jpg





OEBPS/Images/89188.jpg





OEBPS/Images/44351.jpg





OEBPS/Images/35381.jpg





OEBPS/Images/46872.jpg





OEBPS/Images/49593.jpg





OEBPS/Images/31809.jpg





OEBPS/Images/1582.jpg





OEBPS/Images/40860.jpg





OEBPS/Images/5631.jpg





OEBPS/Images/85889.jpg





OEBPS/Images/73189.jpg





OEBPS/Images/40320.jpg





OEBPS/Images/6425.jpg





OEBPS/Images/78030.jpg





OEBPS/Images/69590.jpg





OEBPS/Images/83451.jpg





OEBPS/Images/66752.jpg





OEBPS/Images/49079.jpg





OEBPS/Images/54358.jpg
EWF Hﬂ'i“lm





OEBPS/Images/60204.jpg





OEBPS/Images/54759.jpg





OEBPS/Images/62504.jpg





OEBPS/Images/66423.jpg





OEBPS/Images/43543.jpg





OEBPS/Images/59575.jpg





OEBPS/Images/30587.jpg





OEBPS/Images/52427.jpg





OEBPS/Images/85884.jpg





OEBPS/Images/33197.jpg





OEBPS/Images/63427.jpg





OEBPS/Images/85314.jpg





OEBPS/Images/65358.jpg





OEBPS/Images/73921.jpg





OEBPS/Images/4721.jpg
Global Warming Predictions

CI) B s
Teniperstire Incicasé (°C)





OEBPS/Images/68887.jpg





OEBPS/Images/61498.jpg





OEBPS/Images/89906.jpg





OEBPS/Images/84979.jpg





OEBPS/Images/39648.jpg





OEBPS/Images/28432.jpg





OEBPS/Images/41069.jpg





OEBPS/Images/38928.jpg





OEBPS/Images/80401.jpg





OEBPS/Images/65300.jpg





OEBPS/Images/59604.jpg





OEBPS/Images/11610.jpg





OEBPS/Images/62678.jpg





OEBPS/Images/8396.jpg





OEBPS/Images/74285.jpg





OEBPS/Images/72897.jpg
)





OEBPS/Images/66166.jpg





OEBPS/Images/87574.jpg





OEBPS/Images/72640.jpg





OEBPS/Images/81953.jpg





OEBPS/Images/74571.jpg





OEBPS/Images/9634.jpg





OEBPS/Images/81966.jpg





OEBPS/Images/35013.jpg





OEBPS/Images/90922.jpg





OEBPS/Images/82231.jpg
AGELLANNG SVVERATIS
1 PRETUANGVSTIS CLARSS

FIRIINAN:
ANTARC






OEBPS/Images/3298.jpg





OEBPS/Images/76086.jpg





OEBPS/Images/84277.jpg





OEBPS/Images/4005.jpg





OEBPS/Images/61527.jpg





OEBPS/Images/61510.jpg





OEBPS/Images/7976.jpg





OEBPS/Images/82704.jpg





OEBPS/Images/10631.jpg





OEBPS/Images/1739.jpg





OEBPS/Images/52700.jpg





OEBPS/Images/60172.jpg





OEBPS/Images/60217.jpg
S

Tdrapathy index





OEBPS/Images/54387.jpg





OEBPS/Images/73935.jpg





OEBPS/Images/45877.jpg





OEBPS/Images/89147.jpg





OEBPS/Images/60001.jpg





OEBPS/Images/65345.jpg





OEBPS/Images/7273.jpg





OEBPS/Images/16367.jpg





OEBPS/Images/60947.jpg





OEBPS/Images/76703.jpg





OEBPS/Images/79915.jpg





OEBPS/Images/65874.jpg





OEBPS/Images/77569.jpg





OEBPS/Images/6824.jpg





OEBPS/Images/80415.jpg





OEBPS/Images/90936.jpg





OEBPS/Images/56649.jpg





OEBPS/Images/65430.jpg





OEBPS/Images/11726.jpg





OEBPS/Images/37688.jpg





OEBPS/Images/54101.jpg





OEBPS/Images/32919.jpg





OEBPS/Images/92694.jpg





OEBPS/Images/7810.jpg





OEBPS/Images/32540.jpg





OEBPS/Images/78107.jpg





OEBPS/Images/12207.jpg





OEBPS/Images/3253.jpg





OEBPS/Images/38753.jpg





OEBPS/Images/11744.jpg





OEBPS/Images/62684.jpg





OEBPS/Images/3164.jpg





OEBPS/Images/68907.jpg





OEBPS/Images/78097.jpg





OEBPS/Images/65852.jpg





OEBPS/Images/78550.jpg





OEBPS/Images/38013.jpg





OEBPS/Images/4794.jpg





OEBPS/Images/66394.jpg





OEBPS/Images/25645.jpg





OEBPS/Images/45179.jpg





OEBPS/Images/35255.jpg





OEBPS/Images/12197.jpg





OEBPS/Images/70693.jpg





OEBPS/Images/930.jpg





OEBPS/Images/33057.jpg





OEBPS/Images/74146.jpg





OEBPS/Images/9628.jpg





OEBPS/Images/36403.jpg





OEBPS/Images/85386.jpg





OEBPS/Images/73772.jpg





OEBPS/Images/84273.jpg





OEBPS/Images/38067.jpg





OEBPS/Images/84988.jpg





OEBPS/Images/6815.jpg





OEBPS/Images/47884.jpg





OEBPS/Images/70703.jpg





OEBPS/Images/91740.jpg





OEBPS/Images/66369.jpg





OEBPS/Images/45381.jpg





OEBPS/Images/78791.jpg





OEBPS/Images/77580.jpg





OEBPS/Images/57479.jpg





OEBPS/Images/30728.jpg





OEBPS/Images/62675.jpg





OEBPS/Images/73185.jpg





OEBPS/Images/62950.jpg





OEBPS/Images/58725.jpg





OEBPS/Images/54336.jpg





OEBPS/Images/72619.jpg





OEBPS/Images/62693.jpg





OEBPS/Images/63423.jpg





OEBPS/Images/1805.jpg
Gravitational Leos G225740305






OEBPS/Images/1410.jpg





OEBPS/Images/34535.jpg





OEBPS/Images/60004.jpg
i





OEBPS/Images/92685.jpg





OEBPS/Images/59997.jpg





OEBPS/Images/37446.jpg





OEBPS/Images/66413.jpg





OEBPS/Images/60940.jpg





OEBPS/Images/90977.jpg





OEBPS/Images/72456.jpg





OEBPS/Images/84263.jpg





OEBPS/Images/83795.jpg





OEBPS/Images/8407.jpg





OEBPS/Images/38058.jpg





OEBPS/Images/76738.jpg





OEBPS/Images/49583.jpg





OEBPS/Images/566.jpg





OEBPS/Images/83785.jpg





OEBPS/Images/64881.jpg





OEBPS/Images/42055.jpg





OEBPS/Images/58731.jpg





OEBPS/Images/16888.jpg





OEBPS/Images/37220.jpg





OEBPS/Images/11878.jpg





OEBPS/Images/66502.jpg





OEBPS/Images/40711.jpg





OEBPS/Images/89179.jpg





OEBPS/Images/38743.jpg





OEBPS/Images/49081.jpg





OEBPS/Images/34786.jpg





OEBPS/Images/62704.jpg





OEBPS/Images/66171.jpg





OEBPS/Images/66384.jpg





OEBPS/Images/72466.jpg





OEBPS/Images/81962.jpg





OEBPS/Images/49085.jpg





OEBPS/Images/69580.jpg





OEBPS/Images/4144.jpg





OEBPS/Images/32534.jpg





OEBPS/Images/67710.jpg





OEBPS/Images/5239.jpg





OEBPS/Images/47913.jpg





OEBPS/Images/79925.jpg





OEBPS/Images/28709.jpg





OEBPS/Images/11157.jpg





OEBPS/Images/65354.jpg





OEBPS/Images/57968.jpg





OEBPS/Images/3904.jpg





OEBPS/Images/7283.jpg





OEBPS/Images/44136.jpg





OEBPS/Images/47890.jpg





OEBPS/Images/80405.jpg





OEBPS/Images/86820.jpg





OEBPS/Images/7277.jpg





OEBPS/Images/994.jpg





OEBPS/Images/3323.jpg





OEBPS/Images/236.jpg
S

5
A






OEBPS/Images/84445.jpg





OEBPS/Images/44341.jpg





OEBPS/Images/32398.jpg





OEBPS/Images/37033.jpg





OEBPS/Images/7864.jpg





OEBPS/Images/37678.jpg





OEBPS/Images/74289.jpg





OEBPS/Images/11163.jpg





OEBPS/Images/8370.jpg





OEBPS/Images/74152.jpg





OEBPS/Images/66743.jpg





OEBPS/Images/44558.jpg





OEBPS/Images/4001.jpg





OEBPS/Images/90926.jpg





OEBPS/Images/73925.jpg





OEBPS/Images/8416.jpg





OEBPS/Images/37684.jpg





OEBPS/Images/70707.jpg





OEBPS/Images/74295.jpg





OEBPS/Images/49709.jpg





OEBPS/Images/81026.jpg
A@Xz‘,::z*:

1centsi4






OEBPS/Images/3523.jpg
g

g

g
T

g

S

souinspecraAL mmnsCE e i)

e






OEBPS/Images/90932.jpg





OEBPS/Images/59613.jpg





OEBPS/Images/70348.jpg





OEBPS/Images/65428.jpg





OEBPS/Images/8593.jpg





OEBPS/Images/73201.jpg





OEBPS/Images/39644.jpg
m«m“





OEBPS/Images/44564.jpg





OEBPS/Images/38362.jpg





OEBPS/Images/58744.jpg





OEBPS/Images/83789.jpg





OEBPS/Images/47888.jpg





OEBPS/Images/7296.jpg





OEBPS/Images/27307.jpg





OEBPS/Images/32390.jpg





OEBPS/Images/63449.jpg





OEBPS/Images/85723.jpg





OEBPS/Images/7957.jpg





OEBPS/Images/45385.jpg





OEBPS/Images/30137.jpg





OEBPS/Images/65880.jpg





OEBPS/Images/49691.jpg





OEBPS/Images/57475.jpg





OEBPS/Images/78399.jpg





OEBPS/Images/36196.jpg





OEBPS/Images/59552.jpg





OEBPS/Images/990.jpg





OEBPS/Images/8387.jpg
A





OEBPS/Images/89166.jpg





OEBPS/Images/44247.jpg





OEBPS/Images/88945.jpg





OEBPS/Images/81441.jpg





OEBPS/Images/80954.jpg





OEBPS/Images/40328.jpg





OEBPS/Images/40858.jpg





OEBPS/Images/62680.jpg





OEBPS/Images/7966.jpg





OEBPS/Images/48851.jpg





OEBPS/Images/65856.jpg





OEBPS/Images/24107.jpg





OEBPS/Images/68893.jpg





OEBPS/Images/73181.jpg





OEBPS/Images/78093.jpg





OEBPS/Images/81584.jpg





OEBPS/Images/12193.jpg





OEBPS/Images/988.jpg





OEBPS/Images/49587.jpg





OEBPS/Images/54638.jpg





OEBPS/Images/38371.jpg





OEBPS/Images/28695.jpg





OEBPS/Images/1976.jpg





OEBPS/Images/69588.jpg





OEBPS/Images/65865.jpg
i B L
a3l

- ek





OEBPS/Images/84267.jpg





OEBPS/Images/32851.jpg





OEBPS/Images/81575.jpg





OEBPS/Images/39653.jpg





OEBPS/Images/48610.jpg





OEBPS/Images/69784.jpg





OEBPS/Images/74165.jpg
HUNTERS: HAVE YOU SEENT






OEBPS/Images/92705.jpg





OEBPS/Images/66506.jpg





OEBPS/Images/59993.jpg





OEBPS/Images/66417.jpg





OEBPS/Images/50277.jpg





OEBPS/Images/80963.jpg





OEBPS/Images/73827.jpg





OEBPS/Images/56658.jpg





OEBPS/Images/18705.jpg





OEBPS/Images/62697.jpg





OEBPS/Images/58729.jpg





OEBPS/Images/83791.jpg





OEBPS/Images/72462.jpg





OEBPS/Images/60008.jpg





OEBPS/Images/13332.jpg





OEBPS/Images/16862.jpg





OEBPS/Images/25641.jpg





OEBPS/Images/78028.jpg





OEBPS/Images/78113.jpg





OEBPS/Images/34869.jpg





OEBPS/Images/55148.jpg





OEBPS/Images/79492.jpg





OEBPS/Images/83446.jpg





OEBPS/Images/8403.jpg





OEBPS/Images/61374.jpg





OEBPS/Images/30593.jpg





OEBPS/Images/4385.jpg





OEBPS/Images/5235.jpg





OEBPS/Images/3908.jpg





OEBPS/Images/70818.jpg





OEBPS/Images/20831.jpg





OEBPS/Images/16373.jpg





OEBPS/Images/57462.jpg





OEBPS/Images/79921.jpg





OEBPS/Images/60953.jpg





OEBPS/Images/6830.jpg





OEBPS/Images/29577.jpg





OEBPS/Images/11874.jpg





OEBPS/Images/55144.jpg





OEBPS/Images/14083.jpg





OEBPS/Images/66175.jpg





OEBPS/Images/44345.jpg





OEBPS/Images/32553.jpg





OEBPS/Images/45883.jpg





OEBPS/Images/28699.jpg





OEBPS/Images/82238.jpg





OEBPS/Images/45398.jpg





OEBPS/Images/6117.jpg





OEBPS/Images/91738.jpg
t.&ﬁ.





OEBPS/Images/832.jpg





OEBPS/Images/84441.jpg





OEBPS/Images/65869.jpg





OEBPS/Images/28711.jpg





OEBPS/Images/65237.jpg





OEBPS/Images/59593.jpg





OEBPS/Images/1401.jpg





OEBPS/Images/62497.jpg





OEBPS/Images/49089.jpg





OEBPS/Images/65350.jpg





OEBPS/Images/32538.jpg





OEBPS/Images/81571.jpg





OEBPS/Images/69617.jpg





OEBPS/Images/69788.jpg





OEBPS/Images/89153.jpg





OEBPS/Images/7781.jpg





OEBPS/Images/62713.jpg





OEBPS/Images/37037.jpg





OEBPS/Images/77574.jpg





OEBPS/Images/53115.jpg





OEBPS/Images/86818.jpg





OEBPS/Images/87552.jpg





OEBPS/Images/81445.jpg





OEBPS/Images/80437.jpg





OEBPS/Images/42129.jpg





OEBPS/Images/57062.jpg





OEBPS/Images/7753.jpg





OEBPS/Images/44560.jpg





OEBPS/Images/72749.jpg





OEBPS/Images/89181.jpg





OEBPS/Images/61533.jpg





OEBPS/Images/72447.jpg





OEBPS/Images/38747.jpg





OEBPS/Images/32394.jpg





OEBPS/Images/41062.jpg





OEBPS/Images/5622.jpg





OEBPS/Images/3160.jpg





OEBPS/Images/38860.jpg





OEBPS/Images/46407.jpg





OEBPS/Images/24535.jpg





OEBPS/Images/5063.jpg





OEBPS/Images/78126.jpg





OEBPS/Images/4140.jpg





